Cyber-security in Smart Grid Communication and Control

OGNJEN VUKOVIĆ

Doctoral Thesis
Stockholm, Sweden, 2014
Abstract

Society is increasingly dependent on the reliable operation of power systems. Power systems, at the same time, heavily rely on information technologies to achieve efficient and reliable operation. Recent initiatives to upgrade power systems into smart grids target an even tighter integration with information technologies to enable the integration of renewable energy sources, local and bulk generation and demand response. Thus for the reliable operation of smart grids, it is essential that its information infrastructure is secure and reliable in the face of both failures and attacks. This thesis contributes to improving the security of power systems against attacks on their information infrastructures. The contributions lie in three areas: data integrity, data confidentiality, and data availability of power system applications.

We analyze how characteristics of power system applications can be leveraged for detection and mitigation of data integrity attacks. We consider single and multi-area power system state estimation. For single-area state estimation, we look at the integrity of measurement data delivered over a wide area communication network. We define security metrics that quantify the importance of particular components of the communication network, and that allow us to optimize the deployment of network, transport and application layer security solutions. For multi-area state estimation, we look at the integrity of data exchanged between the control centers of neighboring areas in face of a targeted trojan that compromises an endpoint of the secure communication tunnel. We define multiple attack strategies and show that they can significantly disturb the state estimation. Moreover, we propose schemes that could be used for detection, localization, and mitigation of data integrity attacks.

We investigate how to provide data confidentiality for power system applications when they utilize cloud computing. We focus on contingency analysis and propose an approach to obfuscate information regarding power flows and the presence of a contingency violation while allowing the operator to analyze contingencies with the needed accuracy in the cloud. Our empirical evaluation shows that the errors introduced into power flows due to the proposed obfuscation are small, and that the RMS errors introduced grow linearly with the magnitude of obfuscation.

We study how to improve data availability in face of gray hole attacks combined with traffic analysis. We consider two cases: SCADA substation to control center communication using DNP3, and inter-control center communication. In the first case, we propose a support vector machine-based traffic analysis algorithm that uses only the information on timing and direction of three consecutive messages, and show that a gray hole attack can be effectively performed even if the traffic is sent through an encrypted tunnel. We discuss possible mitigation schemes, and show that a minor modification of message timing could help mitigate the attack. In the second case, we study how anonymity networks can be used to improve availability at the price of increased communication overhead and delay. We show that surprisingly availability is not always improved with more overhead and delay. Moreover, we show that it is better to overestimate than to underestimate the attacker’s capabilities when configuring anonymity networks.
The progressive development of man is vitally dependent on invention. It is the most important product of his creative brain. Its ultimate purpose is the complete mastery of mind over the material world, the harnessing of the forces of nature to human needs.
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Chapter 1

Introduction

The electric power system is a network of components that generate, deliver, and consume electrical energy. The power produced by electric generators is delivered to loads through power system transmission and distribution networks. Transmission networks transfer the energy over long distances, and they may contain a large number of substations interconnected by transmission lines. In order to minimize the energy losses, the electrical energy is transmitted at high voltages, typically ranging from 100 kV to 500 kV [62]. When close to consumers, step-down transformers are used to decrease the voltage levels before connecting to the distribution networks that transmit the energy at lower voltage levels, typically under 70 kV [62]. Distribution networks transfer the energy between the transmission network and the consumers, and they typically operate in a radial configuration: feeders emanate from substations and form a tree structure with their roots at the substation and branches spreading over the distribution area [62].

Traditionally, power systems have been unidirectional hierarchical systems, where the generators ensure energy supply through the transmission and distribution networks to the loads often without any real-time information about the service parameters of the loads [25]. Consequently, generators are dimensioned to withstand anticipated peaks in demand by the loads, and as the peaks rarely occur, the system is inherently inefficient [25]. Furthermore, to meet the rapid increase in demand for the electrical energy, the system will operate closer to its capacity limits, which calls for more intelligent monitoring and control. To address these shortcomings, the new concept of smart grid has emerged with the idea to provide the system operators with remote real-time monitoring and control, and to allow smooth integration of renewable sources of energy, such as wind, solar, and biomass, so that the system is more efficient, stable, and resilient to anomalies [4, 39, 25, 46]. However, due to the size of the existing systems, one can easily see that smart grids cannot be an immediate replacement; instead, they will coexist with the existing power systems, adding more functionalities and capabilities with new technologies, but keeping full backward compatibility with the existing legacy systems.
A key factor in keeping the power system stable and efficient is its information infrastructure. The information infrastructure includes a system for remote monitoring and control, called Supervisory Control And Data Acquisition (SCADA) system, a suite of applications used to operate the power system, called Energy Management System (EMS), power system communication infrastructure, and computational and storage resources. The SCADA system acquires telemetry data and provides control of remote equipment, and therefore, it relies on the power system communication infrastructure to deliver messages over wide area networks [53]. The EMS includes applications such as state estimation, used to estimate the state of the system based on imperfect measurements [55], and contingency analysis, used to evaluate how an outage would affect the system, and it requires reliable and on-time computational and storage resources. The information infrastructure is essential for realization of the smart grid [31]; it is required to enable real-time monitoring and control as well as forecast and planning. The requirements of the smart grid put higher demands on communication and computation resources as a significantly larger amount of data will be generated, e.g., due to increased number of sensors and more frequent reporting, and that data need to be communicated, stored, and further analyzed within a short time frame [31]. Thus, it is important to find suitable communication and computation infrastructure to handle the demands. Some advanced technologies and applications, such as cloud computing, might be adopted [15].

As proper functioning of information infrastructure is crucial for power systems, the information infrastructure should be secure and reliable both in the face of failures and in the face of attacks. Security of information infrastructures has three aspects: data integrity, data confidentiality, and data availability [54]. Data integrity protects the data against unauthorized generation and modification, and it can be achieved by message authentication codes. Data confidentiality protects the privacy (readability) of the data against unauthorized users, and it can be achieved by data encryption or obfuscation. Finally, data availability ensures data accessibility without excessive delay.

Traditionally, security and reliability of power systems have been achieved by isolating the information infrastructure, and by protecting the system design and implementation. However, the power system information infrastructure is becoming more and more integrated with other information infrastructures, such as the public Internet and potentially cloud computing. Moreover, some parts of the system design, e.g., the communication protocols and application algorithms, have been standardized, and are therefore known. Due to concerns about the cyber security of their systems, power system operators have started applying commercial security solutions, such as cryptographic protection, in their information infrastructures. However, due to the size of the systems, it may be economically and practically unfeasible to protect the entire system. Furthermore, the integration with other information infrastructures may leave the system open to unforeseen threats. Therefore, it is important to evaluate the security of both the existing power system and the future smart grid.
This thesis addresses a number of problems related to integrity, confidentiality and availability of power system information technologies. The objectives are described as follows.

- **Integrity**: we investigate how violations of data integrity in the power system communication infrastructure can affect power system applications, in particular power system state estimation.

- **Confidentiality**: we investigate how to provide data confidentiality for power system applications when they utilize cloud computing, in particular the contingency analysis.

- **Availability**: we analyze how data availability can be improved using anonymity networks. Furthermore, we analyze susceptibility of encrypted SCADA communications to gray hole attacks, and consider various mitigation schemes.

The structure of this thesis is as follows. In Chapter 2, we discuss power system communication and computation technologies, and elaborate on data integrity, data confidentiality, and data availability provided by the technologies. In Chapter 3, we discuss power system applications and describe in details power system state estimation and contingency analysis. Furthermore, we discuss how a violation of data integrity can affect the state estimation, and how to provide data confidentiality for contingency analysis when the computation is performed in the cloud. Chapter 4 provides a summary of the papers included in this thesis along with the contributions of the author of this thesis to each paper. Chapter 5 summarizes the main findings and conclusions, and outlines potential directions for future research.
Chapter 2

Power System Communication and Computation Technologies

Power systems rely heavily on their communication and computational infrastructures to achieve a secure and reliable operation [56]. The communication infrastructure connects the control center with field devices so that measurements can be acquired and remote control can be performed. This is the basis for Supervisory Control and Data Acquisition (SCADA) systems, used by an operator to monitor and to control the system [6], and a core component of Phasor Networks, where Phasor Data Concentrators aggregate measurements from Phasor Measurement Units (PMUs). Furthermore, the communication infrastructure connects the control centers of interconnected power systems in order to improve operational efficiency and system stability. The connection between control centers enables the secure operation of large and highly inter-connected systems such as Western Interconnect (WECC) in the U.S. and ENTSO-E in Europe.

The computational infrastructure enables Energy Management System (EMS), a suite of applications used to securely and to efficiently operate the power system. Examples of such applications are power system state estimation and contingency analysis. Traditionally, the EMS operates centrally within the control center of a power system operator and utilizes the local computational infrastructure in the control center. However, when large amount of acquired data has to be promptly processed for online operation decision support, e.g., on-line contingency analysis, computing resources provided by the computational infrastructure can become the limiting factor, and could impede the execution of computationally heavy algorithms [33]. Furthermore, as the smart grid is expected to increase both the size and the complexity of power systems and to impose stricter latency requirements on EMS applications, the centralized operation and computation will no longer be scalable [42]. Therefore, the computational infrastructure may need to adopt a distributed architecture and may have to embrace new technologies in order to meet the demands [42]. An example of such technologies is cloud computing, which
could provide the ability to occasionally scale computation as needed as well as to make the storage, management and the exchange of data much easier [15].

2.1 SCADA Systems

The SCADA system delivers information from sensors and relays through Remote Terminal Units (RTUs) to SCADA servers, and delivers control messages from SCADA servers through RTUs to relays. Sensors provide measurements of power flows, voltages and currents. Relays control breakers in order to open or to close a line if a fault is detected (protective relays), or to reconfigure a circuit on demand by remote control (control relays). RTUs collect measurements from the sensors, monitor the status of protective relays, and deliver commands to the control relays. RTUs deliver the measurements and the status information to a SCADA server over a Wide-Area Network (WAN), and receive commands for the control relays from the SCADA server over the WAN. The SCADA server is the central processor of the SCADA system located at the control center, and usually provides a human interface for monitoring and control.

SCADA WAN

The types of WANs used for the communication between RTUs and SCADA servers can include point-to-point connections over dedicated or shared lines. In the case of dedicated lines, such as serial links, there is a separate line for every RTU to a SCADA server connection. The advantage of this solution is that it can provide the best quality of service, but the main disadvantage is the cost, since one line per RTU needs to be built or leased. In the case of shared lines, there is a number of RTU to SCADA server connections that utilize the same line. In order to avoid collision between the connections, a telecommunication network based on virtual circuit, packet or cell switching is implemented. Circuit switched networks provide dedicated communication channels (circuits) between RTUs and SCADA servers. Unlike for the case of dedicated lines, communication channels in circuit switched networks are not always active, they are established and used when needed so the network resources can be shared among many pairs of end points. Examples of technologies used are Frequency Division Multiplexing (FDM), where each communication channel gets a non-overlapping frequency range, and Time Division Multiplexing (TDM), where each communication channel gets recurrent fixed-length time slot. In packet switched networks, one communication channel may be shared by many participants, who communicate by exchanging variable-length packets. Examples of such technologies are X.25, Frame relay, GPRS, and Ethernet. Finally, cell switched networks are similar to packet switched networks, but they use fixed, instead of variable, length packets (cells). Prior transporting, data is divided into fixed-length cells. An example of such technology is Asynchronous Transfer Mode (ATM).
In principle, the communication infrastructure used for the WAN can be owned by the operator, e.g., optical ground wires (OPGW) that run between the tops of high-voltage transmission towers, or leased, e.g., Public Switched Telephone Network (PSTN), Public Land Mobile Networks (PLMN), and satellite networks. In practice, the infrastructure is mostly owned by the power system operator for reliability reasons. However, as smart grid technologies, with a growing number of interconnected devices used for monitoring and controlling, impose increasing demands in capacity and in reachability from the communication infrastructure, it may become more economically efficient for the operators to lease commercial networks than to deploy their own.

**SCADA/RTU communication protocols**

Historically, the SCADA communication protocols were independently designed by different SCADA equipment manufacturers. Each manufacturer developed the protocols to be a part of its proprietary system, and to meet its specific needs [13]. These proprietary protocols had disadvantages for the user, the user could not combine equipment produced by different manufacturers. With the increasing use of SCADA systems, these disadvantages were becoming more prominent, and the need for open standards was recognized [13]. To address the issues, standards organizations were working on defining open protocols that would provide interoperability between systems. One of the arising standards was the IEC 60870-5 standard, created and progressively published from 1990 by the International Electro-technical Commission (IEC) Technical Committee (TC) 57 [53]. IEC 60870-5 is the foundation for today’s most commonly used protocols for the communication between RTUs and SCADA servers: IEC 60870-5-104 (including its predecessor IEC 60870-5-101), and Distributed Network Protocol 3 (DNP3). IEC 60870-5-101 and IEC 60870-5-104 are predominantly used in Europe, while DNP3 is predominantly used in the Americas, South Africa, Asia, and Australia [13].

**IEC 60870-5**

IEC 60870-5 is a part of the IEC 60870 standard, that defines operating conditions, electrical interfaces, performance requirements, and data transmission protocols. IEC 60870-5 defines communication protocols used for sending basic telecontrol messages between two systems. IEC 60870-5 is based on the Enhanced Performance Architecture (EPA) model, which is a simplified version of the International Standards Organization (ISO) Open Systems Interconnection (OSI) model [53]. EPA is designed to provide optimum performance for telecontrol applications, and it defines only three layers: physical layer, link layer, and application layer. The physical layer is defined by IEC 60870-5-1, in particular, coding, formatting, bit error check, and synchronization of data frames of variable and fixed lengths. It includes the specification of four frame formats. IEC 60870-5-2 defines the link layer: link transmission procedures using a control field and address field. IEC 60870-5-3
defines how the application data units are structured in transmission frames. IEC 60870-5-4 provides rules for defining information data elements, such as process variables that are frequently used by the applications. Finally, IEC 60870-5-5 specifies standard services (functions) of the application layer which serve as basic guidelines when creating application profiles for specific tasks. Each application profile uses a specific set of functions. If there is a function needed by the application but not specified in the standards, it should be specified within the profile.

IEC 60870-5-101 (IEC 101)

IEC 101, published in 1995, was the first IEC complete working SCADA protocol under IEC 60870-5 [53]. It was designed to provide all necessary application level functions for telecontrol applications that operate over large geographical areas, using low bandwidth point-to-point links.

Transmission Modes

IEC 101 supports unbalanced and balanced transmission modes. In the unbalanced mode, only the server can initiate a message exchange. The server polls a remote station, and the station responds with data. In the balanced mode, both the server and the remote stations can initiate data exchange. The remote station can initiate the exchange if, e.g., a measured value has significantly changed since the last reported value.

Addressing

IEC 101 uses the FT1.2 frame format defined in IEC 60870-5-1 [13]. The FT1.2 frame format has three forms: variable-length frame format for bidirectional data transmission, fixed-length frame format for commands or acknowledgments, and a single character frame only for acknowledgments. The structures of the three forms of the FT1.2 frame are given in Figure 2.1 (based on [13]). IEC 101 provides addressing on the data link layer through the link address field in the FT1.2 frame format [13]. The link address field can be from 0 to 2 bytes for the balanced transmission mode, or from 1 to 2 for the unbalanced transmission mode. Since the balanced transmission mode may go through a point-to-point link, the link address is redundant. In that case the link address can be omitted.

Reliability

The detection of frame losses or duplication is achieved through a Frame count bit that alternates between 0 and 1 for sequential frames, and it is a part of the Link control field. The frame count bit is used only for the direction from the server to remote stations.

IEC 101 provides detection of bit transmission errors through a checksum provided by FT1.2 [13]. FT1.2 uses an 8-bit checksum calculated as the modulo 256 sum of the link layer data [13], which is the data that starts after the second start field and ends before the checksum field (Figure 2.1). By recalculating the checksum on the receiver side, bit errors due to transmission can be detected but not corrected. If the checksum indicates a transmission error, the data are discarded and a retransmission is requested. However, it may happen that many bit errors occur so
that the 8-bit checksum calculation results in the same 8 bits as in the case without errors. The strength of a checksum can be evaluated by the maximum number of single bit errors that will be always detected, which is called the Hamming distance. If the number of single bit errors is larger than the Hamming distance of a checksum, the checksum may not detect the errors. The Hamming distance of the checksum used by the IEC 101 frames is equal to 4 [13].

**IEC 60870-5-104 (IEC 104)**

With the increasing usage of packet switched networks instead of circuit switching networks, IEC 101 needed to be changed to support packet switching. The modification came in the form of the IEC 104 standard, published in 2000 [13, 53]. The application layer of IEC 104 is based on IEC 101, but some data types and functions are no longer used and supported. Consequently, IEC 104 supports the same transmission modes as IEC 101.

**Addressing**

IEC 104 relies on TCP [35] and IP [34] as transport and network protocols, and it does not impose any limitations on the data link layer and the physical layer protocols. Therefore, IEC 104 does not provide any addressing under the application layer.

**Reliability**

IEC 104 relies on underlying protocols for detection of bit transmission errors. TCP uses a 16-bit checksum (the bitwise complement of the sum of 16-bit words added using one’s complement arithmetic [35]) to verify the TCP header together with the IEC 104 data. Moreover, some other underlying protocols (e.g., Ethernet) may
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have verification algorithms that consider the IEC 104 data (Ethernet uses a 32-bit cyclic redundancy check).

Distributed Network Protocol 3 (DNP3)

The DNP3 protocol was developed in the early 1990s by Harrison Controls Division based on some early versions of the IEC 60870-5 standard [13, 53]. Initially, it was developed as a proprietary protocol for use in the electrical utility industry. However, in 1993, DNP3 was taken over by the DNP Users Group, and it became an open standard that has been used by other industries as well (oil and gas, water supply, etc.). Later on, IEEE adopted DNP3 as standard in [21].

**Transmission Modes**

DNP3 supports only balanced transmission mode (both server and client can initiate the exchange). The server sends polling messages and the client replies immediately with all data. The client can initiate the exchange in case of some sudden changes, e.g., some measured values get significantly changed since the last report. Between the data link layer and the application layer, DNP3 defines the pseudo-transport layer to allow transmission of larger blocks of application data by fragmenting [13].

**Addressing**

The DNP3 frame format is based on the FT3 frame format defined in IEC 60870-5-1 [13]. FT3 frame format has variable length, and its structure is shown in Figure 2.2 (based on [13]). DNP3 provides addressing on the data link layer through the destination and source address fields in the frame header. The address fields are two bytes each.

**Reliability**

DNP3 controls the communication flow, and is able to detect lost frames and duplicates through a sequence number located in the control header of link user data. The sequence number can have a value from 0 to 15 for requests, outstation responses, and from 16 to 31 for unsolicited responses and confirmations. Confirmations have the same sequence number as the request or the response. DNP3 can detect bit transmission errors using 16-bit cyclic redundancy check (CRC-16) checksum [13]. There is one CRC-16 checksum for the frame header, and thereafter one for every block (max 16 bytes) of user data [13] (Figure 2.2). By recalculating all CRC-16 checksums on the receiver side, bit errors due to transmission can be detected. In the case of DNP3 frames and the CRC-16 checksum, the Hamming distance is equal to 6 [13], which is higher than in the case of IEC 101. However, DNP3 has also a higher transmission overhead in terms of the checksum bits: the ratio of checksum bits to the message bits is higher since it includes a CRC-16 checksum per every block of 16 bytes of user data.

Secure extensions of IEC 101, IEC 104, and DNP3

IEC 101, IEC 104, and DNP3 do not provide any of the three security aspects: data confidentiality, data integrity, and data availability. With increasing cyber security
concerns in SCADA systems, IEC 101, IEC 104, and DNP3 needed to be upgraded to address the security concerns. The highest priority was put on data integrity and availability, since it may be more harmful for the power system if control actions and measurements are incorrect or undelivered than if they are disclosed [27, 29]. Researchers and the industry have been proposing different solutions to upgrade the protocols. The most distinguished results are the standard IEC 62351-5 [38] by IEC TC 57 and the standard DNP3 Secure Authentication (DNP3 SA) [21] by the DNP Users Group. IEC 62351-5 and DNP3 SA have been developed in parallel, and IEC TC 57 and DNP Users Group worked together closely so that IEC 62351-5 and DNP3 SA are compatible [29]. Both IEC 62351-5 and DNP3 SA focus on data integrity, while data confidentiality is provided only for the key-exchange messages.

IEC 62351-5 [38] defines the security standards for IEC 60870-5, including IEC 101 and IEC 104, and for IEC 60870-5 derivatives, such as DNP3. The security standards can be divided into two categories: one for the protocols that utilize low bandwidth point-to-point links (IEC 101), and the other for the protocols that can rely on the TCP/IP protocol stack (IEC 104 and DNP3). The protocols in the

Figure 2.2: DNP3 frame format. The figure is based on [13].

<table>
<thead>
<tr>
<th>Field name</th>
<th>Field description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start byte (2 bytes = 0x0564)</td>
<td>Indicates the start of frame</td>
</tr>
<tr>
<td>Length (1 byte)</td>
<td>Length of Link layer data excluding CRC fields (control field, address fields, and user data) in bytes</td>
</tr>
<tr>
<td>Link control field (1 byte)</td>
<td>Control functions (e.g., message type and direction)</td>
</tr>
<tr>
<td>Link destination address (2 bytes)</td>
<td>Device / server destination address</td>
</tr>
<tr>
<td>Link source address (2 bytes)</td>
<td>Device / server source address</td>
</tr>
<tr>
<td>Checksum: CRC-16 (2 bytes)</td>
<td>Error check of the header</td>
</tr>
<tr>
<td>Link user data (up to 16 bytes)</td>
<td></td>
</tr>
<tr>
<td>Checksum: CRC-16 (2 bytes)</td>
<td>Error check of the user data</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Link user data (up to 16 bytes)</td>
<td></td>
</tr>
<tr>
<td>Checksum: CRC-16 (2 bytes)</td>
<td>Error check of the user data</td>
</tr>
</tbody>
</table>
first category, e.g., IEC 101, are supplemented with additional security measures, which involve cryptographic algorithms, to primarily protect the data integrity. The protocols in the second category, e.g., IEC 104 and DNP3, rely on a challenge-response mechanism combined with a Message Authentication Code (MAC) to protect data integrity, and utilize Transport Layer Security (TLS) version 1.0 [19] to provide data confidentiality.

DNP3 SA [59] has been developed in parallel with IEC 62351-5 by the DNP User Group, as a secure extension of DNP. DNP3 SA is compliant with IEC 62351-5, and is a part of the IEEE standard [21]. To protect data integrity, DNP3 SA uses the challenge-response mechanism described in the IEC 62351-5 standard [38], and utilizes TLS version 1.0 [19] to protect data confidentiality.

Challenge-response mechanism used by IEC 62351-5 and DNP3 SA

The challenge-response mechanism is applied at the application layer, assuming that the underlying layers do not provide any security. The main motivation behind this approach is that it permits that some data exchange can be left unprotected, if desired, which reduces bandwidth and processing requirements [59]. The challenge-response mechanism can be described as follows [59]. Upon receiving a message, the recipient (challenger) decides whether the data in the message are of critical importance. If not, the message is processed without any verification. However, if the data are of critical importance, the challenger initiates the verification of data integrity by sending a challenge message to the sender (responder). The challenge message contains information about the MAC algorithm that the responder should use in the reply, and some randomly generated number to be sent back in the reply (used as a protection against replay attacks). The challenge message also specifies if the data from the received message should be contained in the reply: if not, the challenger only verifies the identity of the responder, if yes, the challenger also verifies the data. The responder generates the reply message that includes the responder identification, the randomly generated number sent by the challenger, and, if requested, the data to be verified. Before sending the reply message, the responder performs the specified MAC algorithm on the message using a pre-shared session key, and adds the resulting MAC value to the reply message. Upon receiving the reply, the challenger performs the same MAC algorithm, and if the resulting MAC values match, the verification of the data integrity is successful. Examples of the challenge-response mechanism are shown in Figure 2.3.

The MAC algorithms that can be used for the challenge-response mechanism are specified in IEC 62351-5 and DNP3 SA. The keys for the MAC algorithms are pre-shared by default. However, the need for more sophisticated management of the keys is recognized by IEC and the DNP User Group, and is a subject of future standard releases. Some recent releases, e.g., DNP SA version 5, provide methods to remotely change the keys [59].

TLS, used by IEC 62351-5 and DNP3 SA to protect data integrity through encryption, relies on digital certificates, encryption, and MAC. IEC 62351-5 and DNP3 SA specify the requirements for the digital certificates, such as application of the certificates, and the procedures for their revocation based on Certificate Revo-
2.1. SCADA SYSTEMS

Data Integrity and Availability Issues and Proposed Solutions

The SCADA infrastructure has been traditionally designed to operate in an isolated environment in order to achieve secure and reliable operation. Cyber security has been provided through isolation: it was assumed that no attacker had detailed knowledge of the system design and implementation, including the used proprietary protocols [22]. This security principle is called security through obscurity, and it has been widely criticized as it provides a very fragile security: the system is secure as long as the details remain secret, but quickly breaks once the details are released [54]. Moreover, SCADA infrastructures are becoming more and more integrated with the other corporate infrastructures, and components and protocols have been standardized and are available to practically anyone. This may leave the SCADA systems vulnerable to cyber attacks [22].
A cyber attack on the SCADA communication infrastructure may result in manipulation of the data exchanged between RTUs and the SCADA server. If the protocols IEC 101, IEC 104 over TCP/IP, and DNP3 are utilized without any additional cryptographic protection, the attack could remain undetected if the checksums are recalculated after the modification. The attack could result in intentionally wrong control signals and modified (incorrect) measurements, and it could significantly disturb the power system applications that rely on these signals and measurements [49].

Clearly, the communication needs to be cryptographically protected in order to protect the SCADA system against data integrity attacks on the messages exchanged between RTUs and the SCADA server. Cryptographic protection can be provided by encapsulating (or tunneling) the protocols (IEC 101, IEC 104, and DNP3) into a protocol that provides cryptographic protection [22], e.g., IPsec [41] or TLS [19], or by using the recent protocol extensions that provide message authentication: IEC 62351-5 [38] and DNP3 SAv5 [21]. The most important difference between the two is that, unlike IEC 62351-5 and DNP3 SAv5, tunneling appends a MAC to each message and thereby protects the integrity of every message, but at the cost of increased bandwidth and processing requirements. The cryptographic protection requires an upgrade of all RTUs in the system so they can support the computationally intensive cryptographic operations, and the key management. Some RTUs could be reprogrammed, while other legacy RTUs, which do not have sufficient processing power, would need to be replaced or supplemented by bump-in-the-wire (BITW) devices [60]. BITW is an approach where a network security mechanism is transparently implemented outside the devices whose communication is being protected. In the case of SCADA system, one hardware module (BITW device) is positioned next to a legacy RTU and it tunnels the communication between the RTU and the SCADA server. The communication between BITWs and SCADA servers is protected while the communication between BITWs and RTUs remains vulnerable. Due to the size of power systems, it may be practically and economically unfeasible to perform the upgrades in a short amount of time, and therefore, the upgrade is expected to go in stages. In every stage of the upgrade, it is challenging to evaluate the system security and to optimally select RTUs that will maximally improve the security by upgrading. On the other hand, the complexity of key management increases with the number of upgraded RTUs. Therefore, it is important to keep the number of upgraded RTUs low while achieving a desirable level of system security.

In this thesis, we propose a framework that captures the characteristics of the SCADA communication infrastructure in order to help in evaluating and improving data integrity protection. The framework can be used in every stage of the upgrade to prioritize the RTUs to be cryptographically protected. The framework is described in Paper A, which extends our earlier work [65]. We use the framework to evaluate and to improve the security of power systems considering power system state estimation. Our results show that power system state estimation could be secured by upgrading only a small subset of all RTUs in the system.
2.2. INTER-CONTROL CENTER COMMUNICATION

Once cryptographic protection is applied to protect data integrity and confidentiality, one might expect that it would also make it impossible for an attacker to identify and to drop mission critical measurement and/or control messages without dropping all messages, and thus remain undetected or difficult to be detected. However, the strict timing rules used in the SCADA communication protocols, such as immediate client responses to master station’s polling messages, might facilitate traffic analysis attacks and consequently allow the attacker to perform gray hole attacks.

In this thesis, we address the vulnerability of SCADA communication to a gray hole attack when cryptographic protection is applied. The vulnerability to a gray hole attack is investigated in Paper F, where we show through the example of DNP3 that targeted gray hole attacks may be feasible despite sending messages through an encrypted tunnel. We propose a support vector machine based traffic analysis attack, which is computationally simple and is based on the inter-arrival times and directions of consecutive encrypted messages, and show that an attacker would not need exact knowledge of system parameters for a successful attack. We also discuss potential mitigation schemes, and show that the attack can be mitigated by relaxing the strict timing rules, e.g., by introducing a random delay before answering to DNP3 poll messages.

2.2 Inter-Control Center Communication

Modern power systems have become increasingly inter-connected in order to improve operational efficiency, e.g., the Western Interconnect (WECC) in the U.S. and the ENTSO-E in Europe. The proper operation of an inter-connected system depends on the proper operation of its constituent control regions. Therefore, neighboring control regions need to exchange some information about their systems in real-time, so that they can detect disturbances and quickly restore the system to a secure state in case of outages [66]. The exchange of real-time data between control centers is expected to be even more frequent in future power systems [66].

Historically, power system operators relied on proprietary protocols for inter-control center communication [17]. However, with the increasing interconnectivity between independent operators, the inability of proprietary protocols to provide interoperability has become a problem. To address the problem, the power industry jointly developed the international IEC 60870-6 standard based on the OSI model, and submitted it to the IEC for standardization [66]. IEC 60870-6 is a part of the IEC 60870, and it defines protocols for data exchange between control centers over a WAN. There are two protocol versions used for the data exchange: Tele-control Application Service Element-1 (TASE.1) and TASE.2. One of the differences between the two versions is in the specification of mechanisms for message control and interpretation. TASE.2 uses the Manufacturing Message Specification (MMS) for the specification, and it appears to be the prevalent version used. TASE.2 is usually referred to as the Inter-control Center Communication Protocol (ICCP) [56].
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TECHNOLOGIES

ICCP (IEC 60870-6/TASE.2)

ICCP specifies only the application layer of the OSI model, and it relies on other protocols for the underlying layers. ICCP specifies the use of MMS for the message control and interpretation, and it specifies the data object formats and the methods for data request and reporting. ICCP also specifies how the data can be shared among applications at different control centers.

ICCP is realized through bilateral logical connections, called associations. A control center may establish associations with more than one control center. Moreover, it may establish more than one association with the same control center that could be used to separate data transfers by priority.

ICCP defines data access control through bilateral tables. Bilateral tables specify for every association which data elements can be accessed. However, ICCP does not provide any security of the data during transport.

Secure ICCP

Since ICCP does not protect the data during transport, IEC Technical Committee 57 specified in the standards IEC 62351-3 [36] and IEC 62351-4 [37] how lower layer protocols can protect the data. IEC 62351-3 specifies security measures for end-to-end security for protocols that go over TCP/IP. In particular, it describes the parameters and settings for the TLS protocol [20] that should be configured by the operators. It also considers IPsec [41], but TLS is preferred [36]. IEC 62351-4 specifies security measures for protocols that use MMS, and provides application layer security: prevents unauthorized access to information through authentication [37]. The authentication is achieved through the use of TLS.

Applied together, IEC 62351-3 and IEC 62351-4 protect the data integrity and confidentiality while transported over ICCP, thanks to TLS. However, TLS does not protect against denial-of-service attacks, and such protection should be applied through implementation-specific measures [36, 37].

The end-to-end security provided by IEC 62351-3 and IEC 62351-4 protects ICCP data transfer between two ICCP hosts, one per control center. These hosts, including databases that contain the data shared over ICCP, should be separated from the Master Local Area Network (LAN), also referred to as the control LAN, where all critical applications (e.g., SCADA server and EMS) coexist [51]. ICCP hosts should be in a LAN which is separated by a firewall from the Master LAN on one side, and on the other side separated by another firewall from the WAN used to transfer the ICCP data, as shown in Figure 2.4 (based on [51]). Such separation is a common security practice when some network services should be accessible from outside of the network but connections or hosts cannot be fully trusted. The separated segment of the network that contains the services accessible from outside, is commonly referred to as the demilitarized zone (DMZ). In the case of ICCP, the lack of trust typically comes from the fact that the WAN may be insecure and that the other end may be compromised [51].
Data Integrity and Availability Issues and Proposed Solutions

By following the standards IEC 62351-3 and IEC 62351-4, the integrity of ICCP data can be protected when transferred between two ICCP hosts in DMZs. However, the ICCP data integrity may not be always protected, and IEC 62351-3 and IEC 62351-4 may not always provide high communication availability, as explained in the following.

First, within an ICCP host, the ICCP data might be unprotected after the TLS protection is removed and before the data are stored in a database (and the other way around), which leaves a potential security threat. Moreover, the threat is aggravated by the fact that the ICCP hosts are in DMZs. They could be victims of sophisticated targeted trojans, whose goal is to manipulate the ICCP data. Examples of recent sophisticated targeted trojans that were targeting industrial control systems are Stuxnet and Duqu [57]. The manipulation of ICCP data could disturb the power system applications that rely on the data exchanged by ICCP.

In this thesis, we address this issue. In Paper B, we study how an attack against the integrity of ICCP data can affect fully distributed multi-area power system state estimation, which requires timely data exchange between control centers of neighboring regions. We define attack strategies for sophisticated manipulation of the exchanged data and show on a well established fully distributed multi-area state estimator, that they can disable the state estimation. We also show a possible way to detect the attacks.

In Paper C, which extends our earlier work [63], we show that the attacks can even disable a state of the art fully distributed state estimator. We propose an
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attack detection algorithm based on the properties of the state estimator algorithm and based on the exchanged data. Furthermore, we propose an attack localization and mitigation algorithm based on the consensus of the beliefs of the individual regions about the attack location, and show that strong attacks can often be localized and mitigated faster than weak attacks.

Second, TLS protects data integrity and provides confidentiality for the transmitted data, but it does not protect against denial of service attacks [36, 37]. An attacker that obtains access to the WAN may identify some critical low latency data exchange by observing the size, and the sender and the receiver addresses of every message, and it may perform a targeted denial-of-service attack, i.e., a gray hole attack, against such data exchange. Such an attack might be misinterpreted as packet loss due to a congestion, and therefore be undetected. As a consequence, the attack may disturb power system applications that rely on timely delivery of exchanged data.

In this thesis, in Paper E which extends our earlier work [64], we study how anonymity networks could be used to improve the data availability if face of gray hole attacks. Anonymity networks disguise the sender and the receiver of every message through message relaying, which increases the communication overhead and delay. However, the delay may be a concern for some power system applications, such as distributed state estimation. Furthermore, increased traffic overhead may result in additional costs. Therefore, we analyze how much the availability can be improved for a given delay. We quantify the availability by the provided anonymity, i.e., the difficulty of the attacker to correctly identify the origin and the destination of the data. We quantify the delay by the number of relays the data are relayed before reaching the destination, and the traffic overhead by the number of relays before reaching the destination. Therefore, we analyze how much the availability can be improved for a given delay. We quantify the availability by the provided anonymity, i.e., the difficulty of the attacker to correctly identify the origin and the destination of the data. We quantify the delay by the number of times the data are relayed before reaching the destination, and the traffic overhead by the number of times the data are relayed in total. Our results show that, surprisingly, the availability does not always get improved with additional delay or traffic overhead. Moreover, we show that it is better to overestimate than to underestimate the attacker’s capabilities when dimensioning anonymity networks.

2.3 Cloud Computing in Power Systems

Cloud computing is a new paradigm for computing technology that provides on-demand network access to shared metered computing resources [32, 5]. It provides a flexible mechanism for offering end users a variety of services, from hardware to application level, so that the users can utilize the computing resources in a completely customizable execution environment [61]. There are three common deployment models of Cloud computing: private cloud, public cloud, and hybrid cloud. Private cloud is a cloud infrastructure exclusively operated and utilized by a single user, and it can provide a high level of data security and privacy but at the price of high initial and unpredictable operating costs. Public cloud is, on the other hand, a cloud infrastructure owned and operated by a third party, such as Amazon AWS, Google, and Microsoft, that provides many users with access to comput-
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Cloud computing involves resources via Internet. Consequently, users face little to none initial costs and predictable operating costs, but at the price of no guaranteed data security and privacy. Hybrid cloud is a composition of a number of clouds that can include both public and private clouds in order to offer the benefits of both deployment models.

Power systems could greatly benefit from cloud technology, which can provide reliable data storage and meet the computational demands by applications with time-varying computational needs [15]. Power system operators maintain huge databases of past system states in order to enable reconstructions of events in case of system failures, and to improve operational efficiency through data mining. Traditional SCADA systems generate a few thousands data points a few times per minute which results in around 100TB of data per year [15]. With recent implementations of PMUs that can provide data points 30 times per second, the amount of data to be stored increases drastically. Furthermore for reliability reasons, the stored data are replicated at various locations. Cloud-based data storage could be a cost-efficient solution for storing such large quantities of data.

Many EMS applications used in planning and operation have time-varying computational needs [15]. They are either used periodically/occasionally with high computational demand, or they are used continuously but the computational demand depends on the actual system state that changes with time. An example of such applications is Contingency Analysis (CA) used to identify whether one or more contingencies (failures of system components) from a set of considered contingencies would render the system unstable. A set of considered contingencies depends on the instantaneous load of the power system, the higher the load the more contingencies might need to be considered, and is in practice limited by the capacity of the computational infrastructure in the control center. CA involves solving a non-linear weighted least squares (WLS) estimation problem using an iterative algorithm, and is performed every time the system state is recalculated, which can be as often as once a minute. CA that utilizes cloud computing could allow a power system operator to freely scale the number of considered contingencies based on the system state.

Data Security Issues and Proposed Solutions

Perhaps the most significant issue for utilizing cloud computing in power systems is the fact that for a certain amount of time the control over data and data processing leaves the physical and the electronic security perimeter of the power system operator [3]. To overcome the issue, all three aspects of data security (availability, integrity, and confidentiality) must be preserved while the data is out of the security perimeter.

The security aspects must be preserved while data are being communicated to the cloud infrastructure as well as while data are being stored and processed in the cloud infrastructure. Data availability of real-time applications might be altered by the communication network connecting the security perimeter and the cloud infrastructure if the network is unreliable or introduces large delay. Furthermore, the
response time of the cloud infrastructure must fit in an acceptable time span so that
the functionality of real-time applications is not hampered. While it may be accept-
able to leave data in the clear when they are stored within the security perimeter,
the data have to be cryptographically protected while being communicated to and
stored at the cloud infrastructure so that data integrity and confidentiality are guar-
anteed. However, if the data need to be processed within the cloud infrastructure,
e.g., by a power system application that utilizes cloud computing, cryptography is
typically not applicable without affecting the outcome of the processing. In such
a case, data integrity and confidentiality might be at risk to get compromised by
other users utilizing the same cloud computing infrastructure.

One potential approach to protect data confidentiality is to use homomorphic
encryption [11, 10], which is a form of encryption that allows specific types of com-
putations to be carried out on encrypted data and generate an encrypted result
which, when decrypted, matches the result of operations performed on the original
data. However, finding an encryption algorithm that would support the required
computations is far from trivial for many power system applications as they require
solving non-linear optimization problems. Another approach could be to obfus-
cate the data enough that a potential adversary cannot infer any sensitive system
information while keeping any introduced computational errors to the minimum [9].

In this thesis, we address the issue of providing data confidentiality for power
system applications that utilize cloud computing. In Paper E, we consider cloud-
based contingency analysis and propose an approach to obfuscate system informa-
tion, including the presence of a contingency violation, while allowing the operator
to analyze contingencies with the needed accuracy in the cloud.
A power system operates in one of three possible operating states: normal, emergency and restorative [47]. Normal operating state means that all the loads, i.e., power demanded by the consumers, can be supplied by the active generators through the transmission and distribution network without violating any operating constraints, such as bounds on the transmission line power flows. Normal operating state can be secure or insecure. The normal operating state is secure if the system can reside in the normal operating state after experiencing a contingency from a list of critical contingencies. Typically considered contingencies are outages of transmission lines and generators. Contrary, the normal operating state is insecure if the system may not preserve the normal operating state after the occurrence of some contingency from the list. In this case, some actions must be taken so that the system is moved to the normal operating secure state, and therefore the emergency operating state is avoided. However, the system may still move to the emergency operating state, e.g., in the event of a non-considered contingency. Emergency operating state means that some of the operating constraints may be violated. In this state, instant actions are required to avoid the system collapse and to return the system to the normal operating state. The actions may result in disconnecting some parts of the system, such as loads and generators. This may stabilize the system, so that all operating constraints are satisfied again. However, the balance between the generated and consumed power may have to be restored. The system is then in the restorative operating state.

The state of the power system can be described by a network model and the voltage phasors at power system buses [1]. The voltage phasors are called state variables, and the set of voltage phasors is called the static state of the system [1]. If the collected measurements are the voltage phasors of all buses, then the static state of the system can be directly obtained. However, typically collected measurements are power injections and power flows. Such measurements need to be processed so that the static state of the system can be determined. Moreover, the measurements are prone to errors, and it may not be economically or technically feasible to provide
the measurements of every power flow and power injection in the system. Therefore, the idea of estimating the system state based on the network model and the collected imperfect measurements was proposed in [55]. The ability to estimate the state of the system provides the foundation for the establishment of Energy Management Systems (EMS). EMS is a suit of applications used to operate the power system, and includes applications such as state estimator, used to estimate the state of the system, contingency analysis, used to evaluate how an outage would affect the system, and optimal power flow, used to estimate the optimal power flows based on particular criteria, e.g., minimization of the cost of generation or minimization of transmission line losses.

3.1 Transmission Network Model

Let us consider a transmission network that consists of buses that are interconnected by branches. The term bus is derived from the Latin omnibus, which means "for all", and it is a bar of metal to which all incoming and outgoing conductors, i.e., wires through which the electric current can flow, are connected [62]. Branches include transmission lines, transformers and phase shifters [1].

The admittance matrix \( Y \) of the entire transmission network can be built from scratch by introducing components one at a time (their models) of the system, and updating the corresponding entries in \( Y \) [1]. The components include transmission lines, loads, generators, transformers, shunt capacitors and reactors. The matrix \( Y \) is complex in general, and can be written as \( G + jB \), where \( G \) is the conductance matrix and \( B \) is susceptance matrix. For more information about the components and their models, and how the matrix \( Y \) is built, we refer to [1].

A transmission network model can be built by deriving a set of nodal equations by using the Kirchhoff’s current law at every bus in the transmission network [1, 52]. Let us denote the vector of bus voltage phasors by \( V \), and the vector of bus current injections by \( I \). Then, in a network of \( n \) buses, the nodal equations can be expressed with the following matrix equation,

\[
I = Y \cdot V;
\]

\[
\begin{bmatrix}
I_1 \\
I_2 \\
\vdots \\
I_n
\end{bmatrix} = 
\begin{bmatrix}
y_{11} & y_{12} & \cdots & y_{1n} \\
y_{21} & y_{22} & \cdots & y_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
y_{n1} & y_{n2} & \cdots & y_{nn}
\end{bmatrix} \cdot 
\begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_n
\end{bmatrix}.
\]  \hspace{1cm} (3.1)

Power injections at any bus can be derived by multiplying the vector \( V \) with the conjugate of the vector \( I \) from (3.1) [62]. Active and reactive power injections can be further derived by considering the real and the imaginary part of equation \( V \cdot I^* \). The active power injection \( P_{b_i} \) and reactive power injection \( Q_{b_i} \) at bus \( b_i \),
can expressed as

\[ P_{b_i} = V_{b_i} \sum_{b_j \in \mathcal{N}(b_i)} V_{b_j} (g_{ij} \cos(\theta_{ij}) + b_{ij} \sin(\theta_{ij})), \]
\[ Q_{b_i} = V_{b_i} \sum_{b_j \in \mathcal{N}(b_i)} V_{b_j} (g_{ij} \sin(\theta_{ij}) - b_{ij} \cos(\theta_{ij})), \]

(3.2)

where \( V_{b_i} \) is the voltage amplitude at bus \( b_i \), \( \theta_{ij} \) is the difference of phase angles between bus \( b_i \) and bus \( b_j \), \( g_{ij} \) and \( b_{ij} \) are the corresponding entries in matrices \( G \) and \( B \), respectively, and \( \mathcal{N}(b_i) \) is the set of adjacent buses to bus \( b_i \) [1, 62].

Power flows from bus \( b_i \) to bus \( b_j \) can be derived similarly to (3.2), and expressed as

\[ P_{b_i b_j} = V_{b_i}^2 (g_{si} + g_{ij}) - V_{b_i} V_{b_j} (g_{ij} \cos(\theta_{ij}) + b_{ij} \sin(\theta_{ij})), \]
\[ Q_{b_i b_j} = -V_{b_i}^2 (b_{si} + b_{ij}) - V_{b_i} V_{b_j} (g_{ij} \sin(\theta_{ij}) - b_{ij} \cos(\theta_{ij})), \]

(3.3)

where \( g_{si} + j b_{si} \) is the admittance of the shunt branch connected at bus \( b_i \) [1].

### 3.2 Measurement Model

Based on (3.2) and (3.3), all current and power injections or flows can be determined once we know the voltage phasors. However, we can use the same model to compute the voltage phasors based on the measurements. The most commonly used measurements are power flows, power injections, bus voltage magnitudes and current flow magnitudes [1]. Unfortunately, we cannot just directly use the measured values in (3.2) and (3.3) to get the voltage phasors. The measurements are prone to errors, and typically not all flows and injections are measured in the system. Therefore, we need to estimate the voltage phasors based on the obtained measurements. In order to perform the estimation, we need a model of measurements, which is described as follows.

Let us consider \( M \) measurements that are given by the vector

\[
Z = \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_M \end{bmatrix} = \begin{bmatrix} f_{z_1}(x) \\ f_{z_2}(x) \\ \vdots \\ f_{zM}(x) \end{bmatrix} + \begin{bmatrix} e_{z_1} \\ e_{z_2} \\ \vdots \\ e_{zM} \end{bmatrix} = F(x) + e,
\]

(3.4)

where \( x \) is the state vector constructed from the vector \( V \) by considering the phase angles and the voltage amplitudes separately, \( f_{z_i}(x) \) is a function relating measurement \( z_i \) to the state vector \( x \), and \( e \) is the vector of measurement errors. If the measurement \( z_i \) is an injection or a flow, then the function \( f_{z_i}(x) \) can be expressed based on (3.1), (3.2), or (3.3). However, if the measurement \( z_i \) is a voltage amplitude or a phase angle, then the function \( f_{z_i}(x) \) equals to the corresponding entry in the vector \( x \). Measurement errors are typically assumed to be independent random noise with Gaussian distribution of zero mean, and consequently the covariance matrix \( W = E(ee^T) \) is diagonal [1, 52, 62].
STATEMENT EQUATION EQUATION EQUATION
its logarithm, the so called Log-Likelihood function, and it can be expressed as
\[ L = \log(l_M(Z)) = \sum_{i=1}^{M} \log(l(z_i)) = -\frac{1}{2} \sum_{i=1}^{M} \frac{(z_i - E(z_i))^2}{\sigma_i} - \frac{M}{2} \log(2\pi) - \sum_{i=1}^{M} \log(\sigma_i), \]
(3.6)
where the measurement error probability distributions are assumed to be Gaussian distributions with the mean value \( E(z_i) \) and standard deviation \( \sigma_i \) for the measurement \( z_i \) [1]. The expected value \( E(z_i) \) can be expressed as \( f_{z_i}(x) \), and \( \sigma_i \) is assumed to be known (it equals to the square root of diagonal entry \( w_{ii} \) of the covariance matrix \( \mathbf{W} \)) [1]. Finally, the state vector \( x \) can be found by solving the MLE problem defined as
\[ \max_x \log(l_M(Z)), \] (3.7)
which is equivalent to
\[ J(x) = \min_x \sum_{i=1}^{M} \frac{(z_i - E(z_i))^2}{w_{ii}} = \min_x [\mathbf{Z} - F(x)]^T \mathbf{W}^{-1} [\mathbf{Z} - F(x)]. \] (3.8)

**Weighted Least Squares Estimator (WLSE)**

The optimization problem (3.8) can be solved by using the weighted least squares estimator (WLSE), which can be formulated as follows. At the minimum of (3.8), the first-order optimality conditions have to be satisfied:
\[ g(x) = \frac{\partial J(x)}{\partial x} = -H^T(x)W^{-1}[\mathbf{Z} - F(x)] = 0, \] (3.9)
where \( H = [\partial F(x)/\partial x] \) is the Jacobian of \( F(x) \) [1]. By expanding the function \( g(x) \) into its Taylor series around \( x^{(k)} \), where \( k \) is the iteration index, and by considering the first two terms of the series we yield an iterative scheme,
\[ x^{(k+1)} = x^{(k)} + [H^T(x^{(k)})W^{-1}H(x^{(k)})]^{-1}H^T(x^{(k)})W^{-1}[\mathbf{Z} - F(x)], \] (3.10)
known as the Gauss-Newton method [1]. Therefore, at each iteration \( k \), the update vector \( \Delta x^{(k)} = x^{(k+1)} - x^{(k)} \) can be calculated by solving the set of equations
\[ \Delta x^{(k)} = [H^T(x^{(k)})W^{-1}H(x^{(k)})]^{-1}H^T(x^{(k)})W^{-1}[\mathbf{Z} - F(x)], \] (3.11)
also known as the Normal Equations.

WLSE includes the iterative solution to (3.11) and it can be outlined as follows.

1. Set \( k = 0 \), and assume the starting vector \( x^{(0)} \).
2. Calculate the update vector \( \Delta x^{(k)} \) using (3.11).
3. If \( |\Delta x^{(k)}|\infty \geq \epsilon \), update \( x^{(k+1)} = x^{(k)} + \Delta x^{(k)} \) and \( k = k+1 \), and go to Step 2. Else, stop the estimation: the estimator found the solution vector \( k^* = x^{(k)} \), after \( k^* = k \) iterations (convergence time). \( \epsilon \) is the convergence threshold and \( |\cdot|\infty \) denotes the maximum norm of a vector.
Bad Data Detection (BDD)

Large measurement errors may cause the state estimator to find an incorrect solution (a state vector that is far from the actual one), and therefore, should be detected, identified, and eliminated. Such errors may occur when the meters have bias, drift, and wrong physical connections [1]. Some of the errors are obvious, e.g., negative voltage amplitudes, and can be detected and eliminated a-priori state estimation. Unfortunately, some other errors may not be so easily detectable, and therefore the state estimator needs to be complemented with features that are able to detect and identify any type of bad data. These features depend on the state estimation method, and are referred to as Bad Data Detection (BDD) [1].

After the WLSE obtains a solution, the BDD is done by processing the resulting measurement residuals, i.e., $\Delta Z^{(k^*)} = Z - F(x^*)$. The most commonly used BDD algorithm is the Largest Normalized Residual Test (LNRT) [1, 52]. LNRT identifies the largest element in the normalized residual vector $\frac{\Delta Z^{(k^*)}}{||\Delta Z^{(k^*)}||_2}$, and if that element is larger than a statistical threshold, then the corresponding measurement is assumed as bad data. The threshold can be chosen based on the desired detection sensitivity. After the bad data is identified, the measurement is discarded and the WLSE is performed again.

Data Integrity Issues and Proposed Solutions for Single-area State Estimation

Measurements used as input to the WLSE are provided by the SCADA infrastructure. The integrity of measurements in face of bit errors is typically provided by an error detection code, e.g., cyclic redundancy check or a cryptographic hash function, calculated at the RTUs, which is sent along with the data. All communication protocols used for the communication with RTUs implement such error detection, as described in Chapter 2, Section 2.1. However, the integrity of measurements in face of malicious manipulation of the data may not be ensured (Section 2.1), which leaves the measurements vulnerable to cyber attacks [28].

An attacker that gains access to the SCADA infrastructure could manipulate the measurements sent from the RTUs to the control center. The BDD is supposed to detect inconsistent measurements, but it turns out that the measurements could be manipulated in a way that the BDD does not detect the manipulation [8, 16, 50]. Such manipulations are usually referred to as stealth attacks on the state estimator.

The manipulation of measurements can be described by an attack vector $a$ added to the actual measurement vector $Z$, i.e.,

$$Z_a = Z + a,$$

where $Z_a$ denotes the measurements after the manipulation. If the attack vector satisfies

$$a = Hc, \text{ for some } c \in \mathbb{R}^n,$$

(3.13)
then BDD will not detect the manipulation, and the vector $a$ is a stealth attack. Hence, if an attacker wants to change a particular measurement $z_i$, it might have to change several other measurements to avoid the BDD.

The difficulty of performing stealth attacks against some measurements has been investigated in [50, 8, 58, 45, 16, 43]. However, a common assumption was that the measurements are delivered directly to the control center, ignoring the actual communication network topology. The characteristics of the SCADA communication infrastructure were considered in [16], where the authors assumed that the measurements are first multiplexed in the substations, and then sent directly to the control center. However, often the measurements visit other substations before they get delivered to the control center due to the topology of the SCADA wide area network, described in Section 2.1.

In this thesis, we propose a framework that captures the power system characteristics and the characteristics of the SCADA communication infrastructure in order to estimate the vulnerability of a given system to stealth attacks, and to understand how the stealth attacks can be mitigated using various mitigations schemes. In Paper A which extends [65], we develop quantitative metrics to assess the importance of substations and communication equipment with respect to stealth attacks against the state estimation. We use the metrics to evaluate the potential of various mitigation schemes, such as single-path routing, multi-path routing, and data authentication. We consider data authentication achieved either by encapsulating (or tunneling) the communication through bump-in-the-wire (BITW) devices adjacent to legacy RTUs [60], or by replacing the legacy RTUs with modern RTUs that support message authentication and secure extensions of SCADA/RTU communication protocols (Section 2.1). SCADA system designers and operators can use the framework to evaluate the vulnerability of their systems to stealth attacks, and to evaluate the efficiency of different mitigation schemes to protect their systems against the attacks.

**Multi-area State Estimation**

In the case of multi-area state estimation, the power system consists of a number of areas and the state estimation of each area is performed by an independent computing entity. Each entity receives only a subset of all measurements and the part of the transmission network model that correspond to its area. Areas can share buses and transmission lines, so the entities need to coordinate to obtain a consistent state estimate.

There have been many proposed algorithms for multi-area state estimation, e.g., [14, 44, 24, 23, 2, 55, 12, 48, 56, 40]. Typically, the algorithms use the normal equations (3.11), or their modifications, to perform updates within the areas before the coordination [14, 44, 23, 2, 55, 12, 48, 56, 40]. The algorithms can be categorized based on a number of criteria [30]. First, they may differ in the way the coordination is done: in a hierarchical manner, e.g., in [14, 44, 24, 23, 2], or in a distributed manner, e.g., in [55, 12, 48, 56, 40]. Second, they may differ in terms of the time
when the coordination is done with the respect to the iterations of the areas’ local state estimators. The coordination can be done after each iteration, e.g., in [44, 24, 12, 48, 56, 40], or after a number of iterations, e.g., in [14, 23, 2]. Third, they may differ in the assumption on the shared buses and transmission lines between areas. Some assume that areas share only transmission lines [44, 24, 2, 12, 56, 40], while others assume that the areas share only buses [14, 23, 55, 48], or both transmission lines and buses. For a detailed overview of multi-area state estimation algorithms and their categorization, we refer to [30].

Hierarchical Multi-Area State Estimation
In a hierarchical architecture, there exists a central unit that supervises the entities, and subsequently, coordinates the estimates performed by the entities. The entities communicate only with the central unit. The estimation can be considered as a two step process. In the first step, areas perform independent local calculations using their best knowledge of the state estimates of the other areas. In the second step, the central processor coordinates the solutions obtained by areas until a consistent state estimate is found. The steps may be cyclically repeated a number of times before a solution is found.

Fully Distributed Multi-Area State Estimation
In a fully distributed architecture, the areas directly communicate among each other in order to obtain a consistent state estimate. The estimation can be considered as a two step process, similarly to the hierarchical architecture. The only difference is in the second step: the areas coordinate among themselves. They exchange their most recent estimates of the state variables that correspond to the shared buses [56, 40]. The exchanged values are later used when the first step is repeated [56, 40]. The exchange may be synchronous, in which case the steps are synchronized among the areas, or asynchronous [56]. In the asynchronous case, it might be hard to guarantee that a solution will be found [56].

Data Integrity Issues and Proposed Solutions for Multi-Area State Estimation
Measurements used as input to a multi-area state estimator are provided by the SCADA infrastructure, similar to the case of single-area state estimator. An attacker that is able to manipulate the measurements sent from RTUs to the control center could perform attacks similar to the stealth attacks described in Section 3.3 so that the BDD of a multi-area state estimator does not detect the manipulation [26]. Moreover, by denying the delivery of a set of particular measurements, the attacker could make a multi-area state estimator unable to estimate some entries in the state vector $x$ [26].

It is expected that the integrity of the data exchanged between the computing entities is protected. However, in the case of an interconnected power system operated by independent system operators, the integrity of data exchanged between the operators may get violated, as described in Chapter 2, Section 2.2.
In this thesis, in Paper B, we study how a violation of the integrity of data exchanged between independent computing entities can affect fully distributed multi-area state estimation. We consider an attacker that compromises a single computing entity and manipulates with the data sent from and to the entity. We define various attack strategies that differ in the attacker’s knowledge of the system, and show on the example of a well-established fully distributed state estimator [56] that they can significantly disturb the state estimation: they can prevent the state estimator to find a solution, or they can lead the state estimator to an erroneous solution. Moreover, our results emphasize the importance of protecting the confidentiality of the measurements: the attacker can perform significantly stronger attacks if it knows the measurements. We also show a possible way to detect the convergence problems, e.g., caused by the attacks, and a simple mitigation scheme where each area performs independent estimation upon detecting the attacks. Note that such independent estimates can result in high estimation errors on any line connecting two different areas, regardless of whether these areas are compromised or not.

In Paper C which extends [63], we show that the attacks can even disable a state of the art state estimator [40]. We propose an attack detection algorithm based on the convergence properties of the state estimator algorithm and based on the evolution of the exchanged state variables. Furthermore, we propose an attack mitigation algorithm based on the consensus of the beliefs of the individual regions about the attack location, formulated as the stationary distribution of a random walk on a graph. We establish existence, uniqueness, and convergence of the stationary distribution. Upon localizing the compromised area, other areas can neglect the data received only from this area and continue performing fully distributed state estimation among non-compromised areas. Our simulation results on an IEEE benchmark power system show that strong attacks can often be localized and mitigated faster than weak attacks.

### 3.4 Contingency Analysis

Contingency analysis provides the operator of a power system with an indication of the system operating state in case one or more contingency occur, i.e., it determines whether the system is normal secure operating state or normal insecure operating state [7]. Typical considered contingencies are outages such as disconnection of generators or transmission lines. Therefore, the contingency analysis informs the operator of a dangerous contingency that would move the system to the emergency state. Given the information, the operator should take certain actions to avoid a possible system collapse if the contingency occurs, and thus, to move the system to the normal secure operating state. Contingency analysis is performed every time a new state estimate becomes available as a result of state estimation, and it can happen as often as every few minutes.

Contingency analysis uses a model of the transmission network, described in Section 3.1, and a list of considered contingencies to calculate the output that
consists of estimated voltage phasors at power system buses and power flows on transmission lines. In the following we outline AC load-flow based contingency analysis, which is widely used.

### AC Load-flow based Contingency Analysis

Let us denote by \( P_I \) the vector of power injections, by \( c \) a contingency, and by \( f^c \) the function that describes the power flows under contingency \( c \) as a function of the system state, i.e., \( P^c = f^c(x) \). If a contingency concerns a disconnection of a transmission line, then the system topology is changed and thus \( f^c(.) \neq f(.) \). Similarly, if a contingency concerns the disconnection of a generator, then the vector of power injections \( P^c_I \neq P_I \). To capture the relationship between the power injections before and after the contingency we introduce the matrix \( F^c \) such that \( P^c_I = F^c P_I \). If contingency \( c \) does not affect the power injections then \( F^c \) is the identity matrix.

Given the vector of power injections \( P^c_I \) under contingency \( c \), contingency analysis requires the solution of the load-flow problem, i.e., finding the state vector \( x^c \) that solves \( P^c_I = f^c_I(x^c) \). The state vector is obtained through solving the power balance equations,

\[
\Delta P_b \overset{df}{=} -P_b + \sum_{m} P_{bm} = 0.
\]  

(3.14)

Since the sum of the injections over all buses is zero, there are in total \( n - 1 \) power balance equations and \( N - 1 \) unknowns, as the phase angle of the reference bus is set to zero.

The equations (3.3) are non-linear, thus the solution to (3.14) is obtained using an iterative numerical method, typically the Newton-Raphson method. Starting from an initial guess \( x^c(0) \), the Newton-Raphson method obtains an updated estimate at iteration \( k \) by computing

\[
\Delta x^c(k + 1) = -J_k^{-1} \Delta P_I(k),
\]  

(3.15)

where \( J_k = \frac{\partial P^c}{\partial x} \bigg|_{x=x^c(k)} \) is the Jacobian evaluated at the most recent guess \( x^c(k) \), and then letting \( x^c(k+1) = x^c(k) + \Delta x^c(k+1) \). Observe that the Jacobian is a non-singular square matrix of size \((n - 1) \times (n - 1)\). The algorithm terminates when the power mismatch \( \Delta P_I \) is below a certain threshold. Let \( x^c \) be the computed system state under contingency \( c \).

Given the system state \( x^c \) under the contingency, the power flows can be calculated as \( P^c = f^c(x^c) \). If any of the power flows exceeds the capacity limit (e.g., thermal capacity) of the transmission line then the system is said to be in an insecure state, and a corrective action must be taken by the operator to move the system to a state in which no contingency results in a capacity violation.
Data Confidentiality Issues and Proposed Solutions for Cloud-based Contingency Analysis

The number of contingencies that needs to be considered depends on the instantaneous load of the power system, the higher the load the more contingencies might have to be considered. The number of contingencies considered in practice is limited by the computational power available in the control center, and is often constrained to considering the loss of a single component known as N-1 security. Cloud-based contingency analysis could allow an operator to scale the number of considered contingencies freely as a function of the instantaneous system state and enable N-x security that is considered desirable, but it could expose the current system state and possible critical contingencies, thereby facilitating targeted attacks.

In this thesis we address this issue; in Paper D, we propose an algorithm to obfuscate information regarding power flows and the presence of a contingency violation while allowing the operator to analyze contingencies with the needed accuracy in the cloud. Our empirical evaluation shows that the error introduced by the approach when using an AC model is quite small and that the RMS error grows linearly with the magnitude of obfuscation applied.
Chapter 4

Summary of original work

Paper A: Network-aware Mitigation of Data Integrity Attacks on Power System State Estimation

Ognjen Vuković, Kin Cheong Sou, György Dán, Henrik Sandberg.
In IEEE Journal on Selected Areas in Communications (JSAC), vol. 30, no. 6, July 2012.

Summary: In this paper we investigate the vulnerability of single-area power system state estimation to attacks performed against the communication infrastructure used to collect measurement data from the substations. We propose a framework that captures the power system characteristics and the SCADA communication infrastructure, and define security metrics that quantify the importance of individual substations and the cost of attacking individual measurements. We also propose approximations of these metrics, that are based on the communication network topology only, and we compare them to the exact metrics. We provide efficient algorithms to calculate the security metrics. We use the metrics to show how various network layer and application layer mitigation strategies, like single and multi-path routing and data authentication, can be used to decrease the vulnerability of the state estimation. We illustrate the efficiency of the algorithms on the IEEE 118 and 300 bus benchmark power systems.

Contribution: The author of this thesis developed the framework in collaboration with the third co-author, defined the metrics, implemented and carried out the simulations, and analyzed the resulting data. The article was written in collaboration with the co-authors.
Paper B: On the Security of Distributed Power System State Estimation under Targeted Attacks

Ognjen Vuković and György Dán.

Summary: In this paper we investigate the vulnerability of fully distributed multi-area power system state estimation to attacks against data exchange between independent computing entities, e.g., control centers of an interconnected power system. We consider an attacker that compromises a single control center and manipulates the data exchanged between the control center and its neighbors. We describe five attack strategies, and evaluate their impact on the IEEE 118 benchmark power system. We show that even if the state estimation converges despite the attack, the estimate can have up to 30% of error, and bad data detection cannot locate the attack. We also show that if powerful enough, the attack can impede the convergence of the state estimation, and thus it can blind the system operators. Our results show that it is important to provide confidentiality for the measurement data in order to prevent the most powerful attacks. Finally, we discuss a possible way to detect and to mitigate these attacks.

Contribution: The author of this thesis defined the attack strategies and the detection method in collaboration with the second co-author, implemented and carried out the simulations, and analyzed the resulting data. The article was written in collaboration with the second co-author.

Paper C: Security of Fully Distributed Power System State Estimation: Detection and Mitigation of Data Integrity Attacks

Ognjen Vuković and György Dán.
In IEEE Journal on Selected Areas in Communications (JSAC), vol. 32, no. 7, July 2014.

Summary: In this paper we address the vulnerability of fully distributed state estimation to data integrity attacks. We consider an attacker that compromises the communication infrastructure of a single control center and can manipulate the state variables exchanged between the control center and its neighbors. We show that a denial of service attack can be launched against a state of the art state estimator this way. We propose an attack detection algorithm based on the convergence properties of the distributed state estimation algorithm and based on the evolution of the exchanged state variables. Furthermore, we propose an attack mitigation algorithm based on the consensus of the beliefs of the individual regions about the attack location, formulated as the stationary distribution of a
random walk on a graph. We establish existence, uniqueness, and convergence of
the stationary distribution. We show the efficiency of the attack detection and
mitigation algorithms via simulations on an IEEE benchmark power system, and
we use the simulations to illustrate the trade-off between localization speed and
localization accuracy. Our numerical results also show that strong attacks can
often be localized and mitigated faster than weak attacks.

**Contribution:** The author of this thesis defined the detection algorithm and
the mitigation algorithm as well as provided the corresponding analytical results
in collaboration with the second co-author, implemented and carried out the sim-
ulations, and analyzed the resulting data. The article was written in collaboration
with the second co-author.

**Paper D:** Confidentiality-preserving Obfuscation for
Cloud-based Power System Contingency Analysis

Ognjen Vuković, György Dán, and Rakesh B. Bobba.

**Summary:** In this paper we propose an approach to obfuscate information
regarding power flows and the presence of a contingency violation to enable Con-
tingency Analysis in the cloud while allowing the operator to obtain accurate post
contingency flows. Our approach doesn’t introduce any error for CA using a DC
model and our numerical results show that the error introduced when using AC
models is tolerable, and that the RMS errors introduced grow linearly with the
magnitude of obfuscation.

**Contribution:** The author of this thesis implemented and carried out the sim-
ulations, and analyzed the resulting data. The article was written in collaboration
with the co-authors.

**Paper E:** Mitigating Gray Hole Attacks in Industrial
Communications using Anonymity Networks: Relationship
Anonymity-Communication Overhead Trade-off

Ognjen Vuković, György Dán, and Gunnar Karlsson.
Submitted to IEEE Transactions on Parallel and Distributed Systems.

**Summary:** In this paper we consider the problem of mitigating gray hole at-
tacks by providing relationship anonymity among a fixed set of nodes. We describe
two anonymity networks, MCrowds and Minstrels. MCrowds is an extension of
Crowds, and provides unbounded path length, while Minstrels provides bounded
path length. We consider two attack methods the Bayesian inference method and
the Maximum posteriori method. We show that MCrowds provides better relation-
ship anonymity than Crowds, but in order to provide anonymity to the receiver
the sender is more exposed than in Crowds. Moreover, we show that Minstrels provides better relationship anonymity than MCrowds. We use the two anonymity systems to study the trade-off between relationship anonymity and communication overhead, and show that increased overhead does not always lead to improved relationship anonymity. When comparing the two traffic analysis methods, we show that the Maximum posteriori method performs always better. We study the way relationship anonymity scales with the number of nodes, and show that relationship anonymity improves with the number of nodes but at the price of higher overhead. Our results also indicate that in practice anonymity systems should be optimized for a higher number of attackers than expected.

**Contribution:** The author of this thesis defined the two anonymity networks in collaboration with the second co-author, derived the analytical expressions for the relationship anonymity for these networks, implemented and carried out the simulations, and analyzed the resulting data. The article was written in collaboration with the second co-author.


**Summary:** In this paper we address the vulnerability of SCADA communication to a gray hole attack, in which an attacker drops unsolicited reports sent by an outstation to a SCADA master, while letting through solicited reports in order to avoid detection. We show that such a gray hole attack is possible even if messages are sent through an encrypted tunnel, because due to the strict timing rules used in SCADA protocols traffic analysis can effectively be used to classify protocol messages. We propose a support vector machine based traffic analysis algorithm, used trace-based simulations to evaluate the attack, and show that an attacker would not need exact knowledge of system parameters for a successful attack. We quantified the impact of the attack in terms on monitoring accuracy, and showed that the operator’s observation can be up to 10% off on average, and up to 20% off in 5% of the time. Finally, we discuss potential mitigation schemes, and show that the attack can be mitigated by introducing a random delay before answering to poll messages.

**Contribution:** The author of this thesis participated in designing the traffic analysis algorithm, defined the metric to quantify the attack impact, designed the mitigation algorithm in collaboration with the co-authors, implemented and carried out the simulations, and analyzed the resulting data. The article was written in collaboration with the third co-author.
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Chapter 5

Conclusions and Future work

This thesis addresses data integrity, confidentiality, and availability issues in power system information technologies. In the following, we summarize the main contributions of this thesis, and we outline some possible directions for future work.

We developed a framework and proposed security metrics that can be used to evaluate the security of a power system against stealthy attacks on measurements. We provided algorithms to calculate the metrics, and proposed approximations of the metrics, that only consider the communication topology, and therefore, are easier to calculate. We provided an algorithm that could be used to improve the security of the system by applying simpler mitigation strategies, e.g., rerouting, or more involved mitigation strategies, such as multi-path routing and cryptographic protection. Our results emphasized the importance of considering both the communication infrastructure and the power system applications, particularly power system state estimation, when analyzing and improving the security of the system.

We addressed the vulnerability of fully distributed state estimation to data integrity attacks. We considered an attacker that compromises the communication infrastructure of a single control center and can manipulate the state variables exchanged between the control center and its neighbors. We showed that a denial of service attack can be launched against a state of the art state estimator this way. We proposed an attack detection algorithm based on the convergence properties of the distributed state estimation algorithm and based on the evolution of the exchanged state variables. Furthermore, we proposed an attack mitigation algorithm based on the consensus of the beliefs of the individual regions about the attack location, formulated as the stationary distribution of a random walk on a graph. We established existence, uniqueness, and convergence of the stationary distribution. We showed the efficiency of the attack detection and mitigation algorithms via simulations on an IEEE benchmark power system, and we used the simulations to illustrate the trade-off between localization speed and localization accuracy. Our numerical results also show that strong attacks can often be localized and mitigated faster than weak attacks.
We proposed an approach to obfuscate information regarding power flows to enable contingency analysis in the cloud while allowing the operator to obtain accurate post contingency flows. Our approach does not introduce any error for contingency analysis using a DC model and our numerical results show that the error introduced when using AC models is tolerable.

We studied how data availability in power system communication infrastructures could be improved by anonymity networks. Since anonymity networks increase message delay, which could be an issue for power system applications that require timely message delivery, we studied the trade-off between the provided anonymity and the message delay. We found that, contrary to intuition, the anonymity is not always improved with more delay. Moreover, we show that it is better to overestimate than to underestimate the attacker’s capabilities when configuring an anonymity network.

Finally, we addressed the vulnerability of SCADA communication to gray hole attacks, in which an attacker drops unsolicited reports sent by an outstation to a SCADA master, while letting through solicited reports in order to avoid detection. We showed that such a gray hole attack is possible even if messages are sent through an encrypted tunnel and the attacker does not know exact system parameters, because due to the strict timing rules used in SCADA protocols traffic analysis can effectively be used to classify protocol messages. We discussed potential mitigation schemes, and showed that the attack can be mitigated by introducing a random delay before answering to poll messages.

Future Work

There are a number of different possibilities for future work. Some of them are complementary studies to the studies included in this thesis, while other studies could address some aspects of data integrity, confidentiality, and availability in power system information technologies not covered in this thesis. We outline some of the possibilities as follows.

Data integrity

We developed a framework and security metrics that evaluate the security of the power system state estimation against attacks on the data integrity of RTU to SCADA server communication. A complementary study could analyze the robustness of the metrics to changes in the power system transmission network topology, as well as to random errors. Moreover, attacks on the data integrity of RTU to SCADA server communication could be also targeted against control messages used to remotely operate control relays. Similar security metrics, and a framework that includes the same model of communication infrastructure complemented with a model of the physical system could be developed to consider such attacks.

We investigated how attacks on data integrity of ICCP data could affect the fully distributed multi-area state estimation. We proposed a detection scheme that could
detect such attacks, and outlined a simple mitigation scheme. However, attacks on data integrity of ICCP data could be targeted against data used by other power system applications. It is an open question if such attacks could also disturb those applications.

**Data confidentiality**

We proposed a scheme to obfuscate information regarding power flows to enable contingency analysis in the cloud, and showed that our scheme introduces tolerable error for AC models of contingency analysis. A complementary study could analytically bound the introduced error. Moreover, similar schemes could be developed to obfuscate sensitive information for other power system applications that utilize cloud computing.

**Data availability**

We studied how anonymity networks could be used to improve the data availability against targeted DoS attacks, while keeping message delay low. Studies on how targeted DoS attacks could affect power system applications that require timely data delivery, such as fully distributed multi-area state estimation, could help in finding a good balance between the improved data availability and the increased delay.

Furthermore, a subject of future work could be to address the data availability in communication networks used for the acquisition of PMU measurements. The frequency at which a PMU takes and delivers measurements is adjustable, and it may go up to 120Hz. A communication network that acquires measurements from many PMUs at such frequency could experience congestion and losses. Therefore, it is important to understand how congestion could affect the PMU data delivery, and furthermore, to find schemes that would optimally control message generation rate for every PMU in the network so that the losses are minimized [18].
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Abstract

Critical power system applications like contingency analysis and optimal power flow calculation rely on the power system state estimator. Hence the security of the state estimator is essential for the proper operation of the power system. In the future more applications are expected to rely on it, so that its importance will increase. Based on realistic models of the communication infrastructure used to deliver measurement data from the substations to the state estimator, in this paper we investigate the vulnerability of the power system state estimator to attacks performed against the communication infrastructure. We define security metrics that quantify the importance of individual substations and the cost of attacking individual measurements. We propose approximations of these metrics, that are based on the communication network topology only, and we compare them to the exact metrics. We provide efficient algorithms to calculate the security metrics. We use the metrics to show how various network layer and application layer mitigation strategies, like single and multi-path routing and data authentication, can be used to decrease the vulnerability of the state estimator. We illustrate the efficiency of the algorithms on the IEEE 118 and 300 bus benchmark power systems.

1 Introduction

Supervisory control and data acquisition (SCADA) systems are used to monitor and to control large-scale power grids. They collect measurement data taken at the substations, multiplex them in remote terminal units (RTUs) located at the substations, and deliver the multiplexed data through the SCADA network to the SCADA master located at the control center. At the control center the measurement data are fed into the power system state estimator (SE). The SE is an on-line application that relies on redundant measurements and a physical model of the power system to periodically calculate an accurate estimate of the power system’s state [1, 2]. It includes a Bad Data Detection (BDD) system to detect faulty measurement data.
The state estimate provided by the SE is the basis for a set of application specific software, usually called energy management systems (EMS). Modern EMS provide information support in the control center for a variety of applications related to power network monitoring and control. One example is the optimal routing of power flows in the network, called optimal power flow (OPF), which is to ensure cost-efficient operation. Another example is contingency analysis, which is an essential application to maintain the power system in a secure and stable state despite potential failures, e.g., by using the $n-1$ security criterion. EMS are also expected to be integral components of future SmartGrid solutions, hence the secure and proper operation of the SE is of critical importance [3, 4].

SCADA systems and communication protocols have traditionally been designed to be efficient and to be resilient to failures in order to achieve cost-efficient system operation. Security has been provided through isolating the SCADA infrastructure from the public and the corporate infrastructures, and by following the principle of security by obscurity. SCADA infrastructures are, however, increasingly integrated with corporate infrastructures and equipment are often left unattended, which together with a large installed base of legacy equipment and protocols implies that SCADA systems are potentially vulnerable to cyber attacks [4, 5].

An attacker that gains access to the SCADA communication infrastructure could potentially inject crafted packets or could manipulate the measurement data sent from the RTUs to the control center. While the BDD is supposed to detect faulty measurement data, it was shown recently [6] that measurement data can be manipulated such that they do not trigger the BDD system in the SE. We term such corruptions stealth attacks on the SE. Recent experiments on a SCADA/EMS testbed [7] indeed verify that large stealth attacks can be performed without triggering alarms. By fooling the SE the attacker could manipulate the power markets [8], or could hide that the power system is in an unsecure state and eventually can cause cascading failures. The existence of such attacks and their potential security implications make it important to understand how such attacks can be mitigated using various mitigation schemes at a relatively low cost, e.g., without introducing authentication in all system components.

In this paper we address this important question by proposing a framework that captures the characteristics of the power system and of the SCADA communication infrastructure. Our contributions are twofold. First, we develop quantitative metrics to assess the importance of substations and communication equipment with respect to the SE. Second, we use these metrics to evaluate the potential of various mitigation measures to decrease the SE’s vulnerability to stealth attacks. As mitigation measures we consider both network layer solutions, such as single-path and multi-path routing, and application layer solutions such as data authentication. We use IEEE benchmark systems to provide numerical results based on the framework. The framework can be used by SCADA system designers and operators to assess the vulnerability of their systems and to evaluate the efficiency of different mitigation schemes to protect the SCADA state estimator against attacks.

The structure of the paper is as follows. In Section 2, we discuss the related work. In Section 3 we outline power system SE and stealth attacks, and a model of modern SCADA communication infrastructures. In Section 4, we introduce system security metrics and
show how they can be efficiently computed even for large power systems. In Section 5, we propose an algorithm to mitigate attacks efficiently via various mitigation measures. In Section 6, we use the proposed metrics to evaluate the potential of the mitigation measures to improve security. In Section 7 we conclude the paper.

2 Related Work

Since power system state estimation is a core component of SCADA/EMS systems, there is a wealth of literature on state estimation and bad data detection algorithms [1, 2].

It has long been known that certain bad data are not detectable [9, 10]. Still, the first to study state estimation from a security perspective was [6], where it was pointed out that measurements can be corrupted so that they do not trigger the BDD system, even though the measurements are erroneous. The observation is built on a linearized model of state estimation, but experiments on a SCADA/EMS testbed verified the possibility of stealth attacks under nonlinear models [7].

Several works aimed to quantify the difficulty of performing stealth attacks against some measurements [6, 11, 12, 13, 14, 15]. A common assumption among most of these works is that the measurement values are delivered individually from the meters to the control center [6, 11, 12, 13, 15]. This assumption, while it simplifies the problem formulation, ignores the fact that measurement data taken by different meters at a substation are multiplexed before being sent to the control center. Multiplexing was treated in [14, 15], where the authors considered that measurements taken at the same substation are delivered to the control center over the same point-to-point communication link. This communication model still ignores the network topology, and captures only a fraction of the SCADA communication infrastructures in use today. We, instead, consider a realistic communication model where measurement data are multiplexed and may be relayed through other substations.

Related to our work are studies that use the betweenness centrality [16] and the vertex connectivity [17] in the context of network reliability and in the context of security, respectively. In [18] the authors use the betweenness centrality to assess the importance of individual nodes in routing messages. In [19] the authors use the vertex connectivity to assess network resilience against attacks that compromise communication nodes and communication links. We provide a joint treatment of the communication network topology and stealth attacks against the state estimator, and use these graph theoretical metrics as a comparison to our security metrics.

In this paper we propose a model of the communication infrastructure used in modern power transmission systems. The model accounts for the fact that measurement data can be delivered from a substation to the control center through point-to-point links but also via other substations. Hence an attacker that gains access to a substation, can potentially access and modify all data that traverses the substation. The combination of the power flow model with the model of the communication infrastructure allows us to provide a realistic treatment of stealth attacks and mitigation schemes for power system SE. To our knowledge this paper is the first to consider such a cyber-physical model of power system SE security.
3 Background and system model

In this section, we review steady-state power system modeling and state-estimation techniques, and give an overview of the communication infrastructure used in SCADA systems.

3.1 SCADA Communication Infrastructure

Electric power transmission systems extend over large geographical areas, typically entire countries. Wide-area networks (WANs) are used to deliver the multiplexed measurement data, often together with voice, video and other data traffic, from the RTUs located at the substations to the control center of the transmission system operator (TSO).

For reliability the WAN communication infrastructure is usually owned by the TSO, but the public switched telephone network (PSTN), cellular, and satellite networks are also used. Historically, the WAN infrastructure consisted of point-to-point communication links between RTUs and the control center (e.g., over the PSTN). However, modern WAN infrastructures are increasingly based on overhead ground wire (also called optical ground wire, OPGW) installations that run between the tops of the high voltage transmission towers or along underground cables. In the latter case, SONET or SDH is used to establish communication links (called virtual circuits) between the substations and the control center, but wide-area Ethernet is expected to become prevalent in the near future. As an effect the data sent from a remote substation to the control center might traverse several substations, where switches, multiplexers or cross connects multiplex the data from different substations onto a single OPGW link.

To detect bit errors, SCADA communication protocols include an error detection code calculated by the RTU, which is sent along with the data. The error detection code can be based on, e.g., cyclic redundancy check (CRC) or a cryptographic hash function, such as SHA-1. These codes do not provide message authentication. The operator can achieve message authentication by installing a secret key at the substation in one of two ways. First, by installing a bump-in-the-wire (BITW) device adjacent to a legacy RTU [20]. Data between the RTU and the BITW device are sent in plain-text, hence a BITW does not protect the data if an attacker can gain physical access to the substation. Nevertheless, it protects the data between the BITW device and the control center. Second, by installing an RTU that supports message authentication. A tamper-proof RTU that supports authentication, though more expensive, ensures data integrity even if the attacker can gain physical access to the substation.

3.2 Power System State Estimation and Stealth Attacks

Measurements are taken and sent at a low frequency in SCADA systems, and therefore steady-state estimators are used for state estimation. For a complete treatment of this topic, see for example [1, 2].

Consider a power system that has $n+1$ buses. We consider models of the active power flows $P_{ij}$ (between bus $i$ and $j$), active power injections $P_i$ (at bus $i$), and bus phase angles
\( \delta_i \), where \( i, j = 1, \ldots, n+1 \). (A negative \( P_i \) indicates a power load at bus \( i \).) The state-estimation problem we consider consists of estimating \( n \) phase angles \( \delta_i \) given \( M \) active power flow and injection measurement values \( z_m \) \((m \in \{1,\ldots,M\})\). One has to fix one (arbitrary) bus phase angle as reference angle, for example \( \delta_0 = 0 \), and therefore only \( n \) angles have to be estimated, i.e., the vector \( \delta = (\delta_1, \delta_2, \ldots, \delta_n)^T \). The active power flow measurements are denoted by \( z = (z_1, \ldots, z_M)^T \), and are equal to the actual power flow plus independent random measurement noise \( e \), which we assume has a Gaussian distribution of zero mean, \( e = (e_1, \ldots, e_M)^T \in \mathcal{N}(0, R) \) where \( R := E e e^T \) is the diagonal measurement covariance matrix.

When the phase differences \( \delta_i - \delta_j \) between the buses in the power system are all small, then a linear approximation, a so called DC power flow model, is accurate, and we can write

\[
    z = H\delta + e, \tag{1}
\]

where \( H \in \mathbb{R}^{M \times n} \) is a constant known Jacobian matrix that depends on the power system topology and the measurements, see \([1, 2]\) for details. The state estimation problem can then be solved as

\[
    \hat{\delta} := (H^T R^{-1} H)^{-1} H^T R^{-1} z. \tag{2}
\]

The phase-angle estimates \( \hat{\delta} \) are used to estimate the active power flows by \([2]\)

\[
    \hat{z} = H\hat{\delta} = H(H^T R^{-1} H)^{-1} H^T R^{-1} z. \tag{3}
\]

The BDD system uses such estimates to identify faulty sensors and bad data by comparing the estimate \( \hat{z} \) with \( z \): if the elements \( \hat{z}_m \) and \( z_m \) are very different, an alarm is triggered because the received measurement value \( z_m \) is not explained well by the model. For a more complete treatment of BDD we refer to \([1, 2]\).

An attacker that wants to change measurement \( m \) (its value \( z_m \)) might have to change several other measurements \( m' \) to avoid a BDD alarm to be triggered. Consider that the attacker wants to change the measurements from \( z \) into \( z_a := z + a \). The attack vector \( a \) is the corruption added to the real measurement vector \( z \). As was shown in \([6]\), an attack vector must satisfy

\[
    a = Hc, \quad \text{for some } c \in \mathbb{R}^n, \tag{4}
\]

in order for it not to increase the risk of an alarm. The corresponding \( a \) is termed a stealth attack henceforth.

In the recent study \([7]\) it was verified that, despite the simplifying assumptions, stealth attacks can be made large in real (nonlinear) SE software: in the example considered in \([7]\), a power flow measurement was corrupted by 150 MW (57\% of the nominal power flow) without triggering alarms.

### 3.3 Power System Communication Model

The \( n + 1 \) buses of the power system are spread over a set of substations \( S \), \(|S| = S \). We denote the substation at which measurement \( m \) is taken by \( S(m) \in S \), and we denote the
substation at which the control center is located by $s_{cc} \in S$. We model the communication network by an undirected graph $G = (S, E)$; an edge between two substations corresponds to a communication link between the two substations (e.g., a point-to-point link from a substation to the control-center, or an OPGW link between two substations connected by a transmission line). The graph $G$ is connected but is typically sparse. Every substation $s \in S$ can have multiple established routes to the control center $s_{cc}$ through $G$. We represent route $i$ of substation $s$ by the set of substations $r_i \subseteq S$ that it traverses, including substation $s$ and the control center $s_{cc}$. The order in which the substations appear in the route is not relevant to the considered problem. For substation $s$, we denote the set of established routes by $R_s = \{r_1^s, \ldots, r_{R(s)}^s\}$. If $R(s) = 1$ then all measurement data from substation $s$ are sent over a single route to the control center. If $R(s) > 1$ then unless the data sent over all routes get corrupted in an appropriate way, the control center can detect the data corruption. This can be achieved in a number of ways, e.g., by repeating the measurement data on all the routes or by appending a checksum calculated using an error detection code or a cryptographic hash function, and splitting the data among all the routes. We denote the collection of all $R_s$ by $R$.

We consider two forms of end-to-end authentication: non tamper-proof and tamper-proof. We denote the set of substations with non tamper-proof authentication (e.g., substations with a BITW device to authenticate the data sent to the control center, or an RTU with a non tamper-proof data authentication module) by $E_N \subseteq S$. For a route $r_i^s$ we denote by $\sigma_{E_N}(r_i^s)$ the set of substations in which the data are susceptible to attack despite non tamper-proof authentication. Data authenticated in a non tamper-proof way is only susceptible to attack at the substation where it originates from, if physical access is possible. Therefore, for every route $r_i^s \in R_s$ it holds that $\sigma_{E_N}(r_i^s) = \{s\}$ if $s \in E_N$ and $\sigma_{E_N}(r_i^s) = r_i^s$ otherwise.

Similarly, we denote the set of substations with tamper-proof authentication (e.g., substations with a tamper-proof RTU that authenticates the data sent to the control center) by $E_P \subseteq S$. Data authenticated in a tamper-proof way is not susceptible to attack at any substation on the route, hence $\sigma_{E_P}(r_i^s) = \emptyset$ for every route $r_i^s$.

Finally, a substation can be protected against attacks, e.g., by guards, video surveillance or using tamper-proof system components. We denote the set of protected substations by $P \subseteq S$. Protected substations are not susceptible to attacks, therefore $\sigma_{E_P}(r_i^s) = r_i^s \setminus P$. We assume that the substation where the control center is located is protected, that is, $s_{cc} \in P$.

Fig. 1 illustrates a simple power system and its communication infrastructure. Some substations have applied mitigation schemes, such as non tamper-proof authentication, tamper-proof authentication, and protection.

4 Attack model and security metrics

We consider an attacker whose goal is to perform a stealth attack on some power flow or power injection measurement $m$. To perform the stealth attack, the attacker has to manipulate measurement data from several measurements to avoid a BDD alarm. To manipulate
Figure 1: A simple example of a power system and its communication infrastructure. We have $\mathcal{E}_N = \{s_2, s_6\}$, $\mathcal{E}_P = \{s_3, s_4, s_7\}$, and $\mathcal{P} = \{s_{cc}\}$. A measurement taken at substation $s_1 \notin \mathcal{E}_P \cup \mathcal{E}_N$ is susceptible to attacks at substations $s_1$, $s_2$, and $s_3$. A measurement taken at substation $s_6 \in \mathcal{E}_N$ is only susceptible to attacks at substation $s_6$ ($\sigma_{\mathcal{E}_N}(r_1^s) = \{s_6\}$). A measurement taken at substation $s_4 \in \mathcal{E}_P$ is not susceptible to attacks ($\sigma_{\mathcal{E}_P}(r_4^s) = \emptyset$).

measurement data the attacker gets access to the communication equipment located at a subset of the substations. For example, the attacker could get physical access to the equipment in an unmanned substation or could remotely exploit the improper access configuration of the communication equipment. By gaining access to a substation $s \in \mathcal{S}$ (i.e., the switching equipment and the RTU) the attacker can potentially manipulate the measurement data that are measured in substation $s$ and the data that are routed through substation $s$, unless multi-path routing, data authentication or protection make that impossible. To perform a stealth attack on a particular measurement $m$ (its value $z_m$) the attacker might need to attack several substations simultaneously, which increases the cost of performing the attack.

In the following we propose two security metrics to characterize the vulnerability of the system with respect to the importance of individual substations and with respect to the vulnerability of individual measurements. Both metrics depend on the mitigation measures implemented by the operator. We also propose an approximation for each metric based on the communication graph topology.
4.1 Substation Attack Impact ($I_s$)

We quantify the importance of substation $s$ by its attack impact $I_s$, which is the number of measurements on which an attacker can perform a stealth attack by getting access to a single substation $s$.

By definition $I_s = 0$ if the substation is protected ($s \in \mathcal{P}$). Otherwise, we define $I_s$ as follows. A measurement $m$ can be attacked if and only if the susceptible parts of all routes from $S(m)$ to the control center pass through substation $s$. Let us denote by $\mathcal{M}_s \subset \{1, \ldots, M\}$ the index set of all such attackable measurements. Then measurement $m \in \mathcal{M}_s$ can be stealthily attacked if and only if the following system of equations has a solution with respect to unknowns $a \in \mathbb{R}^M$ and $c \in \mathbb{R}^n$

\[
a = Hc, \quad a(m') = 0, \quad \forall m' \notin \mathcal{M}_s, \quad \text{and} \quad a(m) = 1.
\]

(5)

We note that due to the bilinearity of matrix multiplication, the constraint on $a(m)$ in (5) is equivalent to $a(m) \neq 0$. We use $a(m) = 1$ for simplicity. The attack impact $I_s$ is then the cardinality of the set of measurements for which (5) has a solution. That is,

\[
I_s = \left| \{ m \mid \exists a \text{satisfying (5)} \} \right|.
\]

(6)

The attack impact of a substation depends on the routing $\mathcal{R}$, the set $\mathcal{E}_N$ of substations with non tamper-proof authentication, the set $\mathcal{E}_P$ of substations with tamper-proof authentication, and the set $\mathcal{P}$ of protected substations.

4.1.1 Calculating $I_s$

By a linear algebra fact \[21\], $a = Hc$ for some $c$ if and only if there exists a matrix $N_s$ such that $N_s a = 0$, where $N_s^T$ is a basis matrix for the null space of $H^T$. Let us denote by $N_s(:,\mathcal{M}_s)$ the matrix formed by keeping only the columns of $N_s$ in $\mathcal{M}_s$, $a(\mathcal{M}_s)$ as a vector formed by keeping only the entries of $a$ corresponding to $\mathcal{M}_s$. Then (5) is solvable if and only if

\[
N_s(:,\mathcal{M}_s) a(\mathcal{M}_s) = 0, \quad \text{and} \quad v_i^T a(\mathcal{M}_s) = 1
\]

(7)

can be solved, where $v_i$ denotes the $i$th column of an identity matrix of dimension $|\mathcal{M}_s|$, and the $i$th entry of $z(\mathcal{M}_s)$ is $z(m)$. Next, let $\tilde{N}_s$ be a basis matrix for the null space of $N_s(:,\mathcal{M}_s)$. Then (7) is solvable if and only if there exists a vector $\tilde{c}$ s.t.

\[
(v_i^T \tilde{N}_s) \tilde{c} = 1.
\]

(8)

This is possible if and only if the $i$th row of $\tilde{N}_s$ is not identically zero. The above checking procedure applies to indices other than $i$. Hence, the calculation of $I_s$ can be summarized as

Proposition 1.

\[
I_s = \left| \{ i \mid \tilde{N}_s(i,: \neq 0) \} \right|.
\]

The complexity of the calculation is dominated by the singular value decomposition needed to find the basis matrix $N_s^T$, and is $O(M^3)$. 

4.1.2 Substation Betweenness $\tilde{I}_s$

An intriguing question is whether one can estimate $I_s$ based on the topology of the communication graph $G$ only, i.e., without considering the power system. The substation betweenness $\tilde{I}_s$, which we describe in the following is inspired by the betweenness centrality of a vertex in a graph [16]. The betweenness centrality of a vertex corresponds to the importance of the vertex in the graph if all nodes communicate with each other; it is often related to the load the vertex is exposed to and to the dependence of the network on the vertex.

To calculate the substation betweenness $\tilde{I}_s$ we assign to every substation $s'$ as weight the number of measurements taken at substation $s'$ (i.e., $|\{m : S(m) = s'\}|$). For a given set of established routes $R$ the substation betweenness of substation $s$ is then given by the sum of the weights of the substations $s'$ for which it holds that all their established routes to the control center are susceptible to attack at substation $s$. This is exactly the cardinality of the index set $M_s$ used to define $I_s$

\[ \tilde{I}_s = |M_s| \quad (9) \]

The following proposition establishes the relationship between the attack impact and the betweenness of a substation.

**Proposition 2.** The substation betweenness is an upper bound for the attack impact, i.e., $\tilde{I}_s \geq I_s$.

**Proof.** The result is trivial if substation $s \in P$, as $\tilde{I}_s = I_s = 0$. For $s \not\in P$ observe that if a measurement $m$ can be stealthily attacked then by (5) and (6) it must be that $m \in M_s$. \hfill $\square$

Furthermore, if substation $s$ is susceptible to attacks then $\tilde{I}_s$ is no less than the number of measurements taken at substation $s$, i.e., $\tilde{I}_s \geq |\{m : S(m)\}|$. The complexity of calculating the substation betweenness is that of calculating $M_s$, which is $O(M)$, and is significantly lower than that of $I_s$.

4.2 Measurement Attack Cost ($\Gamma_m$)

We quantify the vulnerability of measurement $m$ by the minimum number of substations that have to be attacked in order to perform a stealth attack against the measurement, and denote it by $\Gamma_m$. If the substation at which the measurement is located is protected and uses non tamper-proof authentication ($S(m) \in P \cap E^N$), or it uses tamper-proof authentication ($S(m) \in E^P$) then the measurement is not vulnerable and we define $\Gamma_m = \infty$.

Otherwise, for a measurement $m$ we define $\Gamma_m$ as the cardinality of the smallest set of substations $\omega \subseteq S$ such that there is a stealth attack against $m$ involving some measurements $m'$ at substations $S(m')$ such that every route of the substations $S(m')$ involved in the stealth attack is susceptible to attack at least in one substation in $\omega$. That is,

\[ \Gamma_m = \min_{\omega \subseteq S, \omega \neq \emptyset, P} |\omega| \quad \text{s.t.} \quad \exists a, c \quad \text{s.t.} \quad a = Hc, \quad a(m) = 1 \quad \text{and} \quad a(m') \neq 0 \implies \omega \cap \sigma_E(r_{S(m')}^i) \neq \emptyset, \quad \forall r_{S(m')}^i \in R_{S(m')} \quad (10) \]
where \( \sigma_E(r'_S(m')) \) denotes the substations in route \( r'_S(m') \) that are susceptible to attack despite the authentication applied at substation \( S(m') \), i.e., \( \sigma_E(r'_S(m')) = \sigma_E(r'_S(m')) \cap \sigma_{EN}(r'_S(m')) \).

Similar to (5), the constraint on \( a(m) \) in (10) is equivalent to \( a(m) \neq 0 \).

The attack cost of a measurement depends on the routing \( R \), the set \( EN \) of substations using non tamper-proof authentication, the set \( EP \) of substations using tamper-proof authentication, and the set \( P \) of protected substations. The following proposition establishes a relationship between the two security metrics; it states that if all measurements have attack cost greater than 1 then all substations have attack impact equal to 0. That is, there is no single substation that would allow attacking a measurement in a stealthy way.

**Proposition 3.** \( I_s = 0 \) \( \forall s \in S \iff \min_m \Gamma_m > 1 \).

**Proof.** Follows directly from the definitions (6) and (10). If \( \exists s I_s > 0 \) then a stealth attack against any measurement requires at least two substations to be attacked, \( \Gamma_m \geq 2 \). If \( \exists s I_s > 0 \) then attacking substation \( s \) is sufficient to attack some measurement \( m \) and hence \( \Gamma_m = 1 \).

### 4.2.1 Calculating \( \Gamma_m \)

We can obtain \( \Gamma_m \) by solving a mixed integer linear programming problem (MILP) as follows. Define decision vectors \( a \in \mathbb{R}^M \) and \( c \in \mathbb{R}^n \). \( a \) is the attack vector to be determined. We need \( a \) to be a stealth attack targeting measurement \( m \) and for the solution to be unique we require the attack magnitude on \( m \) to be unit \( a(m) = 1 \) and (4) is satisfied.

To describe the connection between the choice of which substations to attack and the set of measurements that can be attacked as a result of the substation attacks, two 0-1 binary decision vectors are needed. One such binary decision vector is \( x \in \{0, 1\}^{n+1} \), with \( x(s) = 1 \) if and only if substation \( s \) is attacked. Hence, for protected substations (i.e., \( s \in P \))

\[
x(s) = 0 \quad \forall s \in P.
\]

The other binary decision vector is denoted as \( y \in \{0, 1\}^M \), with \( y(m) = 1 \) meaning measurement \( m \) might be attacked because of attacks on relevant substations. Conversely, \( y(m) = 0 \) means measurement \( m \) cannot be attacked. To apply \( y \) as an indicator for which measurements can be attacked, we impose

\[
a \leq Ky \quad \text{and} \quad -a \leq Ky,
\]

where the inequality is entry-wise and \( K \) is a scalar which is regarded as “infinity”. A nontrivial upper bound for \( K \) can be obtained from physical insight. Finally, measurement \( m' \) can be attacked if and only if the susceptible part of every route between \( S(m') \) and \( s_{cc} \) goes through at least one of the attacked substations. This is captured by the following constraints

\[
y(m') \leq \sum_{s \in \sigma_E(r'_S(m'))} x(s), \quad \forall r'_S(m') \in R_S(m'), \forall m' = 1, \ldots, M
\]
Note that by (14) itself it is possible to have \( y(m') = 0 \) for some \( m' \), while the sum on the right-hand-side can be greater than zero. However, this cannot happen at optimality since the objective is to minimize the sum of all entries of \( x \) (i.e., the number of substations to be attacked). The following summarizes the calculation.

**Proposition 4.** The MILP for finding the attack scheme on measurement \( m \) with the minimum number of substation attacks is as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{s \in S} x(s) \\
\text{subject to} & \quad \text{constraints (11) through (14)} \\
& \quad x(s) \in \{0, 1\} \quad \forall s \\
& \quad y(m') \in \{0, 1\} \quad \forall m'.
\end{align*}
\]  

If (15) is infeasible, then the measurement attack cost is defined to be \( \Gamma_m = \infty \). Otherwise, \( \Gamma_m \) is the optimal objective function value in (15).

MILPs are NP-hard in general, but moderate instances of (15) are feasible to solve offline using off-the-shelf MILP solvers.

### 4.2.2 Measurement Connectivity \( \tilde{\Gamma}_m \)

The measurement connectivity \( \tilde{\Gamma}_m \) is an approximation of the attack cost based on the communication network topology. It is inspired by the minimum vertex cut between two vertices of a graph, i.e., the smallest set of vertices within a graph whose removal disconnects the two vertices.

We define the measurement connectivity of measurement \( m \) as the cardinality of the minimum vertex cut for substation \( S(m) \) and the control center \( s_{cc} \). Intuitively, if an attacker attacks the substations in the minimum vertex cut for substations \( S(m) \) and \( s_{cc} \) then it can manipulate the value of measurement \( m \) if the measurement data are susceptible to attack at the substations specified in the minimum vertex cut. This is the case if there is no data authentication at \( S(m) \) and the substations are not protected. For measurements for which \( S(m) = s_{cc} \) or \( S(m) \) is adjacent to \( s_{cc} \) we define \( \tilde{\Gamma}_m = \infty \).

To calculate the measurement connectivity, we can use Menger’s theorem [17], which states that the cardinality of the minimum vertex cut for two vertices equals the maximum number of vertex-disjoint paths between the two vertices. The maximum number of vertex-disjoint paths can be efficiently calculated using Ford-Fulkerson-like algorithms. In particular, because capacities are unit, Dinitz’s algorithm finds the maximum number of vertex-disjoint paths with complexity \( O(\min(|S|^{2/3}, |E|^{1/2})|E|) \) [22].

The measurement connectivity \( \tilde{\Gamma}_m \) is not an upper bound for the attack cost \( \Gamma_m \); it captures the minimum number of substations that have to be attacked in order to tamper measurement \( m \) given that substation \( S(m) \) is protected (\( S(m) \in \mathcal{P} \)) and given that the maximum number of node disjoint routes is used.
5 Mitigation measures against attacks

In the following we consider how an operator could improve the security of the system by (i) changing the routes used by the substations (ii) by using multipath routing (iii) and by using data authentication and/or protection.

First, we formulate a result regarding mitigation schemes that make stealth attacks impossible to perform, i.e., mitigation schemes such that \( \Gamma_m = \infty, \forall m \). For this to hold, the minimum number of measurements \( z_m \) needed to be protected is the number of buses \( n \) [6, 14]. The straightforward way to protect this many measurements is to deploy tamper-proof authentication at all substations. The following result suggests that one can mitigate stealth attacks by deploying authentication in significantly less substations.

Proposition 5. Consider the power system graph, i.e., the graph with vertex set \( S \), and edges the transmission lines. If \( \Gamma_m = \infty \forall m \) then \( E^P \cup P \) is a dominating set of the power system graph.

Proof. The dominating set of a graph is a subset of the graph’s vertices such that every vertex is either a member of the subset or is adjacent to a vertex in the subset. To prove the proposition, we show that if \( E^P \cup P \) is not a dominating set of the power system graph then there is at least one measurement \( m \) with \( \Gamma_m < \infty \).

Since \( E^P \cup P \) is not a dominating set, there is at least one substation \( s \) that is unprotected and not authenticated, and is not adjacent to any substation \( s' \in E^P \cup P \). Take a measurement \( m \) at a bus at substation \( s \). This measurement can be attacked by using an attack vector \( a = Hc \) for a vector \( c \) whose only non-zero component is that corresponding to a bus at substation \( s \). \( a \) has nonzero components corresponding to measurements at adjacent buses, and these measurements are located at substations that do not use either authentication or protection. Hence \( \Gamma_m < \infty \). This concludes the proof.

The cardinality of the dominating set of connected graphs is typically much smaller than the number of vertices, hence perfect protection might be achievable without installing tamper-proof authentication at every substation. The numerical results in Section 6 validate this observation as do the results in [14, 15]. Thus, Proposition 5 can be used to achieve perfect protection with low computational complexity, as follows. First, we find a dominating set of the power system graph. Second, we deploy tamper-proof authentication at the substations in the dominating set. Third, we use the CSF (Critical Substation First) algorithm, described later in this section, to select additional substations at which to deploy tamper-proof authentication, one by one, until perfect protection is achieved.

Next, we turn to the problem of decreasing the vulnerability of the system. A natural goal for the operator would be to improve the most vulnerable part of the system, that is, to minimize \( \max_{s \in S} I_s \) or to maximize \( \min_{m \in M} \Gamma_m \), potentially subject to some constraints on the feasible set of mitigation measures (e.g., due to financial reasons). Maximizing the cost of the least cost stealth attack can lead to increased average attack cost as well, compared to maximizing the average attack cost [14].

Instead of the above formulations, we formulate the operator’s goal as a multi-objective optimization problem. As we show later, the solution to this problem formulation is a
solution to the max-min formulation. We define the objective $\gamma$ to be the minimization of the number of measurements with attack cost $\gamma$, $\{|m| \Gamma_m = \gamma\}$. The objectives are ordered: objective $\gamma$ has priority over objective $\gamma' > \gamma$. Formally, we define the objective vector $w \in \mathbb{N}^{S-1}$ whose $\gamma^b$ component is $w_\gamma = |\{m| \Gamma_m = \gamma\}|$. The goal of the operator can then be expressed as

$$\text{lexmin}_{R, E^N, E^P, P} w(R, E^N, E^P, P),$$

(16)

where lexmin stands for lexicographical minimization [23], $w(R, E^N, E^P, P)$ is the objective vector calculated using Proposition 4 for the established routes $R$, the sets $E^N$ and $E^P$ of authenticated substations, and the set $P$ of protected substations, and the optimization is performed over all feasible mitigation schemes. The minimal objective vector $w$, $w_\gamma = 0$ ($1 \leq \gamma \leq S - 1$) corresponds to the case when no measurement can be stealthily attacked, i.e., $\Gamma_m = \infty$ for all $m \in M$.

**Proposition 6.** The solution to (16) is a solution to $\max_{\gamma} \gamma \in \mathbb{N} \in \mathbb{R}_+ \min_{m \in M} \Gamma_m$. Furthermore, if $\max_{\gamma} \gamma \in \mathbb{N} \in \mathbb{R}_+ \min_{m \in M} \Gamma_m > 1$ the solution to (16) is a solution to $\min_{\gamma} \gamma \in \mathbb{N} \in \mathbb{R}_+ \max_{s \in S} L$.

**Proof.** We prove the first part of the proposition by contradiction. Let $w$ be the solution to (16), i.e., the lexicographically minimal objective vector, and denote by $\gamma'$ the smallest attack cost for which $w_\gamma > 0$, i.e., $\gamma' = \min\{\gamma | w_\gamma > 0\}$. Let $\gamma' = \max_{\gamma} \gamma \in \mathbb{N} \in \mathbb{R}_+ \min_{m \in M} \Gamma_m$ be the max-min solution and $\gamma'$ a corresponding objective vector. Assume now that $\gamma' < \gamma'$.

For $\gamma < \gamma'$ the objective vector has $w_\gamma = 0$. Since $\gamma' < \gamma'$, $w_\gamma = 0$, and hence according to the definition of lexicographical ordering $w' < w$, which contradicts to the assumption that $w$ is lexicographically minimal.

The second part of the proposition follows directly from Proposition 3 and from the first part of the proposition.

We solve the lexicographical minimization in (16) in an iterative way [23]. Consider given $R, E^N, E^P, P$ and let $\gamma' = \min\{\gamma | w_\gamma > 0\}$. If $\gamma' = \infty$ the system is not vulnerable. Otherwise, we use the critical substations first (CSF) algorithm shown in Table 1 to decrease $w_\gamma$ for some $\gamma \geq \gamma'$ as long as that is possible.

The algorithm starts by calculating the set $S$ of critical substations. In order to find the critical substations, the algorithm identifies measurements with attack cost $\Gamma_m = \gamma'$. Each such measurement has at least one stealth attack $\omega$ with attack cost $||\omega|| = \gamma'$. The substations that are contained in $\omega$ for every such stealth attack are critical substations. There is at least one such substation, the substation $S(m)$. The critical substations are the candidates for route reconfiguration, authentication or protection.

For every critical substation $\bar{s}$ the algorithm considers an alternate mitigation scheme. The alternate mitigation scheme could contain a new set of routes $R'_s$ between substation $\bar{s}$ and the control center, or it could be the set of authenticated or protected substations augmented by $\bar{s}$ ($E^N(\bar{s}) = E^N \cup \bar{s}, E^P(\bar{s}) = E^P \cup \bar{s}$ or $P'(\bar{s}) = P \cup \bar{s}$). For every alternate mitigation scheme the algorithm calculates the objective vector $w'\delta$ using Proposition 4, and selects the one with the minimal objective vector, $w'\delta$. If the alternate mitigation scheme
Table 1: CSF algorithm for given $R_c$, $E^N$, $E^P$, $P$ and $\gamma^*$

<table>
<thead>
<tr>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Set $\hat{S} = \emptyset$</td>
</tr>
<tr>
<td>2. for $\forall m$ where $\Gamma_m = \gamma^*$ do</td>
</tr>
<tr>
<td>3. $X = {x}$ subject to constraints (11) - (14) assuming $E^N = S$</td>
</tr>
<tr>
<td>4. $\exists X_{\gamma^<em>} \subseteq X$ s.t. $\forall x \in X_{\gamma^</em>}, \gamma =</td>
</tr>
<tr>
<td>5. $\hat{S} = \hat{S} \cup {x \in X_{\gamma^*} }$</td>
</tr>
<tr>
<td>6. end for</td>
</tr>
<tr>
<td>7. for $\forall \hat{s} \in \hat{S}$</td>
</tr>
<tr>
<td>8. create $R'<em>{\hat{s}}$ and set $R'(\hat{s}) = (R \setminus R</em>{\hat{s}}) \cup R'_{\hat{s}}$ or</td>
</tr>
<tr>
<td>9. set $E^N(\hat{s}) = E^N \cup \hat{s}$ or $E^P(\hat{s}) = E^P \cup \hat{s}$ or $P'(\hat{s}) = P \cup \hat{s}$</td>
</tr>
<tr>
<td>10. calculate $w(\hat{s}, E^N(\hat{s}), E^P(\hat{s}), P'(\hat{s}))$ using Proposition 4</td>
</tr>
<tr>
<td>11. $\hat{s}^* = \arg \min_{\hat{s}} w(\hat{s})$</td>
</tr>
<tr>
<td>12. if $w(\hat{s}^*) &lt; w$</td>
</tr>
<tr>
<td>13. return $R'(\hat{s}^<em>), E^N(\hat{s}^</em>), E^P(\hat{s}^<em>), P'(\hat{s}^</em>)$</td>
</tr>
<tr>
<td>14. else if $\gamma &lt; S - 1$</td>
</tr>
<tr>
<td>15. Set $\gamma = \gamma + 1$ and GOTO (1)</td>
</tr>
<tr>
<td>16. else</td>
</tr>
<tr>
<td>17. return $R, E^N, E^P$ and $P$</td>
</tr>
<tr>
<td>18. end if</td>
</tr>
</tbody>
</table>

improves the system’s level of protection, i.e., $w(\hat{s}) < w$ then the algorithm terminates. Otherwise the algorithm considers a higher attack cost $\gamma^* = \gamma + 1$, and continues from Step 1.

### 6 Numerical Results

In the following we show numerical results obtained using the algorithms for two IEEE benchmark power systems: the IEEE 118 and 300 bus power systems. Measurements are assumed to be taken at every power injection and power flow.

We considered two communication network topologies. In the first topology every substation communicates directly to the control center, hence the communication network graph is a star graph of order $|S| + 1$: the control center has degree $|S|$ and all substations have degree 1. We refer to this communication network graph as the **star topology**. In the second topology there is an edge between two substations $s$ and $s'$ in the communication network graph if there is a transmission line between any two buses in substations $s$ and $s'$. The control center is located adjacent to the substation with highest degree $s_{cc}$. We refer to this communication network graph as the **mesh topology**.
6.1 Baseline Numerical Results

We start with considering a baseline scenario. Authentication is not used at any substation \( (\mathcal{E}^N = \emptyset, \mathcal{E}^P = \emptyset) \). For the mesh topology we consider that all substations use a single shortest path \( (|\mathcal{R}| = 1) \) to the control center \( s_{cc} \), and the substation to which the control center is adjacent is protected \( (\mathcal{P} = \{ s_{cc} \}) \). In the following we show the attack impact and the measurement attack cost for the star and for the mesh communication network topologies.

For the star topology, the substation betweenness of substation \( s \) is equal to the number of measurements taken at substation \( s \), i.e., \( I_s = |\{ m : S(m) = s \} \). Then by Proposition 2, this is an upper bound for the attack impact.

For the mesh topology Fig. 2 shows the attack impact \( I_s \) and the substation betweenness \( \tilde{I}_s \) for the substations for which \( I_s > 0 \) and \( \tilde{I}_s > 0 \) for the two power systems. The results show that there are several substations that would enable an attacker to perform a stealth attack on a significant fraction of the measurements in the power system, e.g., on about 1000 measurements for the 300 bus system (approx. 90% of all measurements). Almost 50% of the substations have non-zero attack impact, and the attack impact decreases slower than exponentially with the rank of the substation. The substation betweenness \( \tilde{I}_s \), is very close to the attack impact for the substations with the highest attack impacts (low ranks), but it overestimates the attack impact significantly for substations with low attack impact.

![Figure 2: Attack impact \( I_s \) of the substations in the IEEE 118 and 300 bus systems in decreasing order of attack impact. The case of shortest path routing.](image)

Table 2 shows the measurement attack costs for the star and the mesh topologies, and the measurement connectivity for the mesh topology. For the star topology and the 118 bus power system there are no measurements with attack cost 1, and most of the measurements (more than 90%) have the attack cost of at least 3. Interestingly, for the 300 bus power system the attack costs are significantly lower. Almost 20% of the measurements have attack cost 1 and only around 45% of the measurements have an attack cost of at least 3. The reason is that in the 300 bus power system topology there are more substations with several buses, and an attacker can tamper with more measurements by accessing such substations.
Table 2: Number of Measurements with Particular Measurement Attack Cost and Measurement connectivity for the IEEE 118 and IEEE 300 systems

<table>
<thead>
<tr>
<th>System</th>
<th>Topology</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE118</td>
<td>Star ($\Gamma_m$)</td>
<td>0</td>
<td>47</td>
<td>279</td>
<td>71</td>
<td>32</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Mesh ($\Gamma_m$)</td>
<td>374</td>
<td>78</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Mesh ($\tilde{\Gamma}_m$)</td>
<td>53</td>
<td>301</td>
<td>52</td>
<td>18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IEEE300</td>
<td>Star ($\Gamma_m$)</td>
<td>209</td>
<td>251</td>
<td>378</td>
<td>188</td>
<td>41</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Mesh ($\Gamma_m$)</td>
<td>975</td>
<td>89</td>
<td>3</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Mesh ($\tilde{\Gamma}_m$)</td>
<td>217</td>
<td>403</td>
<td>303</td>
<td>44</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The measurement attack costs for the mesh topology are significantly lower than those for the star topology; e.g., for the 118 bus power system more than 75% of the measurements have attack cost 1 for the mesh topology, while none for the star topology. The significant difference in terms of the attack costs shows the importance of considering the communication network topology when estimating the system security. We also note that the measurement connectivity overestimates the actual attack costs for the mesh topology. This is because the attack costs were calculated for the case of a single shortest path for every substation.

Motivated by the large substation attack impacts and low measurement attack costs in the case of shortest path routing, in the following we investigate how the operator can improve the system security by changing single-path routes, using multi-path routing, authentication and protection.

### 6.2 The Case of Single-path Routing

Modifying single-path routes has the smallest complexity among the mitigation schemes we consider, hence we start with evaluating its potential to decrease the vulnerability of the system. For single-path routing the alternate mitigation schemes differ only in terms of routing. Consequently, $P'_{\tilde{s}} = P$, $E_{P'}(\tilde{s}) = E_P$ and $E_{N'}(\tilde{s}) = E_N$.

In the star topology, substations are directly connected to the control center. Hence, modifying single-path routes is not feasible. For the case of the mesh topology, in order to obtain $R'_{\tilde{s}}$ from $R$ for a critical substation $\tilde{s}$ we modify the only route $r_{\tilde{s}}^1$ in $R$. For a route $r_{\tilde{s}}^1$, we create the shortest alternate route $r_{\tilde{s}}^1'$ that avoids the substation $s \in r_{\tilde{s}}^1$ that appears in most substation attacks $\omega$ with cardinality $\gamma$.

Fig. 3 shows the maximum normalized substation attack impact, i.e., $\max_i I_i/M$, as a function of the number of single-path routes changed in the 118 bus system. The maximum attack impact shows a very fast decay, and decreases by almost a factor of two. At the same time the average path length to the control center increases by only 10%.

Fig. 4 shows the number of measurements that have attack cost 1, 2 and 3 (i.e., $w_1$, $w_2$ and $w_3$) as a function of the number of routes changed in the 118 bus system for the mesh topology. By changing single-path routes the algorithm could increase the attack...
6.3 The Case of Multi-path Routing

In the case of multi-path routing the alternate mitigation schemes differ only in terms of routing, as for single-path routing. Consequently, $P'(\hat{s}) = P$, $E'^{P}(\hat{s}) = E^P$ and $E'^{N}(\hat{s}) = E^N$.

Since in the star topology substations are directly connected to the control center, multi-
Multi-path routing can not decrease the vulnerability of the system. For the mesh topology, to obtain \( R'(\hat{s}) \) from \( R \) for a critical substation \( \hat{s} \), we consider the single route \( r_1^\hat{s} \) in \( R_\hat{s} \), and construct the shortest route \( r_2^\hat{s}' \) such that \( r_2^\hat{s}' \) and \( r_1^\hat{s} \) are node-disjoint. The routes in \( R'_\hat{s} \) are then \( r_1^\hat{s}' = r_1^\hat{s} \) and \( r_2^\hat{s}' \).

Multi-path routing introduces complexity in the management of the communication infrastructure. In the case of SDH at the link layer several virtual circuits have to be configured and maintained. In the case of Ethernet some form of traffic engineering is required (e.g., using MPLS). Hence the cost of establishing a multi-path route from a substation to the control center has a higher cost than changing a single-path route, considered in the previous subsection. We therefore take the set of routes \( R \) obtained in the last iteration of the algorithm in the previous subsection as the starting point for deploying multi-path routing.

Fig. 6 shows the maximum normalized substation attack impact and the number of measurements with attack costs 1 to 4 vs. the number of multi-path routes in the 118 bus system and the mesh topology. Multi-path routing could decrease the maximum attack impact by 50% through increasing the number of measurements with attack cost \( \Gamma_m = 2 \) and \( \Gamma_m = 3 \). Still, 86 measurements have attack cost 1 when the algorithm terminates. The achieved attack costs are much closer to the measurement connectivity \( \Gamma_m \) than in the case of single-path routing. However, the measurement connectivity still overestimates the attack costs. This is because we only consider two node-disjoint paths to the control center. By considering all node-disjoint paths the attack costs would approach and potentially exceed the measurement connectivity.

6.4 The Case of Authentication

In the case of (non) tamper-proof authentication the alternate mitigation schemes differ in terms of the set of (non) tamper-proof authenticated substations \( \mathcal{E}^p (\mathcal{E}^N) \). Consequently, \( \mathcal{P}'(\hat{s}) = \mathcal{P} \) and \( \mathcal{R}'(\hat{s}) = \mathcal{R} \).
To obtain $\mathcal{E}_N^\prime(\hat{s})$ from $\mathcal{E}_N$ for a critical substation $\hat{s}$ we add substation $\hat{s}$ to the set of substations using non tamper-proof authentication, i.e., $\mathcal{E}_N^\prime(\hat{s}) = \mathcal{E}_N \cup \hat{s}$. We follow a similar procedure to augment the set $\mathcal{E}_P$ of substations with tamper-proof authentication.

Apart from the deployment costs (e.g., new equipment), authentication requires that secret keys be protected and managed, which results in costs for the operator. The cost of introducing authentication is certainly higher than that of reconfiguring single-path routing, but it is difficult to compare its cost to that of introducing multi-path routing. We therefore take the set of routes $\mathcal{R}$ obtained in the last iteration of the algorithm for single-path routing as the starting point for deploying authentication.

Fig. 7 shows the number of measurements with attack cost 1 to 9 as a function of the number of tamper-proof authenticated RTUs in the 118 bus system for the star topology. Note that there are no measurements with attack cost 1. With 31 substations using tamper-proof authentication stealth attacks are impossible to perform. The 31 substations form a dominating set of the power system graph, in accordance with Proposition 5. Note that this number is less than one third of the number of substations in the system, which is $S = 109$.

Fig. 8 shows the maximum normalized substation attack impact and the number of measurements with attack cost 1 to 5 as a function of the number of non tamper-proof authenticated RTUs in the 118 bus system for the mesh topology. Authentication eliminates measurements with attack cost $\Gamma_m = 1$ after 25 substations are authenticated. Furthermore, upon termination more measurements have attacks cost $\Gamma_m \geq 3$, than using multi-path routing.

Fig. 9 shows the maximum normalized substation attack impact and the number of measurements with attack cost 1 to 3 as a function of the number of tamper-proof authenticated RTUs in the 118 bus system for the mesh topology. Authentication eliminates measurements with attack cost $\Gamma_m = 1$ ($\Gamma_m = 2, \Gamma_m = 3$) after 19 (31,32) substations are authenticated. With 32 using tamper-proof authentication stealth attacks are impossible to perform. These 32 substations also form a dominating set of the power system graph, in accordance with Proposition 5. We note that authenticating the 31 substations found to make
stealth attacks impossible for the star topology would also make stealth attacks impossible for the mesh topology.

7 Conclusion

We considered the problem of mitigating data integrity attacks against the power system state estimator. By combining a power flow model with a model of the SCADA communication infrastructure, we developed a framework and proposed security metrics to quantify the importance of substations and the cost of stealthy attacks against measurements. We provided efficient algorithms to calculate the security metrics. We proposed easy to calculate approximations of the security metrics based on the communication network topology only. We proposed an algorithm to improve the system security by using various mitigation measures, such as modified routing and data authentication. We illustrated the potential of the solutions through numerical examples on large IEEE benchmark power systems. Our results show the importance of considering the physical system and the network topology jointly when analyzing the security of the state estimator against attacks. It is subject of our future work to analyze the robustness of our metrics to changes in the power system topology and to random failures.
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Abstract

State estimation plays an essential role in the monitoring and control of power transmission systems. In modern, highly inter-connected power systems the state estimation should be performed in a distributed fashion and requires information exchange between the control centers of directly connected systems. Motivated by recent reports on trojans targeting industrial control systems, in this paper we investigate how a single compromised control center can affect the outcome of distributed state estimation. We describe five attack strategies, and evaluate their impact on the IEEE 118 benchmark power system. We show that that even if the state estimation converges despite the attack, the estimate can have up to 30% of error, and bad data detection cannot locate the attack. We also show that if powerful enough, the attack can impede the convergence of the state estimation, and thus it can blind the system operators. Our results show that it is important to provide confidentiality for the measurement data in order to prevent the most powerful attacks. Finally, we discuss a possible way to detect and to mitigate these attacks.

1 Introduction

Power system operators rely on Supervisory Control and Data Acquisition (SCADA) systems integrated with Energy Management Systems (EMS) to efficiently and safely operate the power grid. The SCADA system collects measurement data from the substations that belong to the operator into a control center. The measurement data are processed at the control center by the EMS. A core component of the EMS is the state estimator (SE), which allows the operator to get an accurate estimate of the state of the power system despite noisy or faulty measurement data by using a steady-state model of the power flows in the physical system [1, 2]. The state estimate is used by various EMS applications, such as contingency analysis and security constrained economic dispatch, and thus an accurate state estimate is crucial both for the safety and for the efficiency of the power system’s operation.
In order to improve operational efficiency, modern power systems have become increasingly inter-connected and are managed by several independent operators. Each operator has its own SCADA/EMS system and control center, which it uses to manage a region of the entire system. Examples of inter-connected systems are the Western Interconnect (WECC) in the U.S., the ENTSO-E in Europe, and some major European national transmission systems managed by various operators. In the future smart grid, inter-connected systems are expected to become even more prevalent, and it is expected that their control and supervision becomes fully distributed, without any central coordinator. The safety of an inter-connected power system depends on the safety of its constituent regions, as demonstrated by recent cascading failures, e.g., the 2003 North-East blackout in the U.S. It is therefore important that the regional operators exchange timely and accurate information about each other’s networks state. Due to the sensitivity of the data, the information exchange is in practice very limited. Nevertheless, the exchanged information is used in the regional control centers as an input to the SE. The resulting fully distributed SE [3, 4, 5] are effectively extensions of the basic SE algorithm and aim to achieve a consistent state estimate for the entire power system.

Motivated by recent reports on trojans targeting industrial control systems, such as Stuxnet and Duqu [6], in this work we address the security of distributed state estimation in the presence of a misbehaving control center. We consider an attacker that compromises a single control center so that it can manipulate the data that the control center exchanges with its neighbors. We define various attack strategies that differ in the attacker’s knowledge about the system. We show via simulations on an IEEE benchmark power system that attacks can disturb the distributed state estimation in two ways. First, the distributed state estimation could yield a highly erroneous state estimate (up to 30% relative estimation error), and second, the distributed state estimation could fail to provide any state estimate. Moreover, our results show that it is important to protect the confidentiality of measurement data, since the attacker needs those data to perform the strongest kinds of attacks. Finally, we show a possible way to detect convergence problems as a consequence of an attack by relying on a contraction mapping interpretation of distributed state estimation. This detection is a complement to traditional bad data detection (BDD) algorithms, which require the SE to converge.

Several recent works focused on the security of standalone SEs for the case of so called stealth attacks [7, 8, 9, 10, 11, 12, 13, 14]. Stealth attacks are false data injection attacks against SCADA measurement data that bypass the model-based bad data detector used in the SE. The possibility of such attacks was pointed out in [7], and different mitigation schemes were proposed in [9] based on protecting individual data, by changing the bad data detection algorithm [10], and by protecting components of the SCADA network infrastructure [11, 12]. The problem of maintaining operator privacy for distributed state estimation was addressed recently in an information theoretic framework in [15]. To the best of our knowledge we are the first to consider the vulnerability of distributed state estimators to data integrity attacks.

The rest of the paper is organized as follows. In Section 2 we describe the system model
and give an outline of distributed state estimation algorithms. In Section 3 we describe the attacker model and define various strategies. Section 4 provides an impact analysis of the attack strategies. In Section 5 we consider a possible detection and mitigation strategy, and Section 6 concludes the paper.

2 System Model

We consider an inter-connected power system that spans several administrative areas, called regions. We denote the set of buses by $\mathcal{B}$, $|\mathcal{B}| = B$, and the set of regions by $\mathcal{R}$. Each bus belongs to a region, and we denote the set of buses that belong to region $r \in \mathcal{R}$ by $\mathcal{B}_{r}$.

We say that a transmission line $t_{b,b'}$ that connects $b \in \mathcal{B}$ and $b' \in \mathcal{B}$ is a tie line between two regions if $r \neq r'$. We say that $b \in \mathcal{B}_{r}$ is a border bus to region $r'$ if there is a tie line $t_{b,b'}$ for some $b' \in \mathcal{B}_{r'}$. We denote the set of all tie lines connecting region $r$ to region $r'$ by $\mathcal{T}_{r,r'} = \{ t_{b,b'} \mid b \in \mathcal{B}_{r}, b' \in \mathcal{B}_{r'} \}$. The set of all border buses of region $r$ to region $r'$ is denoted by $\mathcal{B}_{r,r'} = \{ b \mid \exists t_{b,b'} \in \mathcal{T}_{r,r'} \} (B_{r,r'} = |\mathcal{B}_{r,r'}|)$. Similarly, the set of border buses from all regions to region $r'$ is denoted by $\mathcal{B}_{r',r} = \cup_{r} \mathcal{B}_{r,r'}$ ($B_{r',r} = |\mathcal{B}_{r,r'}|$). Finally, we say that two regions are neighbors if they share at least one tie line. We denote the set of neighbors of region $r$ by $\mathcal{N}(r) (N(r) = |\mathcal{N}(r)|)$.

2.1 State Estimation

We consider models of the active and reactive power injections at every bus, and models of the active and reactive power flows between buses (over transmission lines) [1, 2]. The power flow and injection measurement values are denoted by the vector $z \in \mathbb{R}^M$, where $M$ is the number of measurements. The value of a measurement $m$ equals to $z_{m} = P_{m} + e_{m}$, where $P_{m}$ is the actual power flow or injection (active or reactive) and $e_{m}$ is independent random measurement noise. The noise is usually assumed to have a Gaussian distribution of zero mean, $e = (e_1, e_2, ..., e_M)^T \in \mathcal{N}(0;R)$ where $W = Eee^T$ is the diagonal measurement covariance matrix.

The state-estimation problem consists of estimating $B$ voltage phasor vectors, $\theta_{b}^{1} = \theta_{b} + \theta_{0}^{b}$, $\forall b \in \mathcal{B}$, given the power flow and injection measurement vector $z$. One (arbitrary) voltage phasor can be selected as the reference phasor, for example $\theta_{0} = 1e^{0}$, and then only $n = B - 1$ phasors have to be estimated. We denote by $x$, the state vector, which consists of the voltage phasor angles and magnitudes, i.e., $x = [\theta_{1}, V_{1}, \theta_{2}, V_{2}, ..., \theta_{n}, V_{n}]^T$, where $\theta_{i}$ and $V_{i}$ are phase angle and voltage magnitude on bus $b_{i}$, respectively. We refer to a component of the vector $x$ as a state variable.

The most widely used approach to solve the estimation problem is to minimize the squares of the weighted deviations of the estimated variables from the actual measurements [2], which can be formulated as

$$\min_{x} J(x) = \min_{x} [z - f(x)]^T [W^{-1}] [z - f(x)],$$

where $f(x)$ is the vector of functions describing the measurements as a function of the state vector $x$. Since $f$ is non-linear, the estimation is typically done using an iterative solution
scheme known as the Gauss-Newton algorithm [2]. The recurrence relation of this iterative solution scheme is
\[ x^{(k+1)} = x^{(k)} + \Delta x^{(k)}, \]
and the increment \( \Delta x^{(k)} \) can be calculated as
\[ \Delta x^{(k)} = [H^{(k)T}W^{-1}H^{(k)}]^{-1}H^{(k)T}W^{-1}\Delta z^{(k)}, \]
where \( H^{(k)} \) is the Jacobian of vector \( f(x^{(k)}) \), \( \Delta z^{(k)} \) is the measurement residual vector defined as \( \Delta z^{(k)} = z - f(x^{(k)}) \), and \( x^{(k)} \) is the value of vector \( x \) at the \( k \)-th iteration. The algorithm is said to converge when for some \( k^* \) the maximum update of the state variables is smaller than the convergence threshold \( \varepsilon > 0 \), i.e., \( ||\Delta x^{(k^*)}||_\infty < \varepsilon \), where \( ||\cdot||_\infty \) denotes the maximum norm of a vector. We refer to the number of iterations \( k^* \) required for convergence as the convergence time.

Once the state estimator converges, a Bad Data Detection (BDD) algorithm is used to detect and identify faulty measurement data. The BDD algorithm analyses the measurement residual vector \( (\Delta z^{(k)}) \). The most widely used BDD algorithm is the Largest Normalized Residual Test (LNRT). The LNRT suspects the measurement with highest normalized residual, i.e., the largest value of the measurement residual vector divided by its Euclidean norm \( (\Delta z^{(k)})/||\Delta z^{(k)}||_2 \), as bad data, if the ratio is above a certain threshold. For a more complete treatment of BDD we refer to [1, 2].

### 2.2 Distributed State Estimation (DSE)

In an inter-connected power system each regional control center performs the state estimation based the topology and the parameters of the region, and based on the measurements taken in the region. Therefore, the state estimation problem in region \( r \) becomes a problem of estimating the voltage phasor vectors for the buses \( b \in \mathcal{B}_r \), i.e., the state vector \( x_r \). However, the power flow measurements on the tie lines \( \mathcal{T}_{r,r'} (r' \in \mathcal{N}(r)) \), which we refer to as the boundary measurements, are a function of the state variables of the neighboring regions \( r' \) as well. Hence, the control center of region \( r \) needs to exchange a few state variables with the control centers of its neighboring regions. These state variables correspond to the buses at the two ends of the tie lines; the control center of region \( r \) sends the state variables for the buses in \( \mathcal{B}_{r,r} \) to the control center of region \( r' \). In most of the recently proposed DSE algorithms, e.g., [3, 4, 5], state variables are exchanged at the beginning of every iteration. For the purpose of our study, we consider the algorithm described in [3].

We denote the vector of state variables communicated by region \( r \) to region \( r' \) (\( r' \) to \( r \) at iteration \( k \) by \( x_{r,r'}^{(k)} \), and define it as
\[ x_{r,r'}^{(k)} = [0_{r_1}^{(k)} V_{r_1}^{(k)} \theta_{r_2}^{(k)} V_{r_2}^{(k)} \ldots]^{T}, \quad \forall b_i \in \mathcal{B}_{r,r'}. \]

We denote the vector of state variables that region \( r \) receives from its neighbors at iteration \( k \) by
\[ x_{r',r}^{(k)} = [x_{r'_1,r}^{(k)T} x_{r'_2,r}^{(k)T} \ldots]^{T}, \quad \forall b'_i \in \mathcal{N}(r). \]
The state estimator of region $r$ uses $x_{b,r}^{(k)}$ to iteratively estimate $x_r$ similar to (2) and (3), but the Jacobian and the measurement residual vector are calculated as

$$
H^{(k)} = \left[ \frac{\partial f(y_r^{(k)})}{\partial x_r^{(k)}} \right],
$$

$$
\Delta z^{(k)} = z - f(y_r^{(k)}),
$$

where $y_r^{(k)} = [x_r^{(k)} y_r^{(k)}]^T$ is the state vector extended with the boundary state variables received at the beginning of the current iteration, i.e., iteration $k$. The DSE is said to converge when all regional state estimators converge. If we denote by $k_r^*$ the convergence time of region $r$, then the total convergence time is $c = \max_r(k_r^*)$.

### 3 Attack Scenario

DSE requires that neighboring control centers periodically exchange data with each other. The most widely used protocol for this purpose is the standardized Inter-Control Center Communications Protocol (ICCP or IEC 60870-6/TASE.2). ICCP defines data structures and encodings, and allows control centers to establish so called associations on a pairwise basis. An association allows bidirectional data exchange between two control centers. Using ICCP it is possible to implement access control, but ICCP provides no means for key-based authentication of the data sent.

The standard way of providing authentication for ICCP associations is to rely on the authentication provided by standard transport layer protocols, such as TLS and SSL [16], as mandated by IEC 62351. As an effect, ICCP messages might be passed in clear text to the TCP/IP protocol stack or to standard libraries providing authentication. An attacker that compromises the operating system and the TCP/IP protocol stack in a control center, e.g., by installing a trojan, can thus easily manipulate all incoming and outgoing ICCP messages at the compromised control center. The vulnerability of control systems to such an attack is aggravated by the fact that ICCP associations are often established between hosts in demilitarized zones.

#### 3.1 Attack Model

We consider an attacker whose goal is to introduce disturbances in DSE. In order to achieve its goal, the attacker corrupts the control center of a single region $r^d \in R$ so that it has access to the state variables exchanged between region $r^d$ and its neighbors $\mathcal{N}(r^d)$ at the beginning of every DSE iteration. At iteration $k$, the state variables are elements of the vectors $x_{r^d, r}^{(k)}, \forall r \in \mathcal{N}(r^d)$, and the vectors $x_{r, r^d}^{(k)}, \forall r \in \mathcal{N}(r^d)$. In principle, the attacker can tamper with the entire vectors, but the relative differences in voltage magnitudes between neighboring buses are rather small and their manipulation may be easy to detect. Therefore, we focus on an attacker that tampers with the exchanged state variables that correspond to the phase angles. We describe the attack against the state variables sent from regions
$r \in \mathcal{N}(r^a)$ to region $r^a$ (from $r^a$ to $r$) at the beginning of iteration $k$ by the attack vector $a_{t,r}^{(k)} (a_{r,t}^{(k)})$. We define the attack vector $a_{t,r}^{(k)}$ as the vector of phase angles

$$a_{t,r}^{(k)} = [\hat{\theta}_{t_1}^{(k)} \hat{\theta}_{t_2}^{(k)} ...]^T \forall t_j \in B_{r,r^a},$$

(6)

where element $\hat{\theta}_{t_j}^{(k)}$ corresponds to the value that the attacker adds to the phase angle $\theta_{t_j}^{(k)}$ that it wants to modify. The attack vector $a_{r,t}^{(k)}$ can be defined in a similar way.

In the rest of this Section, we describe the attack against the state variables sent to region $r^a$ from its neighbors $r \in \mathcal{N}(r^a)$. The attack against the state variables sent from region $r^a$ to its neighbors can be described in a similar way, but we omit it for brevity.

Since the attack is additive and it concerns the phase angles of the exchanged vector of state variables $x_{r,r^a}$, it results in a corrupted vector of state variables

$$\tilde{x}_{r,r^a}^{(k)} = x_{r,r^a}^{(k)} + Q_{r,r^a} \cdot a_{r,r^a}^{(k)},$$

(7)

where $Q_{r,r^a} = [q_{t_j}]_{2 \times 2 B_{r,r^a} \times B_{r,r^a}}$ is a matrix used to insert the components that correspond to voltage magnitudes with values equal to 0. The elements of matrix $Q_{r,r^a}$ are defined as: $q_{t_j} = 1$ if $[j = i/2]$ and $i \mod 2 = 1$, and $q_{t_j} = 0$ otherwise. The resulting vector $\tilde{x}_{r,r^a}^{(k)}$ is used as an input to the iteration $k$ of DSE in region $r^a$, instead of the originally exchanged vector $x_{r,r^a}^{(k)}$.

For convenience, we introduce the attack vector $a_{b,r^a}^{(k)}$ for the state variables sent to region $r^a$ from all its neighboring regions

$$a_{b,r^a}^{(k)} = [a_{t_1,r^a}^{(k)} a_{t_2,r^a}^{(k)} ...]^T \forall t_j \in \mathcal{N}(r^a),$$

(8)

and the corresponding corrupted vector of state variables

$$\tilde{x}_{b,r^a}^{(k)} = x_{b,r^a}^{(k)} + Q_{r^a} \cdot a_{b,r^a}^{(k)},$$

(9)

where $Q_{r^a} = [q_{t_j}]_{2 \times 2 B_{r,r^a} \times B_{r,r^a}}$ is a matrix with the same structure as $Q_{r,r^a}$. Fig. 1 illustrates an attack on a power system with three regions. Observe that $\tilde{x}_{b,r^a}^{(k)}$ is the input to iteration $k$ of DSE, and thus, the attack $a_{b,r^a}^{(k)}$ leads to a corrupted state vector update $\Delta x_{r^a}^{(k)}$.

We define the size of the attack as the Euclidean norm of the attack vector, i.e., $||a_{b,r^a}^{(k)}||_2$. We consider that the goal of the attacker is to find an attack vector with a small size but with a big impact on the convergence time $c$ of the distributed state estimator, or formally

$$\max_{a_{b,r^a}^{(k)}, k=1,...} c \hspace{0.5cm} \text{s.t.} \hspace{0.5cm} ||a_{b,r^a}^{(k)}||_2 \leq \beta \hspace{0.5cm} \forall k,$$

(10)

where $\beta > 0$ is the desired bound on the attack size. By definition, $c = \infty$ if the DSE does not converge.
3.2 Attack Strategies

Since the distributed state estimation problem is non-linear, solving (10) is non-trivial. In the following we describe five strategies to construct the attack vector \( a_{b,r}^{(k)} \).

3.2.1 Maximal Update Vector Attack (MUV)

The MUV attack is an approximation of (10) done by maximizing the Euclidean norm of the corrupted state vector update in every iteration,

\[
\max_{a_{b,r}^{(k)}} ||\Delta \hat{x}_r^{(k)}||_2 \quad \text{s.t.} \quad ||a_{b,r}^{(k)}||_2 = \beta.
\]  

(11)

Recall that \( \Delta \hat{x}_r^{(k)} \) depends on \( a_{b,r}^{(k)} \) through (3) and (5). The objective function and the constraints in (11) are quadratic functions, and therefore the vector \( a_{b,r}^{(k)} \) can be obtained by solving a quadratically constrained quadratic program [17]. Observe that the attacker cannot solve (11) without knowing the entire state vector \( x_r^{(k)} \) and the measurement vector \( z \), but the vectors \( x_r^{(k)} \) and \( z \) are not exchanged between the regions. We therefore use the MUV attack as a baseline for comparison.
3.2.2 First Singular Vector Attack (FSV)

The FSV attack also aims to solve (11) but in the cases when the vectors \(x_r^{(k)}\) and \(z\) may be unknown to the attacker. We denote by \(x_r^{a(k)}\) the attacker’s knowledge of the vector \(x_r^{(k)}\) at iteration \(k\). Correspondingly, we denote by \(y_r^{a(k)}\) and \(y_r^{(k)}\) the attacker’s knowledge of the vectors \(x_r^{(k)}\) and \(y_r^{(k)}\), respectively. In order to approximate (11), we linearize the function \(f(y_r^{(k)})\) at \(y_r^{a(k)}\) so that for the measurement residual vector \(\Delta z^{(k)}\) we obtain

\[
\Delta z^{(k)} \approx z - \left( f\left( \begin{bmatrix} x_r^{a(k)} \\ y_r^{a(k)} \end{bmatrix} \right) + \left[ H^{a(k)} H_b^{a(k)} \right] \begin{bmatrix} 0 \\ Q_r^{a(k)} \cdot a_b^{(k)} \end{bmatrix} \right),
\]

\[
\approx \Delta z^{(k)} - \left[ H^{a(k)} H_b^{a(k)} \right] \begin{bmatrix} 0 \\ Q_r^{a(k)} \cdot a_b^{(k)} \end{bmatrix} \approx \Delta z^{(k)} - H_b^{a(k)} \cdot Q_r^{a(k)} \cdot a_b^{(k)},
\]

(12)

where \(H^{a(k)}\) and \(H_b^{a(k)}\) are the Jacobian matrices of \(f(y_r^{(k)})\) evaluated at \(x_r^{a(k)}\) and \(x_r^{a(k)}\), respectively. After substituting (12) into (3), the corrupted vector \(\Delta y_r^{(k)}\) can be approximated as

\[
\Delta y_r^{(k)} = \Delta x_r^{(k)} - \left[ H^{a(k)} T W^{-1} H^{a(k)} \right]^{-1} H^{a(k)} T W^{-1} H_b^{a(k)} \cdot Q_r^{a(k)} \cdot a_b^{(k)}.
\]

(13)

Observe that the subtrahend in (13) is a vector with the same number of elements as the vector \(\Delta x_r^{(k)}\), and we refer to it as the subtrahend vector. The Euclidean norm of the subtrahend vector is maximized if the attack vector \(a_b^{(k)}\) is aligned with the first right singular vector of the matrix \([H^{a(k)} T W^{-1} H^{a(k)}]^{-1} H^{a(k)} T W^{-1} H_b^{a(k)} \cdot Q_r^{a(k)}\), that is, with the singular vector with highest singular value. The complexity of singular vector decomposition is \(O(mn^2)\) [18], low enough for the computation to be done on-line.

Observe in (13) that size of the corrupted vector \(\Delta y_r^{(k)}\) depends on the direction of the subtrahend vector, and consequently, on the direction of the first singular vector. Whether the attacker will choose the correct direction of the first singular vector depends on its knowledge of the state vector \(x_r^{(k)}\), and on the measurement vector \(z\). We consider two variants of the FSV attack.

**FSV with State Information (FSV+ST):** The FSV+ST attack assumes that the attacker knows the state vector \(x_r^{(k)}\), but it does not know the measurement vector \(z\) and the correct direction. Consequently, \(x_r^{a(k)} = x_r^{(k)}\) and \(y_r^{a(k)} = y_r^{(k)}\) in (12) and (13). Since the attacker does not know the vector \(z\), and thereby the update vector \(\Delta y_r^{(k)}\) without attack, finding the correct direction is not trivial. In order to estimate the direction, we assume that the estimates of the active and reactive power flows on a tie line are closer to their actual values when using the most recent exchanged state variables. The attacker may tamper with the exchanged state variables such that the introduced estimation errors take the estimates closer to the estimates from the previous round. The direction which satisfies this for more tie line power flows is chosen by the attacker.

**FSV with Measurement Information (FSV+MEAS):** The FSV+MEAS attack assumes that
the attacker does not know the state vector $x_r^{(k)}$, but it knows the measurement vector $z$. Consequently, $x_r^{(k)} = x_r^{(1)}$ and $y_r^{(k)} = y_r^{(1)}$ in (12) and (13). The update vector $\Delta x_r^{(k)}$, and thereby the correct direction, is not known by the attacker. In order to estimate the direction, we use a similar approach as for the FSV+ST attack, but the attacker uses the actual measurements, rather than two estimates, when choosing the direction.

3.2.3 Uniform Rotation Attack (UR)

The third strategy we consider is rather naive. The attack vector rotates all voltage phasors by a constant $\phi$, thus

$$d_{b,r}^{(k)} = \phi \cdot 1,$$

where 1 is the column vector of all ones of dimension $B_{b,r}$. The size of the attack is

$$||d_{b,r}^{(k)}||_2 = \phi \cdot \sqrt{B_{b,r}}.$$

3.2.4 Sign Inversion Attack (SI)

The fourth strategy we consider is adaptive, similar to the FSV attack. The attack only requires knowledge of the exchanged state variables, and at every round it inverts the sign of exchanged phase angles,

$$d_{b,r}^{(k)} = [-2\theta_1^{(k)} - 2\theta_2^{(k)} ... ] \forall b_i \in B_{b,r}.$$

The size of the attack depends on the system state.

3.2.5 Sign of Difference Inversion Attack (SDI)

The last strategy is based on the insight that the steady state active power flow on a tie line is an odd function of the phase angle difference between the border buses [2],

$$d_{b,r}^{(k)} = [-2(\theta_1^{(k)} - \theta_1'^{(k)}) ... ] \forall b_i \in B_{b,r} \text{ and } t_{b_i,b'_i} \in T_{b,r}.$$

The attack effectively inverts the sign of the phase angle differences for every tie line, which corresponds to reverting the power flow on every tie line of region $r$. Again, the size of the attack depends on the system state.

4 Attack Impact

In the following we evaluate the impact of the attack strategies on the IEEE 118 bus power system. The power system is divided into six regions as shown in Fig. 2. We consider that the attacker corrupts the control center of region $r_1$, and performs the attacks against the state variables sent from and to region $r_1$. Measurements are taken at every power injection and power flow (both active and reactive), and the convergence threshold is $\varepsilon = 10^{-3}$. 
Fig. 2: IEEE 118 bus system divided into six regions. Neighboring regions are connected by a line, \( ||T_{rr'}|| \) is the number of tie-lines. The buses \( B_r \) are shown for each region.

Fig. 3 shows the total convergence time \( c \) as a function of the attack size for the DSE under the MUV, the FSV (both variants), and the UR attacks. The total convergence time increases monotonically with the attack size for all considered attacks. The MUV attack is the most powerful among the considered attacks: the increase of the convergence time is significantly higher for the same attack size, and the DSE stops converging for a much lower attack size. The results show that the FSV+MEAS attack is significantly more powerful than the FSV+ST attack. Therefore, it is important to prevent the attacker from obtaining the measurement data, e.g., by not exchanging the data between neighboring regions and by encrypting the data when transmitting them from the substations to the control center.

Although for small attacks the DSE converges, the estimated state and thus the estimated power flows could be erroneous. Fig. 4 and Fig. 5 show the 50th percentile and the maximum of the relative estimation error for the highest 50% and for the highest 10% of the power flows, respectively as a function of total convergence time (and thus the attack size). The relative estimation error increases monotonically with the total convergence time, and thereby the attack size, and can exceed 25% for some large power flows, which is a significant estimation error that can affect the outcome of EMS applications like contingency analysis.

In principle, the BDD algorithm should identify the measurements whose estimates significantly differ from the measured values (e.g., due to the attack) as bad data, and should thus detect the attack. In the following we use the centralized Largest Normalized Residual Test algorithm [3] for BDD to evaluate the efficiency of bad data detection under the considered attacks. We use a centralized BDD, because a centralized BDD is typically
more efficient in identifying bad data than the fully distributed algorithms, e.g., [19]. We thus consider the strongest BDD possible. We focus on attacks that allow the DSE to converge, as the BDD cannot be performed if the DSE does not converge.

Since the attack concerns the power flow estimates at the tie lines connecting the attacked region with its neighbors, one would expect that the border measurements around the attacked region get identified by the BDD algorithm as bad data. If this was the case then by discarding those measurements, the BDD would isolate the rest of the system from the attacked region. However, this is not the case. Fig. 6 shows the percentage of the border measurements around the attacked region that are identified by the BDD algorithm as the top candidates for bad data as a function of the attack size for the MUV, the FSV (both variants), and the UR attacks. The percentage does not increase monotonically, and it is fairly constant even for strong attacks that cause significant estimation errors. Moreover, the percentage is relatively low for all attacks. This implies that the BDD algorithm may be misled: it can discard measurements in/between non-attacked regions, and does not locate the source of the attack.
Fig. 7 shows the maximum state vector update $||\Delta x||_{\infty}$ for the FSV+ST, the UR, the SI, and the SDI attacks in each iteration $k$. In order to make the results comparable, we scaled the FSV+ST and the UR attacks such that their attack size equals to the attack size of the SI attack in every iteration. Under the SI attack the DSE almost converges, but all attack strategies prevent the DSE to converge eventually. One may assume that the DSE does not converge mainly due to the state vector updates in the corrupted region ($r_1$) and its neighbors, but Fig. 8 shows that this is not the case. Fig. 8 shows the maximum state vector update $||\Delta x_{r_6}||_{\infty}$ in the non-neighboring region $r_6$. While $||\Delta x_{r_6}||_{\infty}$ decreases initially for all attacks, it eventually starts increasing and diverges from the convergence threshold due to the resulting disturbances in $r_1$, $r_2$, and $r_3$ that propagate to the rest of the system through the state variables that are communicated. It is interesting that in the case of the SI attack the state estimator in region $r_6$ first converges, but not the DSE since at least one of the other regions has not converged yet, and as an effect $||\Delta x_{r_6}||_{\infty}$ starts increasing.

5 Detection and Mitigation

In the following we discuss a possible way for detecting an attack against the DSE. For the detection, let us first consider the evolution of the state vector without the data integrity attack. Observe that the evolution of the state vector in the DSE can be written as a recurrence relation $x(k+1) = g(x(k))$ for some non-linear mapping $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$. Furthermore, when the DSE converges after $k^*$ iterations, it holds that $x(k^*) = g(x(k^*-1)) \approx x(k^*-1)$. In order for the DSE to converge, the mapping $g$ has to satisfy certain conditions. One example is the sufficient condition formulated in [3, Proposition 5.2., Theorem 7.5.], which provides some insight into the behavior of the recurrence relation defined by $g$. The following proposition summarizes the condition.

**Proposition 1.** If the iterative non-linear mapping function $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is non-expansive
in the Euclidean norm, then the set \( X^* \) of its fixed points is non-empty. If it satisfies

\[
||g(x) - x^*||_\infty \leq ||x - x^*||_\infty, \forall x \in \mathbb{R}^n, \forall x^* \in X^*,
\]

then the solution sequence \( x^{(k)} \) converges to a fixed point \( x^* \).

The above result does not imply that the subsequent state vector updates \( \Delta x^{(k)} \) would form a non-decreasing sequence in the max norm, i.e., \( ||g(x^{(k+1)}) - g(x^{(k)})||_\infty \leq ||g(x^{(k)}) - g(x^{(k-1)})||_\infty \). Furthermore, the set of fixed points \( X^* \) is not known. Nevertheless, for large values of \( k \) we can use the approximation that the estimate \( x^{(k)} \) is close to a fixed point of \( g \), and thus for large \( k \) and \( k' < k \) we have

\[
||x^{(k'+1)} - x^{(k)}||_\infty \leq ||x^{(k')} - x^{(k)}||_\infty
\]

assuming that the state estimator converges. In other words, when the state estimator is close to convergence to a fixed point, the distance of the points on the trajectory of convergence from the current estimate is a non-decreasing function of the iteration \( k' \). In the case of DSE the regional control centers only have access to their own state vector \( x_k^{(k)} \) and to the last received state variables \( x_{j,r',r}^{(k)} \) from their neighbors, i.e., to the vector \( y_r^{(k)} \), and thus (18) has to be verified on these data. In the following we investigate how well (18) indicates convergence problems based on this data.

Fig. 9 shows for every iteration \( k \) the number of previous iterations \( j \) for which (18) does not hold for the vector \( y_{j,r',r}^{(k)} = [x_{j,r',r}^{(k)} x_{j,r'}^{(k)}]^T \) for region \( r' = 2 \) for three of its neighbors. The results are for the case without any attack. The results confirm that the number of outliers is small when the DSE converges, and also shows that the few outliers occur during the early iterations of the DSE. Fig. 10 shows results for a small FSV+MEAS attack that allows the DSE to converge, though with an estimation error (c.f. Figs 4 and 5). Initially, the number of outliers increases with the number of iterations, but it decreases as the DSE gets closer to convergence. Surprisingly, most outliers are detected based on \( y_{2,6}^{(k)} \), although region 6 is not
Figure 11: Evolution of the number of outlier state estimates based on $y_{r'}^{(k)}$ in region $r' = 2$ vs. the number of rounds. FSV+MEAS attack at region $r^a = 1$ that does not admit convergence.

a neighbor of the attacked region ($r^a = 1$). Finally, Fig. 11 shows results for a FSV+MEAS attack that does not allow the DSE to converge. The number of outliers increases linearly with the number of iterations, and indicates the convergence problem immediately.

Fig. 10 and Fig. 11 show that outliers can be used to detect convergence problems due to, e.g., an attack. However, Fig. 11 also shows that localizing the point of the attack is not possible. One possible mitigation scheme could then be to disable the DSE, and let every region perform a local state estimation. Although power injections at border buses and the power flows on the tie lines cannot be estimated in this case, the resulting estimate is not affected by the attack.

6 Conclusion

We considered the vulnerability of distributed state estimation to targeted attacks against the exchanged data between operators. We described five attack strategies, and showed via simulations on an IEEE benchmark power system the effects of the attacks. The presented results led us to the following interesting conclusions. First, already a single compromised control center can cause convergence problems to the distributed state estimator. For small attacks the estimator converges but with significant errors, and the BDD algorithm cannot detect the attack location. For large attacks the estimator fails to converge and to provide a consistent state estimate. Second, it is important to protect the confidentiality of measurement data, since the attacker can perform strong attacks only if it knows the measurement data. Finally, the attacks could be detected by observing the number of outlier state estimates. Based on this detection scheme, we outlined a simple mitigation scheme. It is subject of our future work to extend the detection scheme such that it can localize the point of the attack, which could lead to an improved mitigation scheme.
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Abstract

State estimation plays an essential role in the monitoring and supervision of power systems. In today’s power systems state estimation is typically done in a centralized or in a hierarchical way, but as power systems will be increasingly interconnected in the future smart grid, distributed state estimation will become an important alternative to centralized and hierarchical solutions. As the future smart grid may rely on distributed state estimation, it is essential to understand the potential vulnerabilities that distributed state estimation may have. In this paper, we show that an attacker that compromises the communication infrastructure of a single control center in an interconnected power system can successfully perform a denial of service attack against state-of-the-art distributed state estimation, and consequently it can blind the system operators of every region. As a solution to mitigate such a denial of service attack, we propose a fully distributed algorithm for attack detection. Furthermore, we propose a fully distributed algorithm that identifies the most likely attack location based on the individual regions’ beliefs about the attack location, isolates the identified region, and then reruns the distributed state estimation. We validate the proposed algorithms on the IEEE 118 bus benchmark power system.

1 Introduction

Power system state estimation (SE) is an essential functionality of modern Energy Management Systems (EMS), which allows the power system operators to get an accurate estimate of the system’s state despite noisy or faulty measurement data collected by the Supervisory Control and Data Acquisition (SCADA) system at substations [1, 2]. The output of the SE, the estimated state and the resulting power flows, is the basis for various important EMS applications, such as contingency analysis used to assess how an outage would affect sys-
tem stability, and optimal power flow used to compute the optimal generation profile based on some predefined criteria. Hence, an accurate state estimate is crucial both for system safety and for operating efficiency.

The importance of SE has made its security a major concern, and therefore the vulnerability of standalone SEs to so called stealth attacks has been widely studied [3, 4, 5, 6, 7, 8, 9, 10]. Stealth attacks are false data injection attacks against the measurement data collected by the SCADA system that successfully bypass the model-based bad data detection (BDD) used in the SE [3]. To secure standalone SE, a variety of mitigation schemes were proposed recently against stealth attacks [3, 5, 6, 7, 8].

Power systems are increasingly interconnected and the trend of interconnection is expected to continue in the future smart grid. Interconnected power systems are managed by independent operators; each operator uses SE to estimate the state of the region of the interconnected system that it controls. Examples of interconnected power systems are the Western Interconnect (WECC) in the U.S., and the ENTSO-E in Europe. The safety of an interconnected power system depends on the safety of its constituent regions, as demonstrated by recent cascading failures (e.g., the U.S. North-East blackout in 2003). It is therefore very important that the operators exchange accurate information about their most recent system state in a timely manner. However, the information exchange is very limited in practice due to the sensitivity of the data, and it typically includes only the data needed for a consistent and correct estimate of power flows on the lines connecting two regions. While today the SE in interconnected power systems is mostly done hierarchically, there is an increasing interest for fully distributed SE (DSE) for future smart grids [11, 12, 13, 14, 15], as it eliminates the need for a central authority. DSE is effectively an extension of the basic SE [1, 2], and it can obtain a consistent state estimate for the entire interconnected power system.

Despite its importance, the security of DSE has not received significant attention. In an interconnected power system every region could in principle use an appropriate mitigation scheme to secure its own local SE. Nevertheless, in the case of DSE in an interconnected system, the security of one’s local SE may depend on the security of other SEs, and the security of the DSE as a whole may also depend on the security of the data exchange between the regions [16]. In order to design secure and resilient DSEs for future smart grids, it is thus important to understand the potential vulnerabilities of DSE, i.e., whether or not a compromised control center or compromised data exchange between SEs could affect the DSE. If DSE is vulnerable to attacks, it is important to develop mitigation schemes for the vulnerabilities.

In this work we consider false data injection attacks on fully distributed SE. We consider an attacker that compromises a single control center so that it can manipulate the data exchanged between the control center and its neighbors. We consider one of the most recent DSE algorithms [15] and show that an attacker can effectively disable the DSE by manipulating the data exchanged by the attacked control center. We propose an algorithm to detect the attack by identifying discrepancies in the temporal evolution of the exchanged data between regions. Furthermore, we propose a distributed algorithm to mitigate the attack. The algorithm identifies the region with the compromised control center by consolidating the
beliefs of the individual regions about the origin of the attack, isolates the identified region, and then restarts the DSE.

The structure of the paper is as follows. In Section 2 we discuss related work. In Section 3 we outline the DSE algorithm used for our study. In Section 4 we describe the attack model and show that the false data injection attacks can disable the DSE. In Section 5 we propose an algorithm for attack detection, and in Section 6 we propose the algorithm for mitigation. Section 7 concludes the paper.

2 Related work

The vulnerability of standalone SE to false data injection attacks was first studied in [3]. There it was shown that the measurement data collected by SCADA can be corrupted so that they do not trigger the BDD system. Such attacks are often called stealth attacks. The observation was made using a linearized model of the SE, but it was shown later on a SCADA/EMS testbed that stealth attacks are also possible under a non-linear model [4]. Since then the security of standalone SE has received much attention [3, 4, 5, 6, 7, 8, 9, 10]. Various schemes were proposed to mitigate stealth attacks, through individual data protection [5], through changes to the BDD algorithm [6], and through the protection of the SCADA infrastructure [7, 8].

The vulnerability of hierarchical multi-area state estimation has been studied in [17], where the authors extended the false data injection attack presented in [3] to the case of a bi-level hierarchical state estimator, and gave some results on how the attack could impede network observability. The security of DSE against false data injection attacks on the exchanged data between neighboring operators was studied in [16] for a simple DSE [11]. It was shown that an attack can disable the DSE, i.e., can prevent it from finding a correct estimate. Furthermore, a detection scheme was proposed to detect an attack along with a simple mitigation scheme. The mitigation scheme suggested that upon detecting an attack, the regions ignore all exchanged data and perform a local SE. However, by using such a mitigation scheme, the power flows on transmission lines connecting any two regions cannot be correctly estimated. Compared to [16], in this paper we consider a state-of-the-art DSE [15], and we propose a mitigation scheme that makes it possible for the DSE to be performed between non attacked regions. Consequently, the power flows on the lines connecting the non attacked regions can be correctly estimated.

Distributed state estimation can be considered a form of consensus. A widely studied model of consensus under attack is the byzantine consensus problem [18, 19, 20], in which a number of processors have to agree on a value even if some processors may report a false value to influence the consensus. In our work the processors are the regions, but the attack is fundamentally different; its goal is to impede the convergence of the distributed state estimation, and the mitigation scheme we propose not only provides convergence but it also allows to localize the attack.
3 System Model and State Estimation

We consider an inter-connected power system that consists of several control areas, which we call regions. We denote the set of regions by $\mathcal{R}$, and use $|\mathcal{R}| = R$. A region $r \in \mathcal{R}$ includes a subset of all buses, and a subset of the transmission lines. Regions have no common buses, but there are shared transmission lines, which connect two regions. We refer to the shared transmission lines as tie lines, and to the buses connected by these lines as border buses.

We consider models of the active power injections at every bus, and active power flows on transmission lines [1, 2]. The active power injection and flow measurements taken in region $r$ are denoted by the vector $z_r \in \mathbb{R}^{M_r}$, where $M_r$ is the number of measurements in region $r$. The measurements equal to the actual power injections/flows plus independent random measurement noise, $z_r = f_r(x_r) + e$, where $x_r$ is the vector of phase angles used to compute the power flows in region $r$. The noise $e$ is usually assumed to have a Gaussian distribution of zero mean. We denote by $W_r$ the diagonal measurement covariance matrix.

We refer to the vector of phase angles $x_r$ as the state vector in region $r$, and we refer to a component of the vector $x_r$ as a state variable. The state variables of the vector $x_r$ correspond to the phase angles on buses that belong to region $r$, and to the phase angles on border buses in other regions that are needed to describe the measurements on the tie lines and to describe power injection measurements at border buses in region $r$. Consequently, the state variables included in vectors $x_r$, $\forall r \in \mathcal{R}$ are overlapping. We denote by $x_{r,r'}$ the vector of state variables of region $r$ that correspond to state variables shared between regions $r$ and $r'$. Observe that all components in the vector $x_{r,r'}$ are also contained in the vector $x_r$. We say that region $r$ and region $r'$ are neighbors if the vector $x_{r,r'}$ has at least one component, and we denote the set of all neighbors of region $r$ by $\mathcal{N}(r)$ ($|\mathcal{N}(r)| = N(r)$). For convenience, we introduce the vector $x_{r,b}$ for all state variables that region $r$ shares with its neighboring regions $\mathcal{N}(r)$, i.e., the components in the vectors $x_{r,r'}, \forall r' \in \mathcal{N}(r)$ form the vector $x_{r,b}$. The vectors $x_{r,r}$ and $x_{b,r}$ can be defined in a similar way.

3.1 Distributed State Estimation (DSE)

The state-estimation problem consists of estimating the voltage phase angles $x$ at all buses given the power flow and injection measurement vector [2]. In the case of DSE each control center needs to estimate those phase angles that are related to its measurements, but it has to cooperate with neighboring control centers, typically by exchanging the state variables of the border buses, to ensure that the power flows on the tie lines are correctly estimated. In most of the recently proposed DSE algorithms, e.g., [11, 12, 13, 15], state variables are exchanged at the beginning or at the end of every iteration, and are used as an input when calculating the next state vector update. For the purpose of our study, we consider a state-of-the-art algorithm proposed in [15], which is highly robust and obtains accurate estimates of the power flows on the tie lines. The algorithm works as follows.

The goal of the DSE is to estimate $x_r$ in every region under the condition that the estimates of shared state variables match between neighboring regions. One (arbitrary)
phase angle in the entire interconnected system is selected as the reference angle, and its value is fixed to zero. Each region estimates \( x_r \) by minimizing the squares of the weighted deviations of the estimated active power flows and injections (which are functions of \( x_r \)) from the measured values (comprehended in \( z_r \)). Therefore, the distributed state estimation problem can be formulated as

\[
\min_{x_r, r \in \mathbb{R}} \sum_{r \in \mathbb{R}} |z_r - f_r(x_r)|^2 [W_r^{-1}] |z_r - f_r(x_r)| \\
\text{s.t.} \quad x_r = x_r' \quad \forall r \in \mathbb{R} \text{ and } \forall r' \in \mathcal{N}(r),
\]

where \( f_r(x) \) is the vector of non-linear functions describing the active power flows and power injections in region \( r \) as a function of the state vector \( x_r \).

The constraints in (1) couple the estimation across regions. In order to have a fully distributed algorithm, auxiliary variables can be introduced so that the problem can be solved using the alternating direction method of multipliers (ADMM) \cite{ADMM}. The resulting iterative solution scheme is

\[
x_{r}^{(k+1)} = (H_r^{(k)T} W^{-1} H_r^{(k)} + cD_r)^{-1} (H_r^{(k)T} z_r + cD_r p_r^{(k)}) \\
s_{r}^{(k+1)} = U_s \sum_{r' \in \mathcal{N}(r)} Y_{r,r'} T s_{r'}^{(k+1)} \\
p_{r}^{(k+1)} = p_r^{(k)} + s_r^{(k+1)} - \frac{1}{2} (Y_{r,b} Y_{r,b}^T s_r^{(k)} - s_r^{(k)}),
\]

where \( c > 0 \) is a predefined constant, the matrix \( H_r^{(k)} \) is the Jacobian of vector \( f_r(x^{(k)}) \), and matrices \( D_r \), \( U_s \), \( Y_{r,r'} \) are defined as follows. \( D_r \) is a diagonal matrix whose element \( d_{i,i} \) equals the number of regions sharing the \( i \)-th component (state variable) of the vector \( x_r \). \( U_s \) is a diagonal matrix whose elements are defined as: \( u_{i,i} \) equals to the inverse of the number of regions (if greater than 0) sharing the \( i \)-th component (state variable) of the vector \( x_r \), and zero otherwise. Finally, \( Y_{r,r'} \) is a matrix that determines the connection between vector \( x_r \) and vector \( x_{r'} \), and its elements are: \( y_{i,j} = 1 \) if the \( i \)-th element (state variable) in \( x_r \) corresponds to the \( j \)-th element (state variable) in \( x_{r'} \), and \( y_{i,j} = 0 \) otherwise. Consequently, we have

\[
x_{r,r'} = Y_{r,r'}^T x_r.
\]

Similar to (2), we introduce the matrix \( Y_{r,b} \), which has a similar structure as \( Y_{r,r'} \) so that we have

\[
x_{r,b} = Y_{r,b}^T x_r
\]

The matrix \( Y_{b,r} \) can be defined in a similar way.

The DSE is said to converge when for some \( k^* \) the maximum change of the state variables in every region is smaller than the convergence threshold \( \varepsilon > 0 \), i.e., \( \forall r \in \mathbb{R}, \|x_r^{(k^*+1)} - x_r^{(k^*)}\|_\infty < \varepsilon \), where \( \| \cdot \|_\infty \) denotes the maximum norm of a vector. We refer to the number of iterations \( k^* \) required for convergence as the convergence time.
4 A DoS Attack on DSE

We consider an attacker whose goal is to perform a Denial-of-Service (DoS) attack against the DSE, i.e., to disable the DSE by preventing it from converging. The attacker compromises the communication infrastructure of a region $r' \in \mathcal{R}$ used for data exchange between $r'$ and its neighbors $\mathcal{N}(r')$, so it can manipulate the exchanged data used as an input to the DSE. The exchanged data are the state variables defined by the vectors $x_r^{(k)}$, $\forall r \in \mathcal{R}(r')$, and the vectors $x_{r'}^{(k)}$, $\forall r' \in \mathcal{R}(r')$. We describe the attack against the state variables sent from regions $r \in \mathcal{N}(r')$ to region $r'$ (from $r'$ to $r$) at the end of iteration $k$ by the attack vector $a_{r,r'}^{(k)}$ ($a_{r',r}^{(k)}$). We define the attack vector $a_{r,r'}^{(k)}$ as the vector of phase angles whose elements correspond to the value that the attacker adds to that phase angle, that is,

$$\hat{x}_{r,r'}^{(k)} = x_r^{(k)} + a_{r,r'}^{(k)},$$

where $\hat{x}_{r,r'}^{(k)}$ is the resulting corrupted vector of state variables. The vector $\hat{x}_{r,r'}^{(k)}$ is used as input to the next iteration of DSE in region $r'$, instead of the originally exchanged vector $x_r^{(k)}$. The attack vector $a_{r',r}^{(k)}$ can be defined in a similar way.
In the rest of this Section, we describe the attack against the state variables sent to region \( r^a \) from its neighbors \( r \in \mathcal{N}(r^a) \). The attack against the state variables sent from region \( r^a \) to its neighbors can be described in a similar way, but we omit it for brevity.

For convenience, we introduce the attack vector \( a_{b^a, r^a}^{(k)} \) for the state variables that region \( r^a \) receives from all its neighboring regions

\[
d_{b^a, r^a}^{(k)} = \begin{bmatrix} a_{r_1, r^a}^{(k)} & a_{r_2, r^a}^{(k)} & \cdots \end{bmatrix}^T \quad \forall r_j \in \mathcal{N}(r^a),
\]

and the corresponding corrupted vector of state variables

\[
\tilde{s}_{b^a, r^a}^{(k)} = s_{b^a, r^a}^{(k)} + a_{b^a, r^a}^{(k)},
\]

Fig. 1 illustrates an attack on a power system with three regions. Observe that \( \tilde{s}_{b^a, r^a}^{(k)} \) is the input to iteration \( k + 1 \) of DSE, and thus, the attack \( a_{b^a, r^a}^{(k)} \) leads to a corrupted state vector \( \tilde{x}_{b^a, r^a}^{(k+1)} \).

We define the size of the attack as the Euclidean norm of the attack vector, i.e., \( ||a_{b^a, r^a}^{(k)}||_2 \).

Intuitively, a smaller attack size implies smaller corruption added to the exchanged values, which could make the detection and the localization of the attack harder; as our results will show later, this is indeed the case. Thus, it would be natural for the attacker to look for the smallest attack vector that prevents the DSE from converging \( (k^* = \infty) \), or formally

\[
\min_{a_{b^a, r^a}^{(k)}, k=1,...} \beta \quad \text{s.t.} \quad k^* = \infty \quad \text{and} \quad \beta = ||a_{b^a, r^a}^{(k)}||_2; \forall k.
\]

Since the distributed state estimation problem is non-linear, solving (7) is non-trivial. In the following we propose an approximation of the above objective.

### 4.1 First Singular Vector Attack (FSV)

The First Singular Vector (FSV) attack is an approximation of (7) done by maximizing the introduced disturbances for a given attack size. Note that the attack vector \( a_{b^a, r^a}^{(k)} \) results in corrupted vectors

\[
\tilde{s}_{b^a, r^a}^{(k+1)} = s_{b^a, r^a}^{(k+1)} + U_{b^a} \cdot Y_{b^a, r^a} \cdot a_{b^a, r^a}^{(k)}
\]

\[
\tilde{p}_{b^a, r^a}^{(k+1)} = p_{b^a, r^a}^{(k+1)} + U_{b^a} \cdot Y_{b^a, r^a} \cdot a_{b^a, r^a}^{(k)}
\]

which yield a corrupted state vector

\[
\tilde{x}_{b^a, r^a}^{(k+1)} = x_{b^a, r^a}^{(k+1)} + K \cdot a_{b^a, r^a}^{(k)},
\]

where \( K = (H_{r^a}^{(k)} W^{-1} H_{r^a}^{(k)} + cD_{r^a})^{-1} \cdot cD_{r^a} U_{b^a} Y_{b^a, r^a} \). Note that the addend in (9) is a vector with the same number of elements as the vector \( x_{b^a, r^a}^{(k+1)} \), and we refer to it as the addend.
vector. The Euclidean norm of the addend vector is maximized if the attack vector $a^{(k)}_{r_a}$ is aligned with the first right singular vector of the matrix $K$, that is, with the singular vector with highest singular value. The complexity of singular vector decomposition is $O(mn^2)$ [21], low enough for the computation to be done on-line. Nevertheless, the computation of the Jacobian $H^{(k)}_{r_a}$ requires knowledge of the current system state $x^{(k)}_{r_a}$ for the attacked region $r_a$. Since the entire current system state is not exchanged between the regions, and consequently the attacker does not have access to all entries in $x^{(k)}_{r_a}$, we approximate $H^{(k)}_{r_a}$ with the Jacobian calculated at the initial state $H^{(0)}_{r_a}$. Such an approximation can be easily used by a sophisticated attacker that knows the system model, which is also sufficient to obtain the matrices $U_{x_{r_a}}$ and $Y_{b_{r_a}}$.

Observe that in (9) the size of the corrupted vector $\tilde{x}^{(k+1)}_{r_a}$ depends on the direction of the addend vector, and consequently, on the direction of the first singular vector. Since the attacker does not know the state vector $x^{(k)}_{r_a}$, finding the correct direction is not trivial. In order to estimate the direction, the attacker can assume that the estimates of the power flows on a tie line are closer to their actual values when using the most recent exchanged state variables. Then, the attacker applies the attack so that the introduced estimation errors take the estimates in the direction towards the previous iteration estimates.

4.2 Impact of FSV Attack on DSE

We show the impact of the FSV attack on the IEEE 118 bus power system, divided into six regions as shown in Fig. 2. We consider that the attacker corrupts the control center of one of the regions, and performs the attacks against the state variables sent from and to that...
region. Bus 69, located in region \( r_6 \), is used as the reference bus, as specified in the IEEE 118 bus power system. Measurements are taken at every power injection and power flow, and the convergence threshold is \( \varepsilon = 10^{-3} \). The phase angles, thereby the state variables and the attack vector, are in radians.

As a baseline for comparison we use a simple attack, the Uniform Rotation (UR) attack, which adds a constant \( \phi \) to every compromised state variable. The attack vector of the UR attack is thus \( a(k)_{b,ra} = \phi \cdot 1 \), where \( 1 \) is the column vector of all ones with the same dimension as the vector \( a(k)_{b,ra} \). The size of the attack is \( ||a(k)_{b,ra}||_2 = \phi \cdot \sqrt{|a(k)_{b,ra}|} \), where \( |a(k)_{b,ra}| \) denotes the number of elements in the vector \( a(k)_{b,ra} \).

Fig. 3 shows the convergence time \( k^* \) (when the DSE converges) as a function of the attack size for the FSV attack and for the UR attack considering regions \( r_3 \), \( r_5 \), and \( r_6 \) individually as the attacked region. For all considered cases, both the FSV attack and the UR attack can prevent the DSE from converging, i.e., lead to denial of service. The FSV attack is more powerful than the UR attack: FSV requires a much smaller attack size for a successful denial of service attack than UR. One might expect that the DSE is more sensitive when the region containing the reference bus is attacked, since it may be harder for other regions to synchronize with the reference bus. However, the results show that this is not the case: there is no significant difference when the region containing the reference bus is attacked (region \( r_6 \)), and when some other region is attacked using either the FSV attack or the UR attack.

Observe that in Fig. 3 it does not take a big FSV attack to prevent the DSE from converging. For example, the FSV attack with size \( ||a(k)_{b,ra}||_2 = 0.07 \) prevents the DSE from converging regardless of which region is attacked. This size corresponds to an average value of the attack vector elements of 0.0265 radians (1.51 degrees) if region \( r_1 \) is attacked, or 0.019 (1.07 degrees) if region \( r_6 \) is attacked.

Although for small attacks the DSE converges, the estimated state and thus the estimated power flows could be erroneous. Fig. 4 shows the maximum of the relative estimation error for the highest 10% of the power flows and injections as a function of convergence time.
time (and thus the attack size). The relative estimation error increases monotonically with the convergence time, and thereby the attack size, and can exceed 15% for some power flows.

Given the potential of the FSV attack and the UR attack to prevent the DSE from converging, a natural question is whether the attacks can be detected and mitigated. In the following, we show that this is possible.

5 Detection of Attacks

Let us start by elaborating on the convergence of the DSE. Recall that in order to solve (1) in a fully distributed fashion, the right-hand side of the condition $x_{r,r'} = x_{r,r'}$ is replaced with an auxiliary variable for each $r \in \mathcal{R}$ and $\forall r' \in \mathcal{N}(r)$. In iteration $k$ and for regions $r$ and $r'$, the auxiliary variable equals to the average of the shared state variables between the regions, i.e., $(x_{r,r'}^{(k)} + x_{r',r}^{(k)})/2$ [15]. Consequently, the condition in (1) can be expressed as $x_{r,r'}^{(k)} = (x_{r,r'}^{(k)} + x_{r',r}^{(k)})/2$, or $(x_{r,r'}^{(k)} - x_{r',r}^{(k)})/2 = 0$. The resulting decomposed problem is solved with the ADMM, which guarantees convergence if the following criteria are satisfied (based on [22]).

**Proposition 1.** If for $\forall r \in \mathcal{R}$ the function $J_r(x_r) = \|z_r - f_r(x_r)\|_2 W_r^{-1} \|z_r - f_r(x_r)\|$ that region $r$ minimizes (the summand in (1)), is closed, proper, and convex, and the augmented Lagrangian

$$L = \sum_{r \in \mathcal{R}} J_r(x_r) + y^T x_{r,r'}^{(k)} - x_{r',r}^{(k)} + c \|x_{r,r'}^{(k)} - x_{r',r}^{(k)}\|_2^2$$

(10)

($y$ is Lagrange multiplier) has a saddle point, then the ADMM converges and $\|x_{r,r'}^{(k)} - x_{r',r}^{(k)}\|_2^2 \rightarrow 0$ as $k \rightarrow \infty$ [22, Appendix A, p. 106–110].

Observe that if the conditions in Proposition 1 are satisfied, and therefore the DSE converges without an attack, the disagreement $\|x_{r,r'}^{(k)} - x_{r',r}^{(k)}\|_2^2$ may not decrease monotonically. However, for large $k$ and when the DSE approaches a solution, one may expect that

$$\|(x_{r,r'}^{(k+1)} - x_{r',r}^{(k+1)})/2\|_2^2 < \|(x_{r,r'}^{(k)} - x_{r',r}^{(k)})/2\|_2^2$$

(11)

holds for all state variables exchanged between regions. In what follows we investigate if a normalized version of (11) can be used to detect convergence problems due to an attack.

**Definition.** The mean squared disagreement (MSD) between regions $r$ and $r'$ at iteration $k$ is

$$d_{r,r'}^{(k)} = \frac{\|(x_{r,r'}^{(k)} - x_{r',r}^{(k)})/2\|_2^2}{|x_{r,r'}^{(k)}|},$$

(12)

where $|x_{r,r'}^{(k)}|$ denotes the number of elements in vector $x_{r,r'}^{(k)}$. Observe that by definition $d_{r,r'}^{(k)} = d_{r',r}^{(k)}$. 

Fig. 5 shows the evolution of the MSD $d^{(k)}_{r_6, r'}$ between region $r_6$ and its neighbors $r' \in \mathcal{N}(r_6)$ without an attack: it decreases for all $r' \in \mathcal{N}(r_6)$. Fig. 6 and Fig. 7 show the evolution of the MSDs of regions $r_6$ and $r_5$, which are neighbors of the attacked regions $r' = r_2 \in \mathcal{N}(r_6)$ and $r' = r_6 \in \mathcal{N}(r_5)$, for the FSV attack and for the UR attack, respectively. Observe that not all MSDs decrease with the iterations, which is in contrast to Proposition 1. This is the phenomenon we use to detect convergence problems as described in the following.

**Proposition 2.** Let $\sup \{ \cdot \}$ be the supremum of a set. If the conditions in Proposition 1 are satisfied, but for large $k$ there are some $r$ and $r' \in \mathcal{N}(r)$ such that $\sup \{ d_{r', r}^{(k')} : k' > k \} > 0$, $||x^{(k+1)}_r - x^{(k)}_r||_\infty > \varepsilon$, and $\beta t \in \mathbb{N}$ so that

$$\sup \{ d_{r', r}^{(k')} : k' > k \} > \sup \{ d_{r', r}^{(k')} : k' > k + t \}$$

then there is a convergence problem (an attack).

**Proof.** The proof follows from Proposition 1. If the conditions of Proposition 1 hold, then $||x^{(k)}_{r, r'} - x^{(k)}_{r, r'}||_2 \to 0$ and $d_{r, r'}^{(k)} \to 0$ as $k \to \infty$. Consequently, $\sup \{ d_{r', r}^{(k')} : k' > k \} \to 0$. □

The regions can thus use Proposition 2 to detect an attack.

# 6 Mitigation of Attacks

Given that we can detect an ongoing attack, the next important question is whether it is possible to mitigate the attack. In the following we propose a mitigation algorithm that first aims at localizing the region where a detected attack originates from, and then isolates the region so that the DSE can converge.
6.1 Distributed localization and mitigation algorithm

We start with the definition of the beliefs of the individual regions, which is the basis for the localization algorithm.

**Definition.** Let $d_{r,r'}^{(k)} = \alpha^{(k)} d_{r,r'}^{(k)} + (1 - \alpha^{(k)}) d_{r,r'}^{(k-1)}$ be the weighted moving average (WMA) of the MSD $d_{r,r'}^{(k)}$. The smoothing factor $\alpha^{(k)} \in (0, 1)$ and satisfies $\sum_{k=0}^{\infty} \alpha^{(k)} = \infty$. The belief of attack direction of region $r$ that its neighbor $r' \in \mathcal{N}(r)$ is the attacked region at iteration $k$ is defined as

$$B_{r,r'}^{(k)} = \frac{d_{r,r'}^{(k)}}{\sum_{r'' \in \mathcal{N}(r)} d_{r'',r'}^{(k)}}.$$  \hspace{1cm} (14)

Observe that regions have beliefs only about their neighbors, i.e., $B_{r,r'}^{(k)} = 0$, $\forall r' \notin \mathcal{N}(r)$. Furthermore, the beliefs are not necessarily symmetric, i.e., $B_{r,r'}^{(k)} \neq B_{r',r}^{(k)}$ is possible.

Given the beliefs $B_{r,r'}^{(k)}$ of the regions, our goal is to find the region that is most likely to be compromised consistent with all beliefs. Before we introduce the distributed localization algorithm we describe a hypothetical localization scheme based on a global observer, which motivates the proposed algorithm.

**Motivation:** Assume there exists a token that the regions use to express their beliefs about the attack location: when region $r$ receives the token, it will pass the token to region $r'$ with probability $B_{r,r'}$. Moreover, assume that there exists a global observer that observes every passing of the token and that keeps count of how many times the token visits each region. The observer uses the counts to calculate for every region the empirical frequency of token visits: the number of token visits to the region divided by the number of token visits to all regions. It then identifies the region $r''$ with the highest empirical frequency as the most likely compromised region.

This hypothetical token passing scheme defines a random walk on a graph: the vertices
are the regions and there is an edge between vertices $r$ and $r'$ if $B_{r,r'} > 0$. The random walk can then be modeled by a Markov chain. Fig. 8 shows the Markov chain for the interconnected system in Figure 2. The state transition matrix $B^{(k)}$ of the Markov chain is the right stochastic $R \times R$ matrix in which every row and every column corresponds to a region, and the entries of the matrix are the beliefs of attack direction $B^{(k)}_{r,r'} \forall r' \in R$. Thus, row $r$ contains the beliefs of region $r$. Under appropriate conditions, which we will discuss later, the empirical frequency computed by the global observer converges to the stationary distribution $\pi^{(k)}$ of the Markov chain, which satisfies $\pi^{(k)}B^{(k)} = \pi^{(k)}$ [23]. Consequently, $\hat{r}(k) = \arg\max_r \pi^{(k)}$.

**The Belief Consensus Localization (BCL) Algorithm:**

The BCL algorithm with convergence threshold $\varepsilon_L$ consists of five steps executed by the regional control centers.

1. Flood the MSDs $d^{(k)}_{r,r'}$ so that every region obtains all MSDs in the system. A flooding protocol, such as the one used in OSPF [24] can be used for this purpose.
2. Every region verifies that $d^{(k)}_{r,r'} = d^{(k)}_{r',r} \forall r \in R, r' \in N(r)$.
3. Compute the beliefs $B^{(k)}_{r,r'} \forall r \in R, r' \in N(r)$ according to (14). Construct the state transition matrix $B^{(k)}$.
4. Compute the stationary distribution $\pi^{(k)}$, the solution to $\pi^{(k)}B^{(k)} = \pi^{(k)}$.
5. If $||\pi^{(k)} - \pi^{(k-1)}||_\infty < \varepsilon_L$ then $k^L = k$. BCL reached convergence, $\hat{r}(k^L) = \arg\max_r \pi^{(k^L)}$.

Figure 9: Pseudo-code of the BCL Algorithm

Observe that due to Step 2 the attacker cannot tamper with the MSDs sent from region $r'$ without being noticed, and as a consequence all regions obtain the same matrix $B^{(k)}$ in Step 3. In what follows we show that the proposed BCL algorithm is correct, i.e., all regions identify the same region $\hat{r}(k^L)$ and the algorithm leads to a solution.

**Proposition 3.** Consider a system with $R > 2$ regions. If (i) there exists a 3-clique in the graph $G = (R,E)$ where $E = \{e_{r,r'} | r \in R, r' \in N(r)\}$, and (ii) for finite $k$ the DSE does not converge, then the stationary distribution $\pi^{(k)}$ exists, it is unique and it can be computed.

**Proof.** For sufficiently small $k$ the disagreements between neighboring regions $d^{(k)}_{r,r'} > 0$, because of the initial disagreements on the shared state variables and because of the lack
of synchronization to the reference bus. Consequently, the moving average \( \hat{\pi}(k) \) converges in \( k \) to a stationary distribution vector \( \pi^* \). Furthermore, if the attacked system state follows an asymptotically periodic orbit then the stationary distributions \( \pi(k) \) converge in \( k \) to a stationary distribution vector \( \pi^* \), and \( \hat{\rho}(k) \to \rho^* \).

**Proof.** We start the proof of Proposition 4 by formulating the following lemma based on results in [25], which will allow us to prove the first part of the proposition (\( \pi(k) \to \pi(k-1) \to 0_{1 \times R} \)).

**Lemma 5.** Let \( C \) be a right stochastic matrix that describes an irreducible Markov chain with stationary distribution vector \( \pi_C = \pi_C C \), and let \( \Pi_C \) be the matrix with the same size as \( C \) and all columns equal \( \pi_C \). Let us denote by \( Z = [I - C + \Pi_C]^{-1} \) the fundamental matrix of \( C \). Furthermore, let \( D \) be another right stochastic matrix that describes an irreducible Markov chain, and is sufficiently close to \( C \) so that all eigenvalues of the differential matrix \( U = [D - C] Z \) are strictly less than unity in magnitude. Then

\[
\pi_D = \pi_C + \sum_{n=1}^{\infty} \pi_C U^n,
\]

and consequently \( \pi_D \to \pi_C \to 0_{1 \times |\pi_C|} \) as \( D \to C \to 0_{|\pi_C| \times |\pi_C|} \), where \( |\pi_C| \) denotes the number of elements in the vector \( \pi_C \).

Observe that by definition (14)

\[
B_{r,r'}^{(k)} - B_{r,r'}^{(k-1)} = \alpha^{(k)} \left( \sum_{r'' \in \mathcal{N}(r)} d_{r',r''}^{(k-1)} - \sum_{r''' \in \mathcal{N}(r')} d_{r',r'''}^{(k-1)} \right) \left( \sum_{r'' \in \mathcal{N}(r)} d_{r',r''}^{(k)} \right) = \alpha^{(k)} \left( \sum_{r'' \in \mathcal{N}(r)} d_{r',r''}^{(k)} \right)^{-1} \left( \sum_{r''''' \in \mathcal{N}(r')} d_{r',r''}^{(k-1)} \right) \left( \sum_{r'' \in \mathcal{N}(r)} d_{r',r''}^{(k)} \right) - \alpha^{(k)} \left( \sum_{r'' \in \mathcal{N}(r)} d_{r',r''}^{(k)} \right) \left( \sum_{r''''' \in \mathcal{N}(r')} d_{r',r''}^{(k-1)} \right) \left( \sum_{r'' \in \mathcal{N}(r)} d_{r',r''}^{(k)} \right),
\]

where \( \alpha^{(k)} \) is a function of the matrix \( B^{(k)} \), which can change at every iteration \( k \). The following proposition establishes the convergence of \( \pi^{(k)} \), which implies that the BCL algorithm eventually terminates.

**Proposition 4.** If \( \alpha^{(k)} \to 0 \) as \( k \to \infty \), then \( \pi^{(k)} \to \pi^{(k-1)} \to 0_{1 \times R} \). Furthermore, if the system state follows an asymptotically periodic orbit then the stationary distributions \( \pi^{(k)} \) converge in \( k \) to a stationary distribution vector \( \pi^* \), and \( \hat{\rho}^{(k)} \to \rho^* \).

The above proposition shows that after a particular iteration \( k \) the BCL algorithm is correct. Nonetheless, the stationary distribution \( \pi^{(k)} \) is a function of the matrix \( B^{(k)} \), which can change at every iteration \( k \).
Observe that the proposition does not hold for constant $\alpha^{(k)}$, but it does hold, for example, if $\alpha^{(k)} = 1/k$.

The mitigation algorithm uses BCL to identify the region $\hat{r}^{\pi^{\ast}}$ that is most likely to be attacked, isolates the region, and reruns the DSE for the remaining regions until the DSE eventually converges.

### 6.2 Numerical results

Fig. 10 shows the evolution of the largest element of the stationary probability vector $\pi^{(k)}$ for different values of the smoothing factor $\alpha^{(k)}$ (1/k, 1/k, 0.2), each considered in a separate scenario. We considered two attacked regions, $r^a = r_3$ and $r^a = r_6$; the attack size is 0.05 for which the DSE does not converge. In the case of $\alpha^{(k)} = 1/k^2$, the largest element of $\pi^{(k)}$ converges relatively quickly. The fast convergence of $\pi^{(k)}$ compared to $\alpha^{(k)} = 1/k$ and $\alpha^{(k)} = 0.2$ does, however, come at a price: the identified region $\hat{r}^{\pi^{(k)}} = \arg\max \alpha^{(k)} \pi^{(k)}$ is not the attacked region, for both $r^a = r_3$ and $r^a = r_6$, region $\hat{r}^{\pi^{(k)}} = r_1$ is erroneously identified as attacked. Observe that $\alpha^{(k)} = 1/k^2$ does not satisfy the condition $\sum_{k=0}^{\infty} \alpha^{(k)} = \infty$ required in the definition of $d^{(k)}_{r, r'}$ in Section 6.1, and shows the importance of the condition.
For $\alpha(k) = 1/k$ and $\alpha(k) = 0.2$, which do satisfy the condition, the largest element of $\pi(k)$ converges slower, but the attacked region is correctly identified ($\hat{r}(k) = r_a$) eventually.

Although convergence cannot be guaranteed for a constant smoothing factor $\alpha(k)$, because the condition $\alpha(k) \rightarrow 0$ in Proposition 4 is not satisfied, a constant weighting factor is nevertheless useful for exploring the impact of smoothing on the localization time. Since in this case the stationary distribution vector $\pi(k)$ may not converge, there may not exist a $k^L$ for which $||\pi(k^L) - \pi(k^L-1)||_\infty < \epsilon$. Still, after some number of iterations $k^F$ the algorithm can correctly identify $\hat{r}(k^F)$ as the attacked region, that is, $\hat{r}(k^F-1) \neq r_a$, but $\hat{r}(k^F) = r_a \forall k \geq k^F$. We refer to $k^F$ as the first identification time.

Fig. 11 shows the first identification time $k^F$ as a function of $\alpha(k)$ considering an attack in various regions $r \in R$ for attack size 0.1 (left) and 0.5 (right). The first identification time depends on the region that is attacked as well as on the attack size: for larger attack size the localization is significantly faster (localization time is lower). For most of the regions, the optimal $\alpha(k)$ is in the range $(0.2, 0.3)$ and a very high $\alpha(k) > 0.7$ may even make localization fail for the smaller considered attack size (0.1). This observation supports that a small smoothing factor is in general preferable, even if it may lead to a larger localization time.

7 Conclusion

We addressed the vulnerability of fully distributed state estimation to data integrity attacks. We considered an attacker that compromises the communication infrastructure of a single control center and can manipulate the state variables exchanged between the control center and its neighbors. We showed that a denial of service attack can be launched against a state of the art state estimator this way. We proposed an attack detection algorithm based on the convergence properties of the distributed state estimation algorithm and based on the evolution of the exchanged state variables. Furthermore, we proposed an attack mitigation algorithm based on the consensus of the beliefs of the individual regions about the attack location, formulated as the stationary distribution of a random walk on a graph. We established existence, uniqueness, and convergence of the stationary distribution. We showed the efficiency of the attack detection and mitigation algorithms via simulations on an IEEE benchmark power system, and we used the simulations to illustrate the trade-off between localization speed and localization accuracy. Our numerical results also show that strong attacks can often be localized and mitigated faster than weak attacks.
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Abstract

Power system operators are looking to adopt and migrate to cloud technologies and third-party cloud services for customer facing and enterprise IT applications. Security and reliability are major barriers for adopting cloud technologies and services for power system operational applications. In this work we focus on the use of cloud computing for Contingency Analysis and propose an approach to obfuscate information regarding power flows and the presence of a contingency violation while allowing the operator to analyze contingencies with the needed accuracy in the cloud. Our empirical evaluation shows, i) that the errors introduced into power flows due to the obfuscation approach are small, and ii) that the RMS errors introduced grow linearly with the magnitude of obfuscation.

1 Introduction

Power grids around the world are undergoing a transformation to accommodate more renewable generation, allow consumer interaction with the infrastructure, and improve efficiencies through modernization. At the heart of this transformation are new sensor deployments, such as smart meters and phasor measurement. These new sensors are producing large volumes of data that a power system operator has to process and store, and increasing the number of devices that a power utility has to connect to and manage. To manage the data and connectivity to these devices utilities are looking to cloud based services. Smart
meters in particular, given their numbers (in Millions even for medium size Utility) and geographic distribution, pose a challenge. Responding to this demand, many companies (e.g., GE’s GRID IQ, Honeywell’s Akuacom, AutoGrid etc.) are offering cloud-based software-as-a-service models to manage smart meters and associated applications such as automated Demand Response (DR). Apart from customer facing applications such as Demand Response, utilities are also looking into leveraging cloud computing for other services such as managing security of their infrastructure as evidenced by the new CIGRE working group (D2.37) on cloud technologies for managed security [1]. The primary drives towards cloud computing are lower costs, improved efficiencies and elasticity of computing provided.

Power system applications related to operations, such as Contingency Analysis, forecasting, Optimal Power Flow, etc., could also benefit from the advantages cloud technologies provide [2]). Security and reliability concerns are, however, a major barrier for adopting cloud technologies for power system operations [2, 3], especially with third-party providers. Recent work has addressed this issue from two sides. First, by improving the reliability and security provided by the cloud infrastructure for power grid applications, as is being done in the GridCloud [4, 5] project. Second, by transforming power system applications to preserve security properties such as confidentiality, integrity and availability in third party infrastructures. Borden et al., [6] focus on transforming the optimal power flow problem before instantiating it in the cloud to preserve confidentiality.

In this paper we focus on contingency analysis (CA), which is a core application in power system operation. A contingency corresponds to the failure of one or more system components, such as a transmission line, a transformer, or a generator. The failure of any of these components would lead to a change in the power flows on the transmission lines, and could potentially result in an unstable system (e.g., power flows that exceed the thermal capacity of transmission lines). The aim of contingency analysis is to determine whether the power system would be unstable in case any of a potentially large set of contingencies would happen.

Contingency analysis is performed in modern energy management systems every time a new state estimate becomes available as a result of state estimation - as often as every few minutes. The number of contingencies that needs to be considered depends on the instantaneous load of the power system, the higher the load the more contingencies might have to be considered. The number of contingencies considered in practice is limited by the computational power available in the control center, and is often constrained to considering the loss of single components known as $N-1$ security. Cloud-based contingency analysis could allow an operator to scale the number of considered contingencies freely as a function of the instantaneous system state and enable $N-x$ security that is considered desirable, but it could expose the current system state and possible critical contingencies, thereby facilitating targeted attacks.

In this paper we propose an algorithm to obfuscate information regarding power flows and the presence of a contingency violation while allowing the operator to analyze contingencies with the needed accuracy in the cloud. We show that our approach doesn’t introduce any error for CA using DC model. Further our empirical evaluation shows that the error introduced by the approach when using an AC model is quite small and that RMS
The error grows linearly with the magnitude of obfuscation applied.

The rest of the paper is organized as follows. Section 2 provides necessary background on contingency analysis. Section 3 presents our adversary model and usage scenario and Section 4 describes our obfuscation approach. Section 5 discusses some preliminary evaluation results and Section 6 concludes the paper.

2 Background

We consider a power system that consists of \( N \) buses. We denote by \( P_n, 1 \leq n \leq N \) the power injection (load or generation) at bus \( n \), and \( P_I \) is the vector of power injections. We denote the state of the power system by \( x \). For simplicity, we consider active power flows only, in which case the system state is determined by the phase angles at the buses, and thus \( x \) is the vector of phase angles.

Given the system state \( x \), the power flow between buses \( n \) and \( m \) can be computed as

\[
P_{nm} = V_n V_m (G_{nm} \cos x_{nm} + B_{nm} \sin x_{nm}) = f_{nm}(x_{nm}),
\]

where \( x_{nm} = x_n - x_m \) is the phase angle difference between buses \( n \) and \( m \), and \( G_{nm} \) and \( B_{nm} \) are the real and imaginary parts of the bus admittance matrix corresponding to buses \( n \) and \( m \). The power injections can be computed using Kirchhoff’s nodal law, and we denote the power injections as a function of the system state by \( P_I = f_I(x) \). Finally, one can express the vector of power injections and power flows as a function of the system state as \( P = f(x) \).

2.1 AC Load-flow based Contingency Analysis

Let \( c \) be a contingency (e.g., the failure of two transmission lines), and let \( f^c \) be the function that describes the power flows under contingency \( c \) as a function of the system state, i.e., \( P^c = f^c(x) \). Observe that a contingency might change the system topology and thus \( f^c(\cdot) \neq f(\cdot) \). Similarly, the vector of power injections \( P_I^c \) under contingency \( c \) might be different from \( P_I \), e.g., if the contingency involves the loss of one or more generators. To describe the relationship between the power injections before and after the contingency we introduce the fault matrix \( F^c \) such that \( P_I^c = F^c P_I \). If contingency \( c \) does not affect the power injections then \( F^c \) is the identity matrix.

Given the vector of power injections \( P_I^c \) under contingency \( c \), contingency analysis requires the solution of the load-flow problem, i.e., finding the state vector \( x^c \) that solves \( P_I^c = f_I^c(x^c) \). The state vector is obtained through solving the power balance equations,

\[
\Delta P_n \frac{d}{dt} - P_n + \sum_m P_{nm} = 0.
\]

Since the sum of the injections over all buses is zero, there are in total \( N - 1 \) power balance equations and \( N - 1 \) unknowns, as the phase angle of the reference bus is set to zero.

The equations (1) are non-linear, thus the solution to (2) is obtained using an iterative numerical method, typically the Newton-Raphson method [7]. Starting from an initial
guess $x^c(0)$, the Newton-Raphson method obtains an updated estimate at iteration $k$ by computing
\[
\Delta x^c(k + 1) = -J_k^{-1}\Delta P_I(k), \tag{3}
\]
where $J_k = \frac{\partial P_I}{\partial x_c} |_{x_c = x^c(k)}$ is the Jacobian evaluated at the most recent guess $x^c(k)$, and then letting $x^c(k + 1) = x^c(k) + \Delta x^c(k + 1)$. Observe that the Jacobian is a non-singular square matrix of size $(N-1) \times (N-1)$. The algorithm terminates when the power mismatch $\Delta P_I$ is below a certain threshold. Let $x^c$ be computed system state under contingency $c$.

Given the system state $x^c$ under the contingency, the power flows can be calculated as $P^c = f^c(x^c)$. If any of the power flows exceeds the capacity limit (e.g., thermal capacity) of the transmission line then the system is said to be in an insecure state, and a corrective action must be taken by the operator to move the system to a state in which no contingency results in a capacity violation.

3 Adversary Model and Scenario

3.1 Adversary Model

We assume that the adversary has knowledge about the topology of the system but that he doesn’t have access to the current state of the system. That is he does not know what the instantaneous power injections and power flows are. This adversarial model is inline with the recent body of work on false data injection attacks (e.g., [8–10]) where the adversary is assumed to have full or partial knowledge of the H matrix for a DC model.

The goal of the adversary is to find the current system state (flows and injections) so he can determine if there are any contingencies with critical violations. Correspondingly, the goal of the obfuscation algorithm is to mask the real power flows from the adversary and to hide the existence of a violating contingency.

3.2 Usage Scenario

As shown in Figure 1, when a power system operator wants to undertake CA he will create an obfuscation vector and send the system with obfuscated flows to the cloud for contingency analysis. On obtaining the result of the CA for the various contingencies, the operator performs a deobfuscation step to obtain the power flows and injections that correspond to the non-obfuscated (actual) system. While obfuscation is performed only once, deobfuscation is performed for every contingency. Nevertheless, much of the computation of the deobfuscation can be done a-priori for a particular system topology.

4 Obfuscated Contingency Analysis

In the following we first introduce the proposed obfuscation algorithm. We then show that for DC load flow calculation the proposed obfuscation does not introduce an error.
4.1 Obfuscation Algorithm

Consider the known power injections $P_{cI}$ under a contingency $c$. If an adversary has access to the power injections $P_{cI}$ and the computed power flows $P_{c}$ under the contingency, it can infer which part of the system is most critical for stability and could perform a targeted attack. It is therefore important to obfuscate the information exposed to a potential attacker.

In the following we propose an algorithm that limits the attacker’s ability to infer potential system instability. We do so by obfuscating the system state on which contingency analysis is performed, and by compensating the contingent system for the modification after contingency analysis is performed. The important property of the proposed algorithm is that the computational cost of the obfuscation and of the de-obfuscation is much less than that of the contingency analysis.

4.1.1 Obfuscation

Given $P$, the actual power flows in the system, obfuscation consists of adding a randomly chosen vector of power flows to the actual power flows. We refer to the latter as the power flow obfuscation vector,

$$P^o = Hx^o,$$

where $H = \frac{\partial P}{\partial x}$ is the Jacobian evaluated at the most recent system state (prior to the CA), and $x^o$ is a non-negative vector of phase angles, the state obfuscation vector. We will discuss in Section 4.3 how to create the state obfuscation vector. We use the state obfuscation vector to create the obfuscated system state, $x^O = x + x^o$. The obfuscated system state can be used to compute the obfuscated power injections as

$$P^O = f(x^O)$$

The obfuscated system state, and the corresponding obfuscated power injections $P^O_{cI}$ are the basis for the contingency analysis performed in the cloud.

For a particular contingency $c$, the obfuscated power injections $P^O_{cI}$ are created, and are used as the input to the non-linear load-flow problem. The solution to the load-flow
problem, i.e., the result of the analysis for contingency $c$ is the state $x^{c,O}$ of the obfuscated contingent system.

### 4.1.2 Deobfuscation for a Contingency

Given the result $P^{c,O} = f_c(x^{c,O})$ of the contingency analysis performed on the obfuscated power flows for contingency $c$, deobfuscation consists of compensating for the power flows introduced through obfuscation.

To describe deobfuscation we define $H_c = \frac{\partial P^c}{\partial x}$, the Jacobian of the system under contingency $c$ evaluated at the most recent system state (as in (4)). The deobfuscated power flows under contingency $c$ are then obtained as

$$\tilde{P}^c = P^{c,O} - H_c J_c^{-1} P^{c,o},$$

where $P^{c,o}$ is the vector of obfuscation power injections under contingency $c$. Note that if the contingency involves the loss of a generator then at least one or two entries in $P^{c,o}$ are changed and thus $P^{c,o} \neq P^o$.

Due to the non-linearity of the power balance equations, obfuscation will introduce an error in the result of the contingency analysis. We quantify this error by the difference of the power flows under a contingency with and without obfuscation

$$e_P = P^c - \tilde{P}^c.$$  

To express the relative error we furthermore define the maximum componentwise relative error

$$\varepsilon_P = \max_i \frac{e_{P_i}}{P_i},$$

where $P_i$ is the $i^{th}$ component of the vector $P^c$.

### 4.2 Correctness under DC Load Flow-based CA

In the following we consider DC load flow computation and show that if contingency analysis is performed using DC load flow then the proposed obfuscation algorithm does not affect the result of the contingency analysis, i.e., the error $e_P$ is zero.

The DC load flow model is based on the observation that in a system in normal operation the angular separation along any transmission line is small. This allows one to obtain a linear approximation for (1) of the form

$$P^\text{DC}_{nm} = V_n V_m (B_{nm} x_{nm}),$$

If one further considers that the per-unit voltages are approximately equal to one, then the power balance equations can be written as

$$\Delta P^\text{DC}_n = -P_n + \sum_m B_{nm} x_{nm} = 0.$$  

Observe that due to the linearity of the power balance equations in the DC power flow model, the load flow problem for power injection vector $P_l$ can be solved as $x = J^{-1} P_l$. 
**Proposition 1.** Under DC load flow based contingency analysis the error introduced through obfuscation \( e_P = 0 \), where \( 0 \) is the vector of all zeros.

**Proof.** Consider the error \( e_P \) introduced by obfuscation in the result of the contingency analysis, as defined in (7),

\[
e_P = \mathbf{P}^c - \tilde{\mathbf{P}}^c = \mathbf{P}^c - (\mathbf{P}^{c,0} - \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0)
\]

\[
= \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{x} - (\mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{P}_c^{c,0} - \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{P}_c^o)
\]

\[
= \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{x} - (\mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 (\mathbf{P}_c + \mathbf{P}_c^o) - \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{P}_c^o)
\]

\[
= \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{x} - (\mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 (\mathbf{J}_c \mathbf{x} + \mathbf{J}_c \mathbf{x}^o) - \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{J}_c \mathbf{x}^o)
\]

\[
= \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{x} - (\mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 (\mathbf{J}_c \mathbf{x} + \mathbf{J}_c \mathbf{x}^o) - \mathbf{H}_c \mathbf{J}_c^{-1} \mathbf{F}_c^0 \mathbf{J}_c \mathbf{x}^o)
\]

\[
= 0
\]

where \( \mathbf{J}_c^{-1} \mathbf{P}_c^o = \mathbf{x}^o \) because of (4).

Note that the proof relies on the linearity of the power balance equations in the DC model, which implies that the DC load-flow problem can be solved in one iteration. Thus, the proof does not hold for AC load-flow based contingency analysis.

### 4.3 Choosing the Obfuscation Vector

In order to make obfuscation suitable for AC load-flow based contingency analysis, the choice of the obfuscation vector should be such that obfuscation does not introduce a significant error in the result of the contingency analysis, thus obfuscation should not be too big. At the same time, obfuscation should be big enough to hide the actual power flows from an attacker in the following sense. On the one hand, it should be ambiguous for an attacker whether a contingency exists in the actual system in case a critical contingency exists in the obfuscated system. On the other hand, if there is no critical contingency in the obfuscated system, the attacker can be aware of that there is no critical contingency in the actual system either, as this information cannot be used against the system.

The above two requirements imply that the power flow obfuscation \( \mathbf{P}^o \) has to be bounded, and the obfuscation should have maximal entropy. We use the following result from [11] to construct the maximum entropy distribution.

**Lemma 1.** Fix real numbers \( a < b \) and \( \mu \in (a, b) \). The continuous probability density function on the interval \( [a, b] \) with mean \( \mu \) that maximizes entropy among all such densities (on \( [a, b] \) with mean \( \mu \)) is a truncated exponential density

\[
q_\alpha(x) = \begin{cases} 
C_\alpha e^{\alpha x} & \text{if } x \in [a, b] \\
0 & \text{otherwise}
\end{cases}
\]

where \( C_\alpha \) is chosen so that \( \int_a^b C_\alpha e^{\alpha x} dx = 1 \), and \( \alpha \) is the unique real number such that \( \int_a^b x C_\alpha e^{\alpha x} dx = \mu \).
For $\alpha = 0$ the distribution is uniform on $[a,b]$, and its differential entropy is

$$h(X) = \int_{a}^{b} q_0(x) \log q_0(x) dx = \log(b - a).$$  \hspace{1cm} (12)

**Proof.** We refer to [11] for the proof.

As our objective is to obfuscate the power flows, we define the obfuscation vector in terms of the obfuscation power flows $P^o$, and use the uniform distribution for obfuscation. We thus define the diagonal matrix $U$ with diagonal elements $U_{i,i} \sim U(0,0.1)$, and create the vector

$$\hat{P}^o = UP.$$ \hspace{1cm} (13)

This vector cannot be used directly for the obfuscation because it does not necessarily correspond to any system state. We therefore perform a linearized state estimation on this vector to obtain the state obfuscation vector

$$x^o = (H^T H)^{-1} H \hat{P}^o,$$ \hspace{1cm} (14)

where $H^T$ is the transpose of $H$. Note that the components of $x^o$ do not follow a uniform distribution, but the components of the power flow obfuscation vector $P^o = Hx^o$ are likely close to uniform (relative to the actual power flows). Numerical results presented in Section 5 show that this is indeed the case.

## 5 Performance Evaluation

In the following we illustrate the efficiency of the proposed algorithm via simulations.
5.1 Simulation methodology

We used the IEEE 118 bus test system and used Matpower for the AC load flow based CA. The power flows and injections are represented using p.u, where 1 p.u. equals to 100MW. For the obfuscation, we considered all active power injections and all active power flows, both ‘to’ and ‘from’ buses (hence negative values in the Figures).

5.2 Obfuscation performance

We first consider the performance of the algorithm in terms of the obfuscation it provides. Note that the level of obfuscation does not depend on the particular contingency considered, it depends on the system topology and the actual system state. These results are thus general for the IEEE 118 bus system.

Figure 2 shows a histogram of the differential entropy of the relative obfuscation power flows, i.e., that of $P^o/P$ in a component-wise sense, computed over 100 randomly chosen obfuscation power flows for $u_{max} = 0.1$. We approximated the differential entropy by creating a histogram with 200 bins and using the histogram bins width for numerical integration. The differential entropy of $U(0,0.1) \approx -3.2$, thus aligning the power flows with the range space of the Jacobian in (14) does alter the distribution of the power flows, but it does not decrease its entropy. In fact, the obfuscation of some power flows by far exceeds $u_{max} = 0.1$, which is the reason for the significantly higher entropy than with the uniform distribution.

Figure 3 shows the QQ plot of the distribution of $P^o = Hx^o$ defined in (14) normalized by $P$, compared to a uniform distribution on $[0,0.1]$, computed over 100 randomly chosen obfuscation vectors. Recall that the components of $P^o$ follow a uniform distribution, but due to (14) the components of $P^o$ do not necessarily do so. Figure 3 shows that the distribution of $P^o$ indeed differs from uniform, especially at the tails, which is also the reason for the increased differential entropy, as discussed above. At the same time, the body of
the distribution is close to uniform. The figure also shows that there is not much difference between the individual obfuscation vectors, as the percentiles are rather close to the average.

These two figures indicate the choice of the obfuscation vector $P_o$ provides a good level of randomness thus making it hard for an adversary to guess the real power flows. We now turn to the evaluation of the error introduced by obfuscation for AC load flow-based CA.

### 5.2.1 Obfuscation vs. CA accuracy

In the following we consider a contingency that affects branch 9, which is a transmission line that connects buses 9 and 10. The effect of the contingency on active power flows is shown in Figure 4. The figure shows that the pre-contingency power flow on branch 9 is above 4 p.u., and is the largest power flow in the system, thus the scenario corresponds to a severe contingency.

Figure 5 shows a scatter plot of the error vs. the power flows under the considered contingency after deobfuscation: the power flows $P^e$ obtained without the proposed scheme are shown on the horizontal axis, and the errors $e_P$ remaining in the corresponding power flows $\hat{P}^e$ after deobfuscation are shown on the vertical axis. Thus, every dot shown corresponds to an error in a power flow or a power injection. The results shown were obtained for $u_{\text{max}} = 0.1$. The figure shows that the errors introduced by obfuscation are small, all dots are located close to zero, which corresponds to no error, i.e., $e_P = 0$. The figure thus shows that the errors are very small compared to the actual power flows.

Figure 6 shows the average root mean square error (RMSE) introduced in the result of the CA by obfuscation as a function of the upper bound $u_{\text{max}}$ of the uniform distribution used for obfuscation in (13). The average RMSE is defined as $\frac{|e_P|}{|P^e|}$, where $|.|$ is the number of components in the vector. For every $u_{\text{max}}$ value the figure shows the mean over 100 simulations together with the 5 and 95 percentiles. The figure shows that the average...
Figure 7: Obfuscated power flows under the contingency vs. power flows that increased due to the contingency with the regular CA. All obfuscated power flows exceed the actual power flows.

Figure 8: Obfuscated power flows under the contingency vs. power flows that increased due to the contingency with the regular CA. Most of the obfuscated power flows exceed the actual power flows.

RMSE increases approximately linearly over a wide range of $u_{\text{max}}$ values, and so do the percentile values. The average RMSE is very small compared to the actual power flows in the system, which confirms that obfuscated CA would be viable.

Figures 7 and 8 show the difference between the obfuscated power flows $P^{c,O}$ and the power flows obtained without obfuscation $P^c$ for two different obfuscation vectors $x^o$, but only for those power flows that increase due to the contingency. The vertical axis is thus effectively the introduced obfuscation. Both figures show that the amount of obfuscation grows with the power flow, but the actual values differ because they depend on the obfuscation vector $x^o$. The two obfuscation vectors used for Figure 7 and for Figure 8 were chosen from the considered 100 obfuscation vectors for $u_{\text{max}} = 0.1$ so as to represent two different scenarios in terms of the signs of the introduced obfuscations per flow. In the first scenario (Figure 7), all power flows that increased due to the contingency without obfuscation have a positive amount of obfuscation, while in the second scenario (Figure 8), there are a few relatively small power flows for which the obfuscation is negative. Power flows that have a negative obfuscation are determined by the obfuscation vector $x^o$, which is unknown to the attacker. Consequently, by just observing $P^{c,O}$, an attacker cannot be certain how much obfuscation is introduced and for which flows the obfuscation is negative. Thus, the fact that there is a thermal capacity violation in the obfuscated system does not imply that it is also the case after de-obfuscation, and thus an attacker that observes a violating contingency based on $P^{c,O}$ cannot be certain that there is a violating contingency in the actual system, according to $P^c$.

6 Conclusion

We proposed an approach to obfuscate information regarding power flows to enable CA in the cloud while allowing the operator to obtain accurate post contingency flows. Our
approach doesn’t introduce any error for CA using a DC model and our numerical results show that the error introduced when using AC models is tolerable. It is subject of our future work to extend the obfuscation algorithm so that it always introduces positive obfuscation to the power flows that increase due to contingency. Furthermore, our future work will include analytically bounding the error introduced by the proposed obfuscation and an analytical characterization of the randomness of the obfuscation vector.
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Abstract

Gray hole attacks are a significant threat to mission critical communication infrastructures, such as industrial control systems. They are relatively easy to perpetrate, as an attacker that has access to communication links or equipment could observe the source and destination addresses for every message, and can identify and discard the messages exchanged between particular communication participants. Anonymity networks could render these attacks more difficult by providing anonymous communication via relaying. Nevertheless, relaying introduces overhead as it increases end-to-end message delivery delay and introduces additional traffic, which both in practice must often be low. Hence, an important question is how to optimize anonymity for limited overhead. In this paper we address this question by studying two anonymity networks: MCrowds, an extension of Crowds, which provides unbounded communication delay and Minstrels, which provides bounded communication delay. We derive exact analytical expressions for the relationship anonymity for these systems. Using MCrowds and Minstrels we show that, contrary to intuition, increased overhead does not always improve anonymity. We investigate the impact of the system’s parameters on anonymity and on the optimal anonymity network parameters, and the sensitivity of anonymity to the misestimation of the number of attackers.

1 Introduction

Many modern industrial systems, such as electric power systems and smart grids, require high communication availability between a fixed set of nodes on a pairwise basis [1, 2]. The nodes can be remote sensors, controllers and operation centers in a centralized wide area monitoring and controlling system, e.g., supervisory control and data acquisition (SCADA)
system, or local operation and control units in a fully distributed monitoring and controlling system e.g., many emerging paradigms in smart grid such as microgrids [3] and distributed state estimation [4, 5]. Cryptography may provide authentication, confidentiality and data integrity for the communication, but source and destination addresses would still be visible to an outside attacker who is able to observe one or more network links. The outside attacker may identify traffic patterns: who is communicating with whom, when and how often. Using this information the attacker can infer the importance of messages, and may perform a targeted message dropping attack, i.e. gray hole attack, on the communication between any two nodes. It may, for example, drop messages carrying important status or control information and cause incorrect system operation, e.g., it can destabilize a modern industrial control system [6, 7, 8].

Gray hole attacks could be mitigated by using anonymity networks that provide relationship anonymity, i.e., make it untraceable who communicates with whom [9], and therefore make targeted message dropping more difficult. Relationship anonymity against an outside attacker can be provided by a set of mixes [10] that relay messages in such a way that an outside attacker cannot link an outgoing message with an incoming message, and therefore ensures sender-receiver unlinkability against an eavesdropper observing communication links. While relaying renders outside attacks more difficult, it introduces the possibility of inside attacks. Due to the often long life-cycles of industrial systems, software corruption is a threat and due to the complexity of the code-base it is hard to detect. Corrupted nodes that are part of the mix network can perform inside attacks to determine the sender-receiver pair for messages that are relayed through them, and perform the gray hole attack. Therefore, certain anonymity networks, such as [11, 12], also provide some level of relationship anonymity against inside attackers by hiding the sender or the receiver from the relay nodes. Unfortunately, good sender (or receiver) anonymity in itself does not necessarily lead to good relationship anonymity [13], hence we focus on relationship anonymity in this paper.

The relationship anonymity provided by anonymity networks comes at the price of increased overhead: end-to-end delivery delay as well as total network traffic are increased due to relaying. Excessive delays can negatively impact the system performance, while increased traffic leads to high resource requirements, so that in practice both have to be kept low. At the same time, the relationship anonymity may be a function of the number of nodes in the system and the number of nodes controlled by the attacker. Since the number of attacker nodes is unknown, finding the optimal level of overhead can be challenging.

We consider an attacker that wants to perform a gray hole attack on the communication between a particular pair of nodes by dropping the messages that they exchange. As we use anonymity networks to defend against such attacks, the attacker first performs traffic analysis, i.e., estimates the likelihood of that a message is exchanged between the targeted pair of nodes, and then decides to drop the message based on the outcome of the analysis (the likelihood). We compare our attack model to a more traditional approach used in many other studies on relationship anonymity, where the attacker aims to classify every observed message with the sole goal of identifying who is communicating with whom, e.g., [11, 12, 14, 13, 15]. The difference between the two models is important in anonymity
networks where the receiver keeps forwarding the message in order to increase overall anonymity. We consider two methods for traffic analysis: the Maximum posteriori method and the Bayesian inference method. According to the Maximum posteriori method the attacker only considers the most likely pairs of nodes as possible sender-receiver pairs for an observed message. According to the Bayesian inference method the attacker considers all pairs of nodes as possible sender-receiver pairs for an observed message.

We consider two anonymity networks that provide relationship anonymity. First, MCrowds, a modification of Crowds [12], which provides anonymity by introducing unbounded message delivery delay. MCrowds provides sender anonymity using the same mechanism as Crowds, which was shown to provide optimal sender anonymity for given average path length [15], but, unlike Crowds, it also hides the receiver among a small subset of anonymity network nodes. Second, Minstrels, which provides relationship anonymity by introducing bounded message delivery delay. Bounding the path length is achieved by limiting the number of visited nodes for each message. We use these two anonymity networks to investigate the inherent trade-off between the introduced overhead and the level of provided relationship anonymity. While intuition says that increased overhead should result in better anonymity, our results show that this is not necessarily the case for either the delay overhead or the traffic overhead. The results also show that larger anonymity networks provide better relationship anonymity for the same ratio of attacker nodes. Moreover, we show that it is in general better to overestimate the number of attacker nodes when choosing the level of overhead.

The rest of the paper is organized as follows. In Section 2, we discuss the related work. Section 3 describes our system model, the attack model, the anonymity metric, and the traffic analysis methods. Section 4 describes the MCrowds and Minstrels anonymity networks. In Section 5, we develop analytical models of the relationship anonymity provided by MCrowds and Minstrels, and we show numerical results based on the models in Section 6. Section 7 concludes the paper.

2 Related Work

Early works on traffic analysis attacks against anonymity networks by an external global attacker considered long term intersection attacks [13, 16, 17]. These attacks exploit the distribution of message destinations to decrease the relationship anonymity by relying on cases when the sender’s anonymity is not beyond suspicion, i.e., the sender is distinguishable from other nodes. Disclosure attacks considered in [18] formulate traffic analysis as an optimization problem, under more general assumptions. More recent works have formulated traffic analysis attacks by an external global adversary in the context of Bayesian inference [13, 19, 20]. These attacks consider that the receiver is outside the anonymity network. In our system the sender and the receiver are part of the anonymity network, and message destinations can have an arbitrary distribution. We use Bayesian inference, but we consider an internal adversary instead of an external global observer.

The relationship between anonymity and traffic overhead was investigated in [21] for
a global adversary. The authors considered an anonymity network in which routes have a fixed length, and padding (i.e., dummy traffic) is sent over links to hide traffic patterns. In our work the overhead is measured in terms of message delivery delay, quantified by the route length, and in terms of additional traffic introduced due to relaying. Furthermore, the adversary cannot observe the global traffic, only traffic traversing compromised nodes. Sender anonymity in the presence of compromised nodes was considered for Crowds [15] and for systems inspired by Crowds [21]. In our work, we consider relationship anonymity instead of sender anonymity, and address the trade-off between anonymity and overhead.

The effects of targeted denial-of-service (DoS) attacks on reliability of various anonymity networks and on relationship anonymity they provide was studied in [22]. The authors considered an attacker in control of a number of relays that deny to forward messages for which they cannot identify the sender-receiver pair, and therefore, causing the sender to keep resending the messages over different paths until either the attacker identifies the sender-receiver pair or no attacker relay is visited. The attack leverages the fact that in the considered anonymity networks the sender or the receiver are distinguishable from the relay nodes, e.g., Tor [14] and Mixminion [23] use dedicated nodes as relays, or the attack requires the receiver to be also compromised in order to be able to identify the sender-receiver pair, e.g., in the case of Cashmere [24]. In our work, we consider a closed system with predetermined nodes that act as senders, receivers and relays for each others’ messages, and therefore, both sender and receiver are not easily distinguishable from relay nodes. Furthermore, as our goal is to protect against gray hole attacks, we consider that the receiver is not compromised.

Related to our work are also studies on DoS attacks [25], particularly DoS attacks in industrial control systems [26, 27, 7, 28, 29]. In [25], the authors present taxonomies for classifying DoS attacks and defenses in any networked system. DoS attacks against industrial control systems can significantly degrade the performance of such systems [27], and even destabilize them, e.g., power systems in [29]. There have been a number of techniques proposed for detection of DoS attacks caused by malicious communication nodes flooding the network with packets to cause congestion [25, 26, 27]. To protect against such attacks, the system can identify the source of the attack, i.e., the flooding node, and filter the traffic coming from the node at the point where the traffic enters the network [25, 26, 27]. In the case of DoS attacks that result in packet loss on links, e.g., due to link jamming or gray hole attacks, the system can optimize the control loop in order to decrease effects of the attacks [7, 28]. In our work, we protect the system against gray hole attacks by using anonymity networks: anonymity networks make the attacker uncertain about the sender-receiver pair for the messages it observes, and therefore, renders the targeted message dropping much more difficult.

3 System model and metrics

We consider an anonymity network that consists of a set $\mathcal{N}$ of nodes, $|\mathcal{N}|$. The nodes act as sources, destinations and as relay nodes for each others’ messages, and do not
send messages to themselves over the anonymity network. The underlying communication
network is a complete graph: messages can be exchanged between any two nodes without
visiting other nodes. We consider that encryption and authentication are done end-to-end
between the sender and the receiver, but the relay nodes do not perform cryptographic
operations on the messages in order to limit their computational burden.

We use \( a \) and \( b \) to denote any two nodes in the network \( (a \in \mathcal{N}, b \in \mathcal{N} \setminus \{a\}) \). We use \((a \rightarrow b)\) to denote a sender-receiver pair, where \( a \) represents the sender, i.e., the node that
originates a particular message, and \( b \) represents the receiver, i.e., the node for which the
message is intended. We denote by \( S = a \) the event that the sender is node \( a \) and by \( R = b \) the event that the receiver is node \( b \).

### 3.1 Attack Model

We consider an inside attacker that is in control of a set \( \mathcal{C} \subset \mathcal{N} \) of compromised nodes. The attacker can observe the messages traversing the nodes in \( \mathcal{C} \) and the protocol specific information contained in the messages. It can make use of the payload of the messages to recognize if the same message visits several compromised nodes. The attacker has an a-priori belief of the system traffic matrix in the form of the distribution \( T(S = a, R = b) \) for every pair of nodes \( (a \rightarrow b) \). Entry \( T(S = a, R = b) \) of the traffic matrix is the message sending rate from \( a \) to \( b \) normalized by the total message rate. For example, the distribution \( T \) could be uniform if the attacker has no a-priori knowledge of the actual traffic matrix. Based on its a-priori belief and based on the information contained in an observed message, the attacker calculates its a-posteriori belief \( B(S = a, R = b) \) for every
message it observes. It uses this belief to perform an attack against the communication
between a targeted sender-receiver pair \( (s \in \mathcal{N}) \), which we refer to as the targeted \( s-r \) pair. We consider the following two attacks against the targeted \( s-r \) pair.

**Classification attack:** The aim of the attacker is to determine if and how often the targeted
\( s-r \) pair communicates, i.e., if and how often \( s \) sends messages to \( r \). For every message it
observes, the attacker classifies that the message belongs to \( (s \rightarrow r) \) with a probability that
is a function of the belief \( B(S = s, R = r) \), i.e., with probability \( g(B(S = s, R = r)) \).

**Gray hole attack:** The aim of the attacker is to perform a gray hole attack on the communication
between the targeted \( s-r \) pair. In principle, the attacker could drop every message that
gets relayed over the nodes \( \mathcal{C} \) it controls to maximize the effect of the attack, but then such
an attack could be detected easier as no message would ever been successfully relayed over
the nodes in \( \mathcal{C} \). Instead, for every message it observes, the attacker decides whether to drop
or to continue relaying the message based on its belief \( B(S = s, R = r) \) that the message is
sent by \( s \) to \( r \). The attacker decides to drop the message with probability \( g(B(S = s, R = r)) \).

For both attacks, the attacker needs to compute the belief \( B(S = s, R = r) \), which is
used as the input to the function \( g() \). However, there is an important difference between
these two attacks in anonymity networks where: (i) the receiver continues forwarding messages in order to improve overall anonymity, or (ii) the receiver receives messages at the same time as a number of other nodes, e.g., the receiver is in a multicast group. In such anonymity networks, the analysis of messages that are observed for the first time after, or
at the same time when, they are received by the receiver benefits the attacker only in the case of classification attack. In the case of gray hole attack, analyzing and dropping these messages would not affect the communication.

3.2 Overhead and Anonymity Metrics

We define four metrics the communication overhead introduced by the anonymity network and the ability of the anonymity network to protect the system against the classification and the gray hole attacks.

*Delay overhead:* We quantify the delay overhead by the average number of nodes $E[K^d]$ that an arbitrary message visits until it reaches (including) the receiver.

*Traffic overhead:* We quantify the traffic overhead by the average number of nodes $E[K^t]$ that a message visits in total. Note that $E[K^d]$ does not equal $E[K^t]$ if the receiver forwards the message further or the anonymity network uses multicast or broadcast.

We consider two metrics that quantify the efficiency of the anonymity network to protect the system against the two attacks: the relationship anonymity, against the attacker whose aim is to classify every message it observes, and the message delivery ratio, against the attacker that aims to perform a gray hole attack.

*Relationship Anonymity:* We quantify the relationship anonymity by the probability that a message that belongs to the targeted $s\rightarrow r$ pair will not be correctly classified to belong to $(s \rightarrow r)$ by the attacker. For a message not intercepted by the attacker, the probability equals 1.

*Message Delivery Ratio:* We quantify the message delivery ratio by the probability that a message that belongs to the targeted $s\rightarrow r$ pair will not be dropped by the attacker before it reaches the receiver, i.e., the probability that it will be successfully delivered. In essence, the message delivery ratio is the average false-negative rate considering that false-negative is 1 for messages not observed by the attacker before the message reaches the receiver. In the rest of this paper, we will refer to the message delivery ratio as the delivery ratio for the sake of brevity.

The relationship anonymity and the delivery ratio depend on three factors. First, on the probability of having an attacker node on the path. In the case of the delivery ratio, the path includes the nodes visited before the message reaches the receiver and it includes the receiver, while in the case of the relationship anonymity, the path includes all nodes that the message visits. Second, on the attacker’s a-posteriori belief $B(S=s, R=r)$ that the message belongs to the targeted $s\rightarrow r$ pair. Third, on the function $g()$. The first two factors are functions of the anonymity protocol, the number of nodes $N$ and the number of inside attacker nodes $C$. The function $g(B(S=s, R=r))$ depends on the method used by the attacker.

3.3 Attack Methods

We consider two attack methods, which define the function $g()$, used by the attacker for the classification and the gray hole attack.
3.3.1 Maximum posteriori method

Using the Maximum Posteriori (MP) method, when the attacker intercepts a message, it uses its belief to populate the set $\mathcal{D} = \{ (a \to b) : B(S = a, R = b) \geq B(S = a', R = b') \}, \forall a, a', b, b' \in \mathcal{N} \setminus \mathcal{C}$ of most likely sender-receiver pairs. If $(s \to r) \in \mathcal{D}$ then the attacker correctly classifies (the relationship anonymity) or correctly drops (the delivery ratio) the message with probability $1/||\mathcal{D}||$. The set $\mathcal{D}$ may be a singleton, $||\mathcal{D}|| = 1$, in which case the relationship anonymity and the delivery ratio are likely to be low, but it may just as well contain all possible sender-receiver pairs, $||\mathcal{D}|| = (N - C) \cdot (N - C - 1)$, which would correspond to perfect relationship anonymity and delivery ratio. Note that some $(a \to b) \in \mathcal{D}$ does not imply that $(a \to b)$ is the actual sender-receiver pair, not even when $||\mathcal{D}|| = 1$. Thus, $g(B(S = s, R = r) = 1/||\mathcal{D}||$ if $(s \to r) \in \mathcal{D}$, and $g(B(S = s, R = r)) = 0$ otherwise.

We denote by $H$ the event when an attacker node observes the message. Note that $H$ happens if any of the following two mutually exclusive events occurs. (i) the message visits an attacker node for the first time before it visits the receiver, we denote this event by $H'$, or (ii) the message does not visit any attacker node before it reaches the receiver, but it visits an attacker node at the same time as the receiver (e.g., multicast or broadcast) or at some point after it visited the receiver (e.g., as a relay after the message leaves the receiver), we denote this event by $H''$. Thus, $H = H' \cup H''$.

We use this notation to express the relationship anonymity under the MP method as

$$A_{MP}(s \to r) = 1 - \frac{P((s \to r) \in \mathcal{D}|H, S = s, R = r)}{||\mathcal{D}||} \cdot P(H|S = s, R = r). \tag{1}$$

The delivery ratio under the MP method $D_{MP}(s \to r)$ can be expressed similarly to $A_{MP}(s \to r)$ in (1), with the difference that only the cases when the message is observed before the receiver are considered, i.e., the event $H'$ is considered instead of the event $H$.

3.3.2 Bayesian inference method

Using the Bayesian Inference (BI) method, $g(B(S = s, R = r)) = B(S = s, R = r)$. Unlike under the MP method, the attacker may drop or classify a message even if $(s \to r)$ is not the most likely sender-receiver pair.

Using the above notation we can express the relationship anonymity under the BI method as

$$A_{BI}(s \to r) = 1 - B(S = s, R = r|H, S = s, R = r) \cdot P(H|S = s, R = r). \tag{2}$$

The delivery ratio under the BI method $D_{BI}(s \to r)$ can be expressed similarly to $A_{BI}(s \to r)$ in (2), with the difference that the event $H'$ is considered instead of the event $H$.

Observe that the attacker may incorrectly classify (to belong to $(s \to r)$) or drop messages for which $S \neq s$ or $R \neq r$: with probability $1/||\mathcal{D}||$ if $(s \to r) \in \mathcal{D}$ under the MP method, or with probability $B(S = s, R = r)$ under the BI method. However, these cases
do not contribute to neither the relationship anonymity nor the delivery ratio; they are considered as false-positive errors and are evaluated as such in Section 6. It is clear that these errors do not affect the communication between the targeted s-r pair, and consequently, do not degrade the probability that messages that belong to \((s \rightarrow r)\) will be successfully delivered, i.e., the delivery ratio. For the classification attack, these errors might mislead the attacker in its goal to determine if the targeted s-r pair is communicating and how often. However, for the sake of comparison to the delivery ratio and for the sake of simplicity of the metric, the relationship anonymity considers only the true positives: the attacker correctly classifies messages that belong to \((s \rightarrow r)\).

4 Anonymity system descriptions

In the following we describe the two considered anonymity networks: MCrowds and Minstrels.

4.1 MCrowds system description

MCrowds is an anonymity network inspired by Crowds [12], which was proven to provide optimal sender anonymity [15]. In MCrowds the sender specifies a set \(M\) of nodes as receiver for a message. The number \(M = ||M||\) of receiver nodes is a system parameter. Nodes specified in the set \(M\) are not used for relaying. For a message to reach its intended receiver \(r\) it must be that \(r \in M\); the other \(M - 1\) nodes are chosen uniformly at random. The sender then relays the message to one of the \(N - M\) nodes (including itself) selected uniformly at random. A relay node relays the message with probability \(p_f\) to one of the \(N - M\) nodes chosen uniformly at random. Note that a node can relay the message to itself, in which case the message does not leave the node. Otherwise, the message is sent as a multicast message to all receiver nodes specified in \(M\) (i.e., with probability \(1 - p_f\)). Upon multicasting, the receiver set is removed from the message. Node \(r\) recognizes that it is the receiver while the other \(M - 1\) nodes discard the message. For \(M = 1\) MCrowds is equivalent to Crowds, except that the receiver node is part of the anonymity network, \(r \in N\). In principle the nodes could use different values of \(M\) and \(p_f\), but to ease the analysis we consider that all nodes use the same parameter values.

4.2 Minstrels system description

Minstrels uses nodes as message relays in the same way as Crowds, but its design ensures that the number of nodes visited by a message is bounded.

When a node \(s\) wants to send a message to a node \(r\) it picks a node uniformly at random among the other \(N - 1\) nodes (excluding \(s\)) and forwards the message. The next node forwards the message to one of the other \(N - 2\) nodes (excluding itself and the sender node \(s\)) chosen uniformly at random. Every subsequent forwarder picks one of the non-visited nodes to forward the message. When node \(r\) receives the message, it will send the message
further in order to improve the receiver anonymity. The path ends when all $N$ nodes have been visited.

The message, or part of it, is encrypted with the receiver’s public key. When a node receives the message, it checks whether it is the receiver by trying to decrypt the encrypted part of the message. If the decrypted part of the message represents valid data, the node is the receiver. Note that a node does not know who the receiver is, but it can check whether it is the receiver itself.

To bound the path length, every message records the set $\mathcal{V}$ of the visited nodes in its header. The set can be implemented, for example, using a Bloom filter, to keep its size small. When a relaying node receives a message, it adds itself to the set $\mathcal{V}$ and relays the message to one of the remaining non-visited nodes. To control the maximum path length (i.e., delay) the sender can initialize the set $\mathcal{V}$ of visited nodes with a number $f \in \{0, \ldots, N-2\}$ of the nodes in the system. These initialized nodes are considered as visited so that the message cannot be relayed to them. A message traverses all nodes except for the initialized nodes in the set $\mathcal{V}$ and hence the sender must not include the receiver in the set $\mathcal{V}$. The sender picks the number of initialized nodes at random: it initializes the set with $f$ nodes with probability $P(F = f)$, where $\sum_{f=0}^{N-2} P(F = f) = 1$. For $f = 0$ the set is empty, for $f = 1$ the set is initialized only with the sender and for $f > 1$ the set is initialized with the sender and $f-1$ other nodes. Note that for $f > 0$, the sender always includes itself in the set. The distribution of $F$ is a system parameter, and we use it to explore the anonymity-overhead trade-off. In principle the nodes could use different distributions for $F$, but again, to ease the analysis we consider that all nodes use the same distribution.

Fig. 1 shows two simple examples with five nodes, node A as sender and node D as receiver. Fig. 1 (left) shows a case when the set $\mathcal{V}$ is initialized with the sender node A and the message is forwarded to node C. Node C checks if it is the receiver, puts itself in the set and chooses the next hop uniformly at random among nodes (B,D,E). The next hop, node D, follows the same procedure with only two forwarding options (B,E). Fig. 1 (right) shows another case when the set $\mathcal{V}$ is initialized with the sender and node C, and the message is forwarded to node B. Node B adds itself to the set and decides to which of the remaining nodes (D,E) to forward the message. Node C is considered as already visited.
5 Overhead and Anonymity

In the following we derive expressions for the communication overhead (delay and traffic), for the relationship anonymity and for the delivery ratio provided in face of inside attackers by MCrowds and by Minstrels.

5.1 Communication Overhead

We start with calculating the communication overhead of MCrowds and of Minstrels. For MCrowds, the delay overhead $E[K^d]$ and the traffic overhead $E[K^t]$ are functions of the expected value of a geometric distribution with success probability $1 - p_f$, i.e., of the expected number of visited relays excluding the first mandatory relay. The delay overhead equals the expected value plus two more visits, the first mandatory relaying and the last hop to the receiver, and the traffic overhead equals the expected value plus the first mandatory relaying and the multicast messages, i.e.,

$$
E[K^d] = \frac{p_f}{1 - p_f} + 2, \quad \text{and} \quad E[K^t] = \frac{p_f}{1 - p_f} + 1 + M,
$$

respectively.

For Minstrels and for a given number $f$ of initialized nodes in the set $V$, the delay overhead is the average number of visited nodes before and including the receiver, which is uniformly distributed on $\{1, \ldots, N - f\}$. The traffic overhead for given $f$ always equals $N - f$. Thus, the delay overhead and the traffic overhead can be expresses as

$$
E[K^d] = \sum_{f=0}^{N-2} P(F = f) \cdot (N - f + 1)/2, \quad \text{and} \quad E[K^t] = \sum_{f=0}^{N-2} P(F = f) \cdot (N - f).
$$

Observe that for both MCrowds and Minstrels, $E[K^t]$ can be easily calculated from $E[K^d]$, and vice versa, given $M$ and the distribution of $F$.

5.2 The Relationship Anonymity for MCrowds

We start the calculation of the relationship anonymity with expressing the probability of having an attacker node on the path as a relay. This probability depends on the number of receiver nodes $M$, and on the number of attacker nodes in the set $\mathcal{M}$ of receiver nodes.

Number of Initialized Attacker Nodes in the set $\mathcal{M}$

We denote by $c_M$ the number of attacker nodes in the receiver set. $c_M$ is a realization of the random variable $C_M \in \{\max(0, M - (N - C - 1)), \ldots, \min(M - 1, C)\}$. For $M = 1$ there cannot be attacker nodes in the receiver set, only the receiver $r$, and therefore $P(C_M = 0) = 1$. For $M > 1$, the sender selects the other $M - 1$ nodes uniformly at random from $N - 2$
nodes (excluding the sender and the receiver). Thus, once $k$ trusted and $j$ attacker nodes have been selected, the next selected node is a trusted node with probability $\frac{N - C - j}{N - 2 - k - j}$, and is an attacker node with probability $\frac{C - j}{N - 2 - k - j}$. Observe that it does not matter in what order the $c_M$ attacker nodes were selected, and thus the probability that there are $c_M$ attacker nodes in the set of receiver nodes is

$$P(C_M = c_M) = \binom{M - 1}{c_M} \prod_{i=2}^{M-c_M}(N - C - k) \prod_{k=0}^{M-1}(C - k) \prod_{k=2}^{N-k}(N - k).$$

(5)

**Attacker Node Occurs as Relay**

Let us denote by $H_i$ the event that the position of the first attacker node is $i$ (it is the $i^{th}$ relay). The event $H_i$ happens if the message is first relayed $i - 1$ times through trusted nodes, i.e., not through attacker nodes in the set $\mathcal{N} \setminus \mathcal{M}$, but the $i^{th}$ relay is an attacker node. Since a message is relayed to one of the $C - c_M$ attacker nodes with probability $\frac{C - c_M}{N - M}$ and the sender must relay the message initially, conditioned on $C_M = c_M$ we have

$$P(H_i|C_M, S = a, R = b) = \frac{C - c_M}{N - M} p_j^{i-1} \left(1 - \frac{C - c_M}{N - M}\right)^{(i-1)}.$$  

(6)

for $a \in \mathcal{N} \setminus \left(\mathcal{C} \cup \mathcal{M}\right)$ and $b \in \mathcal{M} \setminus \mathcal{C}$. Note that for brevity we use $c_M$ to denote the condition $C_M = c_M$ in (6) and henceforth. If the message is again relayed over an attacker node on any position after $i$, the attacker does not gain any additional information about the sender-receiver pair $(s, r)$ of the message: any node from the set $\mathcal{N} \setminus \mathcal{M}$ is equally likely to be used as a relay, and the receiver is still one of the nodes in $\mathcal{M}$. Hence, the probability assigned to the sender-receiver pair does not change. Thus, it is enough to focus on the position of the first attacker node on the path. Let us now denote by $H_{i+}$ the event that there is an attacker on the path as a relay. Observe that for MCrowds, the event $H_{i+}$ is the same as the event $H_i$. The event $H_{i+}$ happens if the event $H_i$ happens for any $i > 0$. Note that the events $H_i \forall i$ are mutually exclusive. Therefore, conditioned on $C_M = c_M$, the event $H_{i+}$ happens with probability

$$P(H_{i+}|C_M, S = a, R = b) = \sum_{i=1}^{\infty} P(H_i|C_M, S = a, R = b) = \frac{C - c_M}{N - M - p_j(N - C - M + c_M)}.$$  

(7)

This expression is obtained using the same approach as in [12], but considering that the number of attacker nodes is $C - c_M$ and that the total number or relaying nodes is $N - M$. We omit the derivation for brevity.

**Predecessor Node**

Consider now that there is an attacker on the path as a relay. When the first attacker node on the path gets the message, the attacker knows the nodes in the set $\mathcal{M}$, the number of attacker nodes $c_M$ in the set, and the node that the message is received from, i.e., the predecessor $p$. Let us denote by $\tilde{I}_a$ the event that the predecessor is node $a$ ($p = a$), and by $\bar{I}_a$ the event that the predecessor is not node $a$ ($p \neq a$).
If $H_1$ happens and thus the attacker node is on position $i = 1$, then the sender of the message is the predecessor and the event $I_a$ happens if $a$ is the sender. Otherwise, if $H_{i+1}$ happens, i.e., the attacker is at position $i > 1$, we have to distinguish two cases. If $S = a$ then any trusted node from the set $\mathcal{N} \setminus \mathcal{M}$ is equally likely to be the predecessor, and we have

$$P(I_a | H_{i+1}, c_M, S = a, R = b) = \frac{1}{N-C-|M|+C_M}$$

for any $b \in \mathcal{N} \setminus \mathcal{E}$ and $b \neq a$. If $S = s$ then $I_a$ for $a \neq s$ can only happen if $a \notin \mathcal{M}$, but any $a \notin \mathcal{M}$ is equally likely to be the predecessor. The event $a \notin \mathcal{M}$ conditioned on $S = s (a \neq s)$ happens with probability $P(a \notin \mathcal{M}| c_M, S = s, R = b) = \frac{N-C-|M|+C_M}{N-C-|M|+2C_M}$, for any $b \in \mathcal{N} \setminus \mathcal{E}$ and $b \notin \{s, a\}$. Thus, $P(I_a | H_{i+1}, c_M, S = s, R = b) = P(a \notin \mathcal{M}| c_M, S = s, R = b)$. Putting it all together, the event $I_a$ conditioned on $H_{i+1}$ and $S = a$ ($s \neq a$) happens with probability

$$P(I_a | H_{i+1}, c_M, S = a, R = b) = P(H_1 | c_M, S = a, R = b) + P(I_a | H_{i+1}, c_M, S = a, R = b) \cdot P(H_{i+1} | c_M, S = a, R = b), \quad (8)$$

and for $S = s$ with probability

$$P(I_a | H_{i+1}, c_M, S = s, R = b) = P(I_a | H_{i+1}, c_M, S = s, R = b) \cdot P(H_{i+1} | c_M, S = s, R = b). \quad (9)$$

### Anonymity with Attacker as Relay

Let us now consider the case when node $s$ sends a message and the attacker appears as a relay, i.e., the events $S = s$ and $H_{i+1}$ happen. If node $s$ is the predecessor ($I_s$) then the attacker’s belief that node $s$ is the sender of the message is

$$B(S = s | I_s, H_{i+1}, c_M, S = s, R = b) = \frac{\sum_b P(I_s, H_{i+1}, c_M | S = s, R = b) \cdot T(S = s, R = b)}{\sum_{(a,b)} P(I_s, H_{i+1}, c_M | S = a, R = b) \cdot T(S = a, R = b)}, \quad (10)$$

where $a \in \mathcal{N} \setminus (\mathcal{M} \cup \mathcal{E})$ and $b \in \mathcal{M} \setminus \mathcal{E}$. Recall that $T(S = a, R = b)$ is the attacker’s a-priori belief of the traffic matrix, which it uses as the probability that node $a$ sends a message to node $b$. The attacker’s belief $B(S = s | I_s, H_{i+1}, c_M, S = s, R = b)$ that node $s$ is the sender when node $s$ is not the predecessor ($I_s$) can be expressed in a similar way.

Based on the above, a relaying attacker’s belief that node $s$ is the sender, given $S = s$, $H_{i+1}$ and $c_M = c_M$, is

$$B(S = s | I_s, H_{i+1}, c_M, S = s, R = b) = B(S = s | I_s, H_{i+1}, c_M, S = s, R = b)P(I_s | H_{i+1}, c_M, S = s, R = b) + B(S = s | I_s, H_{i+1}, c_M, S = s, R = b)P(I_s | H_{i+1}, c_M, S = s, R = b). \quad (11)$$

The attacker’s belief that node $r$ is the receiver equals $B(R = r | H_{i+1}, c_M, S = s, R = r) = \frac{1}{N-C-|M|}$. Note that the events are conditionally independent since the receiver is one of the trusted nodes in $\mathcal{M}$, and the sender is one of the trusted nodes in $\mathcal{N} \setminus \mathcal{M}$. Hence, the attacker’s belief that the targeted $s$-$r$ pair is the sender-receiver pair is the product of the two beliefs.
Anonymity with no Attacker as Relay

Let us now consider the case when there is no attacker on the path. We denote by $\mathcal{P}_1$ the event that a message does not visit any attacker node as a relay, the complement event of $H_1$. If $\mathcal{P}_1$ and $C_M = 0$ happen then the attacker does not observe the message. Otherwise, if $\mathcal{P}_1$ happens but $C_M > 0$ then the attacker nodes in the receiver set $\mathcal{M}$ get the multicast message from the last relay node (the one that decides to send the message to the receivers with probability $1 - p_f$). If the events $\mathcal{P}_1$ and $C_M > 0$ happen, that corresponds to the event $H^\mu$. Observe that any trusted node from the set $\mathcal{N} \setminus \mathcal{M}$ is equally likely to be the last relay (the predecessor), and therefore for $H^\mu$ we have $\forall (a \rightarrow b)$

$$P(I_s|H^\mu, S = a, R = b) = P(I_s|H_2, C_M, S = a, R = b)$$

Consequently, given $H^\mu$, and $I_s$ or $I_r$, the probability that the attacker assigns to node $s$ being the sender can be expressed similar to (10). Finally, the attacker’s belief $B(S = s|H^\mu, S = s, R = b)$ that node $s$ is the sender, given $S = s$ and $H^\mu$, can be expressed using the law of total probability conditioned on $I_s$ and $I_r$, similar to (11).

Since the last relay node removes the receiver set $\mathcal{M}$ from the message, the receiver is hidden among $N - C - 1$ trusted nodes (it cannot be the last relay). However, the attacker’s belief that node $r$ is the receiver depends on whom the attacker guesses to be the sender. If the attacker believes that the predecessor is the sender, each of the other $N - C - 1$ trusted nodes is equally likely to be the receiver. Therefore, if $I_s$ happens and the attacker assumes $S = s$ then it’s belief that $r$ is the receiver equals $B(R = r|S = s, I_s, H^\mu, S = s, R = r) = \frac{1}{N - C - 1}$. If the attacker believes that the predecessor is not the sender then each of the $N - C - 2$ trusted nodes apart from the predecessor and the sender is equally likely to be the receiver. Thus, if $I_r$ happens and the attacker assumes $S = s$ then the attacker’s belief that node $r$ is the receiver equals $B(R = r|S = s, I_r, H^\mu, S = s, R = r) = \frac{1}{N - C - 2}$. Thus, given $H^\mu$, the attacker’s belief that the targeted $s$-$r$ pair is the sender-receiver pair is

$$B(S = s, R = r|H^\mu, S = s, R = r) =$$

$$\frac{B(S = s|I_s, H^\mu, S = s, R = r)P(I_s|H^\mu, S = s, R = r) +}{N - C - 1}$$

$$\frac{B(S = s|I_r, H^\mu, S = s, R = r)P(I_r|H^\mu, S = s, R = r)}{N - C - 2}.$$ (12)

Tying it all together

We are now ready to express the relationship anonymity under the BI method $A_{BI}(s \rightarrow r)$ using the law of total probability accounting for all possible values of $C_M$, and for all cases when the attacker receives the message, i.e., either $H_1$ ($H'$) or $\mathcal{P}_1 \cup C_M = c_M > 0$ ($H^\mu$),

$$A_{BI}(s \rightarrow r) = 1 - \left( \sum_{c_M} B(S = s, R = r|H_1, C_M, S = s, R = r) \cdot P(H_1|C_M, S = s, R = r) \cdot P(C_M = c_M) + \sum_{c_M \neq 0} B(S = s, R = r|H^\mu, S = s, R = r) \cdot P(\mathcal{P}_1, C_M, S = s, R = r) \cdot P(C_M = c_M) \right).$$ (13)
In order to calculate the relationship anonymity $A_{MP}(s \rightarrow r)$ under the MP method, we need to determine the probability that the sender-receiver pair $(s \rightarrow r)$ is one of the most likely sender-receiver pairs, i.e., $(s \rightarrow r) \in \mathcal{Q}$. This can be easily done for an arbitrary traffic matrix $T$ given particular events, e.g., $I_b$ and $H_{1+}$. In the special case when the attacker’s a-priori belief is that the traffic matrix is homogeneous, all pairs $(a \rightarrow b)$ of trusted nodes are equally likely to be the sender-receiver pair. Hence, if either $H_{1+}$ or $H_{nr}$ happens, then the predecessor is the sole most likely sender. Therefore, $(s \rightarrow r) \in \mathcal{Q}$ only if $I_b$ happens, and in this case every trusted node in the receiver set $\mathcal{M}$ is equally likely to be the receiver, thus $||\mathcal{Q}|| = M - c_M$.

5.3 Delivery Ratio for MCrowds
The analysis of the delivery ratio differs from the analysis of the relationship anonymity only in that it considers only the event $H'$, i.e., $H_{1+}$, instead of both $H'$ and $H_{nr}$. Thus, the delivery ratio $D_{BI}(s \rightarrow r)$ under the $BI$ method can be expressed as

$$D_{BI}(s \rightarrow r) = 1 - \sum_{c_M} B(S = s, R = r | H_{1+}, c_M, S = s, R = r) \cdot P(H_{1+} | c_M, S = s, R = r) \cdot P(C_M = c_M)$$

In order to calculate the delivery ratio $D_{MP}(s \rightarrow r)$ under the MP method, we need to determine the probability $(s \rightarrow r) \in \mathcal{Q}$, and that can be done as in the case of $A_{MP}(s \rightarrow r)$ but not considering the event $H_{nr}$.

5.4 Relationship Anonymity and Delivery Ratio for Minstrels
When the first attacker node on the path gets the message, the attacker knows the number $c_F$ of attacker nodes that the set of visited nodes was initialized with by the sender. $c_F$ is a realization of the random variable $C_F$, whose distribution depends on the number $f$ of initialized nodes in the set of visited nodes, $\mathcal{V}$.

In Minstrels the attacker’s belief that the targeted $s$-$r$ pair is the sender-receiver pair does not only depend on the node that the message is received from, i.e., the predecessor $p$, but also on the contents of the set $\mathcal{V}$ of visited nodes that the message carries. Consequently, the attacker distinguishes between three disjoint sets of nodes: the predecessor node $\{p\}$, nodes in the set of visited nodes except the predecessor $\mathcal{V} \setminus \{p\}$, and nodes not in the set of visited nodes $\mathcal{V} \cup \{p\}$. These sets form a partition of the set of all nodes in the system, and trusted nodes belonging to the same set are equally likely to be the sender (and the receiver). As a shorthand for the universe of distinguishable events we use the notation $\Omega_s = \{s = p, s \in \mathcal{V} \setminus \{p\}, s \in \mathcal{V} \cup \{p\}\}$, where, for example, $s = p$ is the event that the predecessor is the sender. Similarly, we define $\Omega_r = \{r = p, r \in \mathcal{V} \setminus \{p\}, r \in \mathcal{V} \cup \{p\}\}$ for the distinguishable events regarding the receiver. For the delivery ratio, only the cases when the message has not yet reached the receiver need to be considered, i.e., only the
event \( r \in \mathcal{V} \cup \{p\} \) from \( \Omega_r \) as that corresponds to the event \( H' \). When it comes to the relationship anonymity, all cases in \( \Omega_r \) need to be considered.

If the message visits multiple attacker nodes on its path then the attacker can identify the nodes that were visited between the different attacker nodes. However, since any node that has not been visited yet is equally likely to be visited by the message, the attacker does not gain additional information that it could use to assign higher probability to the sender-receiver pair \( (s \rightarrow r) \). Hence, it is enough to consider the first attacker node on the path that gets the message.

Given the information on \( \mathcal{V} \), \( c_F \), and \( p \) available to the attacker, we can use the law of total probability to expand (1) and (2) conditional on the size \( ||\mathcal{V}|| = v \) of the set of visited nodes, \( \omega_s \in \Omega_s, \omega_r \in \Omega_r \), and \( C_F = c_F \) to express the relationship anonymity as

\[
A_{BI}(s \rightarrow r) = 1 - \sum_{c_F} \sum_{v} \sum_{\omega_s} \sum_{\omega_r} B(S = s, R = r|\omega_s, \omega_r, c_F, H_1, v; S = s, R = r) \cdot P(\omega_s, \omega_r, c_F, H_1, v|S = s, R = r), \tag{15}
\]

\[
A_{MP}(s \rightarrow r) = 1 - \sum_{c_F} \sum_{v} \sum_{\omega_s} \sum_{\omega_r} \frac{P((s \rightarrow r) \in \mathcal{V} \cup \{p\}; \omega_s, \omega_r, c_F, H_1, v; S = s, R = r)}{||\mathcal{V}||} \cdot P(\omega_s, \omega_r, c_F, H_1, v|S = s, R = r). \tag{16}
\]

Similarly, we can expand (1) and (2) conditional on \( ||\mathcal{V}|| = v \), \( \omega_s \in \Omega_s \), and \( C_F = c_F \) to express the delivery ratio as

\[
D_{BI}(s \rightarrow r) = 1 - \sum_{c_F} \sum_{v} \sum_{\omega_s} B(S = s, R = r|r \in \mathcal{V} \cup \{p\}; \omega_s, c_F, H_1, v; S = s, R = r) \cdot P(r \in \mathcal{V} \cup \{p\}; \omega_s, c_F, H_1, v|S = s, R = r), \tag{19}
\]

\[
D_{MP}(s \rightarrow r) = 1 - \sum_{c_F} \sum_{v} \sum_{\omega_s} \frac{P((s \rightarrow r) \in \mathcal{V} \cup \{p\}; \omega_s, c_F, H_1, v; S = s, R = r)}{||\mathcal{V}||} \cdot P(r \in \mathcal{V} \cup \{p\}; \omega_s, c_F, H_1, v|S = s, R = r). \tag{20}
\]

Observe that the probabilities (19-22) are just special cases of (15-18), respectively, and we treat them like that in the rest of this paper. Note that the eq. (16) and (18) are the probability that a message that belongs to \((s \rightarrow r)\) is received by an attacker node and carries particular information. The numerator in (17) corresponds to the probability that the sender-receiver pair \((s \rightarrow r)\) is \( \in \mathcal{V} \).
The key to calculate both the relationship anonymity and the delivery ratio is to calculate the attacker’s belief that the targeted s-r pair is the sender-receiver pair in (15), for which we have to rely on the information available to the attacker upon receiving a message. A message contains the information (||v|| = v, \(\omega_0 \in \Omega_v\), \(\omega_0 \in \Omega_v\), and \(C_F = c_F\)), and based on these the attacker would compute the probability that \((s, r)\) is the sender-receiver pair as

\[
B(S = s, R = r|\omega_0, \omega_0, c_F, H_t, v) = \frac{P(\omega_0, \omega_0, v, c_F, H_t|S = s, R = r) \cdot T(S = s, R = r)}{\sum_{(a, b)} P(\omega_0, \omega_0, v, c_F, H_t|S(a), R(b)) \cdot T(S(a), R(b))}
\]

where the summation in the denominator is over all possible non-attacker sender-receiver pairs \((a \rightarrow b)\). \(T(S(a), R(b))\) is the a-priori probability that node \(a\) sends a message to node \(b\), i.e., the attacker’s a-priori belief of the traffic matrix. In the special case when the attacker’s a-priori belief is that the traffic matrix is homogeneous, \(T(S(a), R(b)) = \frac{1}{N^C(N-C)^2}\) for all \((a \rightarrow b)\), and these probabilities cancel out each other in (23). In what follows we compute the probabilities in (23).

**Number of Initialized Attacker Nodes**

Before we turn to the calculation of the probability \(P(\omega_0, \omega_0, v, c_F, H_t|S = s, R = r)\) we introduce the notation \(H(v, c_F|F = f)\) for the joint event \(||v|| = v, H_t, \) and \(C_F = c_F\) for a given number of initialized nodes \(f\). Clearly, \(v \geq f\). The probability of this event can be expressed as

\[
P(H(v, c_F|F = f)) = \frac{C^{C}}{N^{C^2}} P(C_F = 0|F = f) \prod_{v = 1}^{N-C-1} \frac{C}{N^{C^2}} \prod_{v = 1}^{N-C-2} \frac{N-C}{N^{C^2}} \prod_{v = 1}^{N-C-1} \frac{N-C}{N^{C^2}} \prod_{v = 1}^{N-C-2} \frac{N-C}{N^{C^2}}
\]

where \(P(C_F|F = f)\) is the probability that the set of visited nodes is initialized with \(c_F\) attacker nodes, given that it is initialized with \(f\) nodes by the sender. Due to the rules of initialization in Minstels, \(c_F \in \{\max(0, f - 1 - (N - 2 - C)), \min(f - 1, C)\}\). For \(F = 0\) and \(F = 1\) there cannot be any initialized attackers, hence \(P(C_F = 0|F \in \{0, 1\}) = 1\) and \(P(C_F > 0|F \in \{0, 1\}) = 0\). For \(f > 1\) we have

\[
P(C_F|F = f) = \left(\frac{f - 1}{c_F}\right) \frac{\prod_{k=2}^{f-c_F} (N-C-k) \prod_{k=0}^{f-1} (C-k)}{\prod_{k=2}^{f} (N-k)}
\]

**Visited nodes and the Predecessor**

We now turn to the calculation of the probability \(P(\omega_0, \omega_0, v, c_F, H_t|S = s, R = r)\), i.e., the probability that the attacker would receive a particular message sent by \(s\) to \(r\). If the sender is the predecessor \((s = p)\) the receiver cannot be the predecessor, hence \(P(r = p, s = p, v, c_F, H_t|S = s, R = r) = 0\). For the rest of the cases we show the probabilities in a tabular form to improve readability.
Corresponding probability, i.e., the probability that the sender initializes the message with the receiver, but then the receiver would never receive the message. The corresponding probabilities for the remaining cases for \( s = 0 \) are shown in Table 2 and Table 3 in the Appendix.

For \( ||Y|| = 0 \) or \( ||Y|| = 1 \) there can be no attackers in the set of visited nodes (when received by the first attacker), because if the sender initializes the set of visited nodes with \( f > 0 \) nodes, it has to include itself in the set. Hence, for \( ||Y|| = 0 \) and \( ||Y|| = 1 \) we have \( C_F > 0 \) with probability 0. Furthermore, for \( ||Y|| = 0 \) the sender must be the predecessor (\( s = p \)) and the receiver cannot be in the set of visited nodes (\( r \in \bar{V} \cup \{ p \} \)). Every other tuple in \( \{(\omega_1, \omega_2) : \omega_1 \in \Omega, \omega_2 \in \Omega_r \} \) has probability 0. The first row of Table 1 shows the corresponding probability, i.e., the probability that the sender initializes the message with an empty set, and chooses the attacker as next hop. For \( ||Y|| = 1 \) the sender and the receiver cannot both be in the set of visited nodes. Furthermore, if the sender or the receiver is in the set of visited nodes, it must be the predecessor, hence \( s \in \bar{V} \setminus \{ p \} \) and \( r \in \bar{V} \setminus \{ p \} \) have probability 0. The probabilities for the remaining cases for \( ||Y|| = 1 \) are shown in Table 1. As an example, the third row in the table is the probability that the sender initializes the set empty, forwards the message to the receiver, which then forwards the message to the attacker.

For \( ||Y|| > 1 \) there may or may not be attackers in the set of initialized nodes. When there are attackers in the set of initialized nodes (\( C_F > 0 \)), the sender has to be in the set of visited nodes. Furthermore, if the sender is the predecessor (\( s = p \)) then the receiver cannot be in the set of visited nodes (\( r \in \bar{V} \setminus \{ p \} \)), because this could only happen if the sender had initialized the set of visited nodes with the receiver, but then the receiver would never receive the message. The corresponding probabilities for \( ||Y|| > 1 \) are shown in Table 2 and Table 3 in the Appendix.

We already calculated the numerator of (23), so in order to finish our calculations we only have to express \( P(\omega_1, \omega_2, v, c_F, H_{1+}|S(a), R(b)) \) and only for the cases when the numerator of (23) is non-zero, and when \( a \neq s \) or \( b \neq r \).

The attacker can receive a message with an empty set of visited nodes (\( ||Y|| = 0, C_F = 0 \)) only if the sender is the predecessor, hence, \( P(\omega_1, \omega_2, ||Y|| = 0, C_F = 0, H_{1+}|S(a), R(b)) > 0 \) only for \( a = s \). Nevertheless, the receiver of the message can be any trusted node \( b \neq s \) (we use \( \forall b \) as a shorthand notation). The corresponding probability \( P(\Omega, \Omega_r, ||Y|| = 0, C_F = 0, H_{1+}|S = a, R = b) \) is given in Table 4 in the Appendix.

The attacker can receive a message with only one node in the set of visited nodes (\( ||Y|| = 1 \)), in which case the node in the set is the predecessor. The set could have been sent by the predecessor (\( a = p \)) or by a node not in the set (\( a \in \bar{V} \cup \{ p \} \)), but in either case there cannot be any attacker node initialized in the set (\( C_F = 0 \)). The receiver could be
any other node ($\forall b$). The probability of receiving such a message $P(\Omega_s, \Omega_r, ||Y|| = 1, C_F = 0, S = a, R = b)$ is given in Table 5 in the Appendix.

The probabilities for $||Y|| > 1$ can be obtained following a similar reasoning. In order to maintain the readability of the paper we describe the probabilities in the Appendix.

5.5 Upper Bounds

In order to have a better understanding of the relationship anonymity and the delivery ratio provided by the described anonymity networks, we define the upper bound for the relationship anonymity and the upper bound for the delivery ratio. To obtain the upper bounds, we consider that whenever the attacker intercepts a message, it assumes that any trusted pair of nodes is equally likely to be the sender-receiver pair with belief $B(S = s, R = r | H_1^{+}, S = s, R = r) = \frac{1}{(N-C)(N-C-1)}$.

6 Numerical Results

In the following, we first use the analytical results to investigate the relationship anonymity-overhead trade-off provided by MCrowds and by Minstrels. We then show simulation results that confirm the analytical results.

6.1 Relationship anonymity-overhead trade off

We use the analytical results developed in Section 5 to explore the trade-off between relationship anonymity and overhead, and between delivery ratio and overhead for MCrowds and for Minstrels. For MCrowds we use a relaying probability $p_f \in (0,1)$ and $M \in \{1, \ldots, N-2\}$, and for Minstrels we use various uniform, binomial, and triangular distributions to choose the number $F$ of initialized nodes. The attacker’s a-priory belief is that the traffic matrix is homogeneous.

Fig. 2 and Fig. 3 show the delivery ratio and the relationship anonymity, respectively, as a function of the expected delay overhead ($E[K_d]$) for $C = 1$ attacker node in a system of
$N = 10$ nodes. An expected delay overhead of $E[K^d] = 2$ corresponds to one relay visited before the receiver on average, while $E[K^d] = (N + 1)/2$ is the maximum expected delay overhead for Minstrels which happens when the list is always initialized empty $F = 0$. The upper bounds are obtained by finding the distribution of $F$ for Minstrels, and the receiver set size $M$ for MCrowds, that results in the lowest $P(H_1+|S = s, R = r)$ for a given overhead.

One would expect that higher delay overhead always provides better relationship anonymity and delivery ratio, but surprisingly this is not the case. A further increase of the delay overhead (more relaying) can have a negative effect on both the delivery ratio and the relationship anonymity under the considered traffic analysis methods for both anonymity networks. The reason is that as the expected number of relays increases, the probability $P(H_1+|S = s, R = r)$ of having an attacker node on the path increases faster than the certainty of the attacker about the identity of the sender-receiver pair decreases. Interestingly, for MCrowds and the MP method increased overhead almost always results in worse relationship anonymity. We also observe that the delivery ratio is larger or equal than the relationship anonymity.

Observe that in Fig. 2 for $M = 8$, the MP method and the BI method result in the same delivery ratio. That happens due to the fact that for $M = N - 2$, the delivery ratio is affected only in the cases when the only relay is in fact the attacker node, which consequently is completely certain in the sender of the message while the receiver stays perfectly hidden among the rest of the nodes. Hence, $B(S = s, R = r)$ under the BI method equal 0 for all $(s \rightarrow r) \notin \mathcal{D}$, and therefore $D_{MP}(s \rightarrow r) = D_{BI}(s \rightarrow r)$ in the cases when $M = N - 2$.

The results suggest that MCrowds performs better for larger values of the receiver set size $M$. However, this may not be necessarily the case as a larger $M$ hides the receiver better but, at the same time, exposes more the sender because there are fewer potential relays. Hence there should be an optimal receiver set size $M$. Fig. 4 shows the optimal value of $M$ as a function of the number $N$ of nodes in the system. The optimal receiver set size $M$ increases with the number of nodes in the system. In the case of the delivery ratio ($D_{MP}(s \rightarrow r)$ and $D_{BI}(s \rightarrow r)$), the optimal $M$ equals the largest possible value $(N - 2)$ as that value minimizes the probability of having the attacker node as a relay and the multicast messages are not accounted in the analysis. However, in the case of the relationship anonymity,
the multicast messages are accounted and the optimal $M$ is found as a result of the trade-off between the probability of having the attacker as a relay and the anonymity against a non-relaying attacker that receives the multicast messages. Thus, the optimal $M$ for the relationship anonymity is always lower than for the delivery ratio. The values of $M > 1$ used in Fig. 2 and Fig. 3 are in fact optimal for $N = 10$ and $C = 1$.

Fig. 5 shows the optimal receiver set size $M$ as a function of the ratio $\frac{C}{N}$ of attacker nodes in the system. The optimal value of $M$ for the delivery ratio is always the largest possible ($M = N - 2$) regardless of the number of attacker nodes $C$ in the system, and the method used. In the case of the relationship anonymity, the optimal value of $M$ is a non-decreasing function of the ratio of attacker nodes. For a given ratio of attacker nodes the optimal receiver set size $M$ for the MP method is always greater than or equal to the optimal $M$ for the BI method (they completely overlap for $N = 10$), but they always have the same maximum value, which is equal to the optimal $M$ for the delivery ratio. As the system gets larger, the highest optimal value of $M$ for the MP method and for the BI method is reached at higher values of the ratio of attacker nodes. Hence, with more attacker nodes in the system it is better to increase the receiver set size $M$ if it is lower than the highest optimal value.

Fig. 6 and Fig. 7 show the optimal delay overhead and the optimal traffic overhead (where the delivery ratio or the relationship anonymity is the highest) as a function of the ratio of attacker nodes ($\frac{C}{N}$), respectively. For Minstrels, the optimal delay overhead and the optimal traffic overhead are the same for the delivery and for the relationship anonymity. The optimal delay overhead and the optimal traffic overhead for the BI method increase with the system size $N$ and the ratio $\frac{C}{N}$ and they are lower than the optimal delay overhead and the optimal traffic overhead for the MP method, respectively. Under the MP method, the optimal values of delay and traffic overheads equal their maximum values $E[K^d] = (N + 1)/2$ and $E[K^t] = N$ except for $N = 10$ and $\frac{C}{N} = 0.1$.

For MCrowds, the optimal overhead values are always the smallest ($E[K^d] = 2$ and $E[K^t] = N - 1$) for the delivery ratio as the minimum relaying and maximum $M = N - 2$ achieve the best ($D_{MP}(s \rightarrow r)$ and $D_{BI}(s \rightarrow r)$). In the case of the relationship anonymity, the optimal overhead values for both the BI method and the MP method increase with the
system size $N$. For a given ratio of attacker nodes $\frac{C}{N}$ the optimal overhead values for the BI method are greater than or equal to the optimal overhead values for the MP method. It is interesting to note that for the considered system sizes $N$ the optimal delay overhead is upper bounded by the maximum Minstrels delay overhead, and the optimal traffic overhead rarely exceeds the maximum Minstrels traffic overhead.

Fig. 8 shows the relationship anonymity and the delivery ratio at the optimal overhead as a function of the ratio of attacker nodes ($\frac{C}{N}$). As the ratio of attacker nodes increases, the relationship anonymity and the delivery ratio monotonically decrease. However, for larger systems the relationship anonymity and the delivery ratio are higher for the same ratio of attacker nodes. Consequently, with an increase in the system size the attacker needs to corrupt more than proportional number of nodes in order to achieve the same values of the relationship anonymity and the delivery ratio. Hence, both for Minstrels and for MCrowds, it is always beneficial to have more nodes in the network for the same ratio of attacker nodes $\frac{C}{N}$. Furthermore, the results show that both relationship anonymity and the delivery ratio are lower under the MP method than under the BI method, i.e., for the attacker it is always better to use the MP traffic analysis method than the BI traffic analysis method.

In practice the ratio of the attacker nodes is not known by the system designer, hence the anonymity network must be inevitably optimized for an unknown parameter. In Fig. 9 we investigate the sensitivity of the relationship anonymity and of the delivery ratio under the MP method to misestimating the ratio of attacker nodes for MCrowds. The expected overhead is selected to be optimal for various ratios of attacker nodes, from $\frac{C}{N} = 0.1$ to $\frac{C}{N} = 0.9$. Interestingly, both the relationship anonymity and the delivery ratio are less sensitive to the actual ratio of attacker nodes when the anonymity network is optimized for a higher ratio of attacker nodes. The anonymity network optimized for a lower ratio of attacker nodes performs worse for higher $\frac{C}{N}$ ratios than the anonymity network optimized for a higher ratio of attacker nodes for lower $\frac{C}{N}$ ratios. Therefore, it is better to optimize the anonymity network for a higher ratio of attacker nodes than the actual ratio. We observed similar behavior for bigger system sizes $N$ and the BI method.

The presented results lead us to the following interesting conclusions. First, best re-
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Figure 10: Sender and receiver anonymity vs. relationship anonymity under the MP method for MCrowds.

The relationship anonymity and best delivery ratio might not be achieved at the highest possible overhead. The optimal overhead depends on the anonymity network, traffic analysis method, system size, and the number of attacker nodes. Second, for an attacker it is always better to use the Maximum posteriori method than the Bayesian inference method for traffic analysis in case of the MCrowds and the Minstrels anonymity networks. Third, MCrowds and Minstrels can achieve better relationship anonymity and delivery ratio in bigger systems, but at the price of higher overhead. Fourth, when the number of attacker nodes is unknown MCrowds and Minstrels are less sensitive if they are optimized for a high ratio of attacker nodes. Finally, for MCrowds it always beneficial to have more than one node specified as the receiver of the message (\(M > 1\)).

6.2 Trade off between Relationship Anonymity and Sender-Receiver Anonymity

In the following, we explore the trade off between the relationship anonymity and the sender or receiver anonymity in order to justify our approach to consider the relationship anonymity instead of the sender and the receiver anonymity separately. We quantify the sender (receiver) anonymity similarly to the relationship anonymity: the probability that a message sent from \(s\) (sent to \(r\)) is correctly classified when \(s\) (\(r\)) is the targeted sender (receiver).

Fig. 10 shows the trade-off between the sender or receiver anonymity and the relationship anonymity for a system with \(N = 10\) nodes that uses MCrowds with \(M \in \{1, 3, 5\}\) and \(p_f \in (0.1, 0.9)\). The attacker is in control of one node (\(C = 1\)), and it uses the MP method assuming that \(T(S = a, R = b)\) is uniform. To calculate the sender (receiver) anonymity, we used the analytical results developed in Section 5.2 while assuming that the probability assigned to the receiver (sender) equals to 1. Both sender and receiver anonymity increase with the relationship anonymity as a function of \(p_f\). However, the best relationship anonymity is not achieved together with the best sender or receiver anonymity. The best relationship anonymity is achieved for \(M = 5\), while the best sender anonymity and the best receiver anonymity are achieved for \(M = 1\) and \(M = 3\), respectively. Thus, the results
show that it is better to consider the relationship anonymity instead of the sender and the receiver anonymity separately when optimizing an anonymity network to protect pair-wise communication.

7 Conclusions

In this paper we considered the problem of mitigating gray hole attacks by providing relationship anonymity among a fixed set of nodes. We described two anonymity networks, MCrowds and Minstrels. MCrowds is an extension of Crowds, and provides unbounded path length, while Minstrels provides bounded path length. We considered two attack methods: the Bayesian inference method and the Maximum posteriori method. We found that MCrowds provides better relationship anonymity than Crowds, but in order to provide anonymity to the receiver the sender is more exposed than in Crowds. Moreover, we found that Minstrels provides better relationship anonymity than MCrowds. We used the two anonymity systems to study the trade-off between relationship anonymity and communication overhead, and found that increased overhead does not always lead to improved relationship anonymity. When comparing the two traffic analysis methods, we found that the Maximum posteriori method performs always better. We studied the way relationship anonymity scales with the number of nodes, and observed that relationship anonymity improves with the number of nodes but at the price of higher overhead. Our results also show that in practice anonymity systems should be optimized for a higher number of attackers than expected.
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Appendix

In the following we show calculation of the probabilities introduced in Section 5.4 in Table 2, 3, 4, and 5. Moreover, we describe the probabilities $P(\Omega_r, \Omega_s, \|\mathcal{Y}\|, C_F, H_1| S = a, R = b)$ for $\|\mathcal{Y}\| > 1$.

**Table 2:** $P(\Omega_r, \Omega_s, \|\mathcal{Y}\| > 1, C_F = 0, H_1 | S = s, R = r)$

| $\Omega_r, \Omega_s$ | $P(F = 0)P(H(v, 0|F = 0))\frac{v^1}{(N-C-2)^2}$ |
|----------------------|-----------------------------------------------|
| $s = p, r \in \mathcal{Y} \setminus \{p\}$ | $P(F = 0)P(H(v, 0|F = 0))\frac{v^1}{(N-C-2)^2}$ |
| $s = p, r \in \mathcal{Y} \cup \{p\}$ | $P(F = v)P(H(v, 0|F = v))$ |
| $s = p, r \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}$ | $\sum_{k=0}^{v-1} P(F = k)P(H(v, c_F|F = k))\frac{v^k}{(N-C-c_F-1)^2}$ |
| $s = p, r \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \cup \{p\}$ | $\sum_{k=0}^{v-1} P(F = k)P(H(v, c_F|F = k))\frac{v^k}{(N-C-c_F-1)^2}$ |

**Table 3:** $P(\Omega_r, \Omega_s, \|\mathcal{Y}\| > 1, C_F > 0, H_1 | S = s, R = r)$

| $\Omega_r, \Omega_s$ | $P(F = 0)P(H(v, 0|F = 0))\frac{N-C-v}{(N-C-1)^2}$ |
|----------------------|-----------------------------------------------|
| $s = p, r \in \mathcal{Y} \cup \{p\}$ | $P(F = v)P(H(v, c_F|F = v))$ |
| $s = p, r \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}$ | $\sum_{k=0}^{v-2} P(F = k)P(H(v, c_F|F = k))\frac{v^k}{(N-C-c_F-1)^2}$ |
| $s = p, r \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \cup \{p\}$ | $\sum_{k=0}^{v-2} P(F = k)P(H(v, c_F|F = k))\frac{v^k}{(N-C-c_F-1)^2}$ |

**Table 4:** $P(\Omega_r, \Omega_s, \|\mathcal{Y}\| = 0, C_F = 0, H_1 | S = a, R = b)$

| $\Omega_r, \Omega_s, a, b$ | $P(F = 0)P(H(0, 0|F = 0))$ |
|----------------------|-----------------------------------------------|
| $s = p, r \in \mathcal{Y} \cup \{p\}, a = s, \forall b$ | $P(F = 0)P(H(0, 0|F = 0))$ |

When there are no initialized attackers ($C_F = 0$) the set could have been initialized with $F \in [0..\|\mathcal{Y}\|])$ nodes. Let us first consider the case when node $s$ is the predecessor ($s = p$) and node $r$ is in the set ($r \in \mathcal{Y} \setminus \{p\}$). For any sender-receiver pair $(a, b)$, the prerequisite for this to happen is that node $s$ has to be visited just before the attacker,
Table 5: \( P(\Omega_1, \Omega_2, ||Y|| = 1, C_F = 0, H_{1+}|S = a, R = b) \)

| \( s = p, r \in Y \cup \{p\} \), \( a \neq s \) | \( P(F = 0)P(H(v,0|F = 0)) \frac{v-1}{N-C-1} + P(F = v)P(H(v,0|F = v)) \frac{v-1}{N-C-2} \) |
| --- | --- |
| \( a = r \), \( \forall b \) | \( P(F = 0)P(H(v,0|F = 0)) \frac{v-2}{N-C-1} \) |
| \( a \notin \{s, r\}, b = s \) | \( P(F = 0)P(H(v,0|F = 0)) \frac{1}{N-C-1} + \sum_{k=1}^{v-1} P(F = k)P(H(v,0|F = k)) \frac{1}{N-C-2} \) |
| \( a \notin \{s, r\}, b = r \) | \( P(F = 0)P(H(v,0|F = 1)) \frac{1}{N-C-1} + \sum_{k=1}^{v-2} P(F = k)P(H(v,0|F = k)) \frac{1}{N-C-2} \) |
| \( a \notin \{s, r\}, b \notin \{s, r\} \) | \( P(F = 0)P(H(v,0|F = k)) \frac{v-k-1}{N-C-2}(N-C-k) + \sum_{k=1}^{v-k-1} P(F = k)P(H(v,0|F = k)) \) |

while node \( r \) has to be either initialized or be visited. The corresponding probabilities \( P(s = p, r \in Y \setminus \{p\}, ||Y|| = v > 1, C_F = 0, H_{1+}|S = a, R = b) \) are given in Table 6.

Table 6: \( P(s = p, r \in Y \setminus \{p\}, ||Y|| = v > 1, C_F = 0, H_{1+}|S = a, R = b) \)

<table>
<thead>
<tr>
<th>( a, b )</th>
<th>( a = s, b \neq r )</th>
<th>( a = r, \forall b )</th>
<th>( a \notin {s, r}, b = s )</th>
<th>( a \notin {s, r}, b = r )</th>
<th>( a \notin {s, r}, b \notin {s, r} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a = s, b \neq r )</td>
<td>( P(F = 0)P(H(v,0</td>
<td>F = 0)) \frac{v-1}{(N-C-1)^2} + P(F = v)P(H(v,0</td>
<td>F = v)) \frac{v-1}{N-C-2} )</td>
<td>( P(F = 0)P(H(v,0</td>
<td>F = 0)) \frac{v-2}{N-C-1} )</td>
</tr>
</tbody>
</table>

The case when node \( s \) is the predecessor (\( s = p \)) but node \( r \) is not in the set (\( r \in Y \cup \{p\} \)) is similar to the previous case. The only difference is that node \( r \) has to be neither initialized nor be visited. The probabilities \( P(s = p, r \in Y \cup \{p\}, ||Y|| = v > 1, C_F = 0, H_{1+}|S = a, R = b) \) are given in Table 7.

When we have \( s \in Y \setminus \{p\} \) and \( r = p \), node \( s \) has to be either initialized or be visited, while node \( r \) has to be visited just before the attacker. The probabilities \( P(s \in Y \setminus \{p\}, r = p, ||Y|| = v > 1, C_F = 0, H_{1+}|S = a, R = b) \) are given in Table 8.
For the case when we have $s \in \mathcal{V} \setminus \{p\}$ and $r \in \mathcal{V} \setminus \{p\}$, both nodes $(s, r)$ have to be either initialized or be visited before the message reaches the attacker. The probabilities $P(s \in \mathcal{V} \setminus \{p\}, r \in \mathcal{V} \setminus \{p\}, ||\mathcal{V}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$ are given in Table 9.

For the case when we have $s \in \mathcal{V} \setminus \{p\}$ and $r \in \mathcal{V} \cup \{p\}$, the only difference from

| $a, b$ | $P(s = p, r \in \mathcal{V} \cup \{p\}, ||\mathcal{V}|| = v > 1, C_F = 0, H_{1+} | S = a, R \neq b)$ |
|-------|----------------------------------------------------------------------------------------------------------------------------------|
| $a = s, b \neq r$ | $P(F = 0)P(H(v, 0) | F = 0) \frac{v-1}{(N-C-1)^2}$ \[ \sum_{k=1}^{v-1} P(F = k)P(H(v, 0) | F = k) \frac{v-1}{(N-C-1)\sum_{k=1}^{v-1} P(F = k)P(H(v, 0) | F = k) \frac{v-1}{(N-C-1)^2}} \] |
| $a = r, b \neq r$ | $P(F = 0)P(H(v, 0) | F = 0) \frac{v-1}{(N-C-1)^2}$ \[ \sum_{k=1}^{v-1} P(F = k)P(H(v, 0) | F = k) \frac{v-1}{(N-C-1)\sum_{k=1}^{v-1} P(F = k)P(H(v, 0) | F = k) \frac{v-1}{(N-C-1)^2}} \] |
| $a \notin \{s, r\}, b \notin \{s, r\}$ | $P(F = 0)P(H(v, 0) | F = 0) \frac{1}{(N-C-1)^2} + \frac{(N-C-3)(v-2)}{(N-C-1)^2(N-C-2)}$ |
| $a \notin \{s, r\}, b = r$ | $P(F = 0)P(H(v, 0) | F = 0) \frac{1}{(N-C-1)^2} + \frac{(N-C-3)(v-2)}{(N-C-1)^2(N-C-2)}$ |
| $a \notin \{s, r\}, b = s$ | $P(F = 0)P(H(v, 0) | F = 0) \frac{1}{(N-C-1)^2} + \frac{(N-C-3)(v-2)}{(N-C-1)^2(N-C-2)}$ |

Table 7: $P(s = p, r \in \mathcal{V} \cup \{p\}, ||\mathcal{V}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$
Table 9: $P(s \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}, ||\mathcal{Y}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$

| $a, b$ | 
|---|---|
| $a = s, b = r$ | $P(F = 0)P(H(v, 0|F = 0)) + \frac{(v-2)^2}{(N-C-1)^2}$ |
| $a = r, b = s$ | $+ \sum_{k=1}^{v-2} P(F = k)P(H(v, 0|F = k)) \frac{k-1}{N-C-k}$ |
| $a = s, b \neq r$ | $P(F = 0)P(H(v, 0|F = 0)) + \frac{(v-2)^2}{(N-C-1)^2}$ |
| $a = r, b \neq s$ | $+ \sum_{k=1}^{v-2} P(F = k)P(H(v, 0|F = k)) \frac{k-1}{N-C-k} + \frac{(v-k)(N-C-k)}{(N-C-2)(N-C-k)}$ |
| $a \notin \{s, r\}$, $b \in \{s, r\}, v > 2$ | $P(F = 0)P(H(v, 0|F = 0)) + \frac{(v-2)^2}{(N-C-1)^2}$ |
| $b \notin \{s, r\}$ | $+ \sum_{k=1}^{v-2} P(F = k)P(H(v, 0|F = k)) + \frac{(v-k)(N-C-k)}{(N-C-2)(N-C-k)}$ |


the case above is that node $r$ must not have been initialized or visited. The probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}, ||\mathcal{Y}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$ are given in Table 10.

When we have the opposite case of the above, $s \in \mathcal{Y} \setminus \{p\} \text{ and } r \in \mathcal{Y} \setminus \{p\}$, the same reasoning applies but in this case node $s$ must not have been initialized or visited, and node $r$ has to be either initialized or visited before the message reaches the attacker. The probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}, ||\mathcal{Y}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$ are given in Table 11.

For $s \in \mathcal{Y} \setminus \{p\} \text{ and } r = p$, node $s$ must not have been initialized or visited, while node $r$ has to be visited just before the attacker. The corresponding probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r = p, ||\mathcal{Y}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$ are given in Table 12.

Finally, for the case when neither $s$ nor $r$ are in the set $s \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}$, they must not have been initialized or visited. The probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}, ||\mathcal{Y}|| = v > 1, C_F = 0, H_{1+} | S = a, R = b)$ are given in Table 13.

Until now we considered the cases when there are no initialized attackers in the set of visited nodes ($C_F = 0$). However, the attacker can receive a message with $||\mathcal{Y}|| = v > 1$ visited nodes and with $C_F = c_F > 0$ initialized attackers. In this case the sender node must have initialized the set with $c_F$ attackers. Hence $F \in [c_F + 1..v]$. Let us now consider
different values of $\Omega_s$ and $\Omega_r$. For $s = p$ and $r \in \overline{\mathcal{Y}} \cup \{p\}$, node $s$ has to be visited just before the attacker. At the same time, node $r$ must not have been initialized or visited. The corresponding probabilities $P(s = p, r \in \overline{\mathcal{Y}} \cup \{p\}, ||\mathcal{Y}|| = v > 1, C_F = c_F > 0, H_1 + |S = a, R = b)$ are given in Table 14.

A similar reasoning applies when we have $s \in \mathcal{Y} \setminus \{p\}$ and $r = p$. Node $s$ has to be either initialized or visited, while node $r$ has to appear as the predecessor. The probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r = p, ||\mathcal{Y}|| = v > 1, C_F = c_F > 0, H_1 + |S = a, R = b)$ are given in Table 15.

When nodes $s$ and $r$ are both in the set ($s \in \mathcal{Y} \setminus \{p\}, r \in \overline{\mathcal{Y}} \cup \{p\}$), the sender $a$ must have initialized them or the message must have visited them. The corresponding probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r \in \mathcal{Y} \setminus \{p\}, ||\mathcal{Y}|| = v > 1, C_F = c_F > 0, H_1 + |S = a, R = b)$ are given in Table 16.

For $s \in \mathcal{Y} \setminus \{p\}$ and $r \in \overline{\mathcal{Y}} \cup \{p\}$, the sender $a$ must have initialized node $s$ or the message must have visited it before the attacker received the message. At the same time, node $r$ must not have been initialized or visited. The corresponding probabilities $P(s \in \mathcal{Y} \setminus \{p\}, r \in \overline{\mathcal{Y}} \cup \{p\}, ||\mathcal{Y}|| = v > 1, C_F = c_F > 0, H_1 + |S = a, R = b)$ are given in Table 17.
Table 11: \( P(s \in \mathcal{Y} \cup \{p\}, r \in \mathcal{Y} \setminus \{p\}, \|\mathcal{Y}\| = v > 1, C_F = 0, H_1, |S = a, R = b) \)

<table>
<thead>
<tr>
<th>(a, b)</th>
<th>Equation</th>
</tr>
</thead>
</table>
| \(a = s, \forall b\) | \[ P(F = 0)P(H(v, 0|F = 0))^{(v-1)\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a = r, b = s\) | \[ + \sum_{k=1}^{v-1} P(F = k)P(H(v, 0|F = k)\frac{|N-C-v|}{(N-C-k)^2}) \]
| \(a = r, b = s\) | \[ P(F = 0)P(H(v, 0|F = 0))^{(v-2)\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ + \sum_{k=1}^{v-1} P(F = k)P(H(v, 0|F = k))^{(v-1)\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ (v-1)\frac{|N-C-v|}{(N-C-1)^2} + (N-C-v)(N-C-3)(v-2) \]
| \(a \notin \{s,r\}, b = s\) | \[ + \sum_{k=1}^{v-2} P(F = k)P(H(v, 0|F = k))^{(v-2)\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ (v-1)\frac{|N-C-v|}{(N-C-1)^2} + (N-C-v)(N-C-3)(v-2) \]
| \(a \notin \{s,r\}, b = s\) | \[ + \sum_{k=1}^{v-1} P(F = k)P(H(v, 0|F = k))^{(v-1)\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ (v-1)\frac{|N-C-v|}{(N-C-1)^2} + (N-C-v)(N-C-3)(v-2) \]

Table 12: \( P(s \in \mathcal{Y} \cup \{p\}, r = p, \|\mathcal{Y}\| = v > 1, C_F = 0, H_1, |S = a, R = b) \)

<table>
<thead>
<tr>
<th>(a, b)</th>
<th>Equation</th>
</tr>
</thead>
</table>
| \(a = s, \forall b\) | \[ P(F = 0)P(H(v, 0|F = 0))^{\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a = r, b = s\) | \[ P(F = 0)P(H(v, 0|F = 0))^{\frac{|N-C-v|}{(N-C-1)^2}} + P(F = v)P(H(v, 0|F = v)) \]
| \(a = r, b = s\) | \[ P(F = 0)P(H(v, 0|F = 0))^{\frac{|N-C-v|}{(N-C-1)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ + \sum_{k=1}^{v-1} P(F = k)P(H(v, 0|F = k))^{\frac{|N-C-v|}{(N-C-k)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ (v-1)\frac{|N-C-v|}{(N-C-1)^2} + (N-C-v)(N-C-3)(v-2) \]
| \(a \notin \{s,r\}, b = s\) | \[ + \sum_{k=1}^{v-1} P(F = k)P(H(v, 0|F = k))^{\frac{|N-C-v|}{(N-C-k)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ (v-1)\frac{|N-C-v|}{(N-C-1)^2} + (N-C-v)(N-C-3)(v-2) \]
| \(a \notin \{s,r\}, b = s\) | \[ + \sum_{k=1}^{v-1} P(F = k)P(H(v, 0|F = k))^{\frac{|N-C-v|}{(N-C-k)^2}} \]
| \(a \notin \{s,r\}, b = s\) | \[ (v-1)\frac{|N-C-v|}{(N-C-1)^2} + (N-C-v)(N-C-3)(v-2) \]
Table 17: $P(s \in \mathcal{V} \setminus \{p\}, r \in \mathcal{V} \cup \{p\}, ||\mathcal{V}|| = v > 1, C_F = c_F > 0, H_{1+}|S = a, R = b)$

| $a, b$ | \( \sum_{k=c_F+1}^{v-1} P(F = k)P(H(v,c_F|F = k)) \) |
|-------|----------------------------------|
| $a = s, b \neq r$ | $\sum_{k=c_F+1}^{v-1} P(F = k)P(H(v,c_F|F = k)) \frac{(N-C-k+c_F-1)}{(N-C-k+c_F)(N-C-2)}$ |
| $a \notin \{s,r\}, b = s$ | $\sum_{k=c_F+1}^{v-2} P(F = k)P(H(v,c_F|F = k)) \frac{(N-C+c_F-v)}{(N-C-k+c_F)(N-C-2)}$ |
| $a \notin \{s,r\}, b = r$ | $\sum_{k=c_F+1}^{v-1} P(F = k)P(H(v,c_F|F = k)) \frac{(k-c_F-1)}{N-C-2} + \frac{(N-C-k+c_F-1)(v-k-1)}{(N-C-2)(N-C-k+c_F)}$ |
| $a \notin \{s,r\}, b \notin \{s,r\}$ | $\sum_{k=c_F+1}^{v-1} P(F = k)P(H(v,c_F|F = k)) \frac{(N-C+c_F-v)}{(N-C-2)(N-C-k+c_F)}$ |
| $b \notin \{s,r\}$ | $+P(F = v)P(H(v,c_F|F = v)) \frac{v-c_F-1}{N-C-2}$ |
| $b \notin \{s,r\}$ | $+P(F = v)P(H(v,c_F|F = v)) \frac{(N-C-k+c_F-2)(v-k-1)}{(N-C-2)(N-C-k+c_F)}$ |
Paper F

**Peekaboo: A Gray Hole Attack on Encrypted SCADA Communication using Traffic Analysis**

Nunzio Marco Torrisi, Ognjen Vuković, György Dán, and Stefan Hagdahl.

Peekaboo: A Gray Hole Attack on Encrypted SCADA Communication using Traffic Analysis

Nunzio Marco Torrisi
Centro de Matemática, Computação e Cognição
Universidade Federal do ABC, Santo André, Brazil 09.210-170
Email: nunzio.torrisi@ufabc.edu.br

Ognjen Vuković, György Dán
School of Electrical Engineering,
KTH Royal Institute of Technology, Stockholm, Sweden
Email: {vukovic,gyuri}@ee.kth.se

Stefan Hagdahl
Security & Defense Solutions
Saab AB, Stockholm, Sweden
Email: stefan.hagdahl@saabgroup.com

Abstract

We consider a potential gray hole attack against SCADA substation to control center communications using DNP3. We propose a support vector machine-based traffic analysis algorithm that relies on message direction and timing information only, and we use trace-based simulations to show that even if SCADA traffic is sent through an encrypted tunnel, as often done in practice, the gray hole attack can be effectively performed based on the timing and direction of three consecutive messages. Our results show that the attacker does not need accurate system information to be successful, and could affect monitoring accuracy by up to 20%. We discuss possible mitigation schemes at different layers of the communication protocol stack, and show that a minor modification of message timing could help mitigate the attack.

1 Introduction

Electric power systems have to be continuously monitored and controlled via Supervisory Control and Data Acquisition (SCADA) systems in order to be kept in a secure operating state. Meters at remote substations measure power flows and voltages, and the measurements are communicated to one or more SCADA control centers over a communication
infrastructure using some SCADA communication protocol, such as Distributed Network Protocol 3 (DNP3) [1]. The dynamic visibility provided by SCADA systems has long been important in transmission systems and is becoming more important in power distribution systems, because the proliferation of intermittent distributed generation sources (e.g., solar) results in faster changes in power flows, which in turn requires that protection devices and integrated voltage and VAR control (iVVC) be adjusted in real time.

Motivated by the reliance of power systems on monitoring, estimation and control, a large body of recent work considered the impact of data integrity attacks on power system state estimation, from single systems [2, 3, 4, 5, 6, 7] to interconnected systems [8]. These works assume that the attacker is able to manipulate measurement data in lack of proper authentication.

Authentication is often indeed not possible in legacy remote terminal units (RTUs), and therefore in most SCADA systems the measured data are sent through an encrypted and authenticated tunnel between a substation gateway and the control center. Tunneling protects integrity and may provide confidentiality against an attacker that has access to one or more communication links or routers, and should be used to conform with NERC CIP. Since encryption hides the message contents from an attacker along the tunnel, one would expect that it would also make it impossible for an attacker to identify and to drop mission critical measurement and/or control messages without dropping all messages in a tunnel, and thus remain undetected or difficult to be detected.

In this paper we show through the example of DNP3, one of the two standardized SCADA substation to control center communication protocols, that targeted gray hole attacks may be feasible despite sending messages through an encrypted tunnel. We propose a support vector machine based traffic analysis attack that can distinguish between reports sent spontaneously by an RTU to the control center and messages sent by the RTU in response to messages by the control center. The attack is computationally simple, and is based on the inter-arrival times and directions of consecutive encrypted messages. We use measurement data sets from medium voltage substations to evaluate the effectiveness of the attack and its sensitivity, and to quantify the impact that the attack may have on monitoring accuracy. We finally discuss mitigation schemes to alleviate the attack. Our results give evidence to that the strict timing rules used in SCADA communication protocols facilitate traffic analysis attacks and appropriate countermeasures should be applied.

The rest of the paper is organized as follows. In Section 2 we review related work, and in Section 3 we give an overview of DNP3. We describe the system and the attack model in Section 4, followed by the attack in Section 5. We evaluate the attack and propose a mitigation scheme in Section 6. Section 7 concludes the paper.

## 2 Related Work

The vulnerability of SCADA systems to cyber attacks has received significant attention recently. In [9], the authors discuss challenges and difficulties of achieving all-encompassing component-level cyber security in power systems due to its cost and potential performance
implications. False data injection attacks against common control system communication protocols were considered in [10, 11]; the authors proposed intrusion detection systems to detect the attacks based on neural networks [10] and based on the concepts of critical state analysis and state proximity [11]. Certain false data injection attacks can bypass the bad data detection algorithm used in SCADA state estimators [2], and can thus be used to deceive the system operators regarding the actual state of the system [2, 5, 3, 4, 6, 7]. Mechanism were proposed to protect against these attacks by securing a subset of measurements [5, 3, 4], and by securing a part of the SCADA infrastructure [5, 6, 7]. In [8], the authors showed that false data injection attacks against distributed state estimation in an interconnected power system can disable state estimation in the entire interconnected system, and proposed a detection and a mitigation scheme against such attacks. Our work differs from these recent works as we consider an attack that is limited to dropping messages, and we investigate the effectiveness of such an attack.

Related to ours are works that aim to identify application layer protocols sent through a tunnel using pattern recognition methods [12]. A support vector machine was used in [13] to identify protocols other than HTTP and SSH tunneled over HTTP or SSH by looking at the message size, the block cipher size (involved in the message encryption), and the MTU size. Application-layer protocols sent through an encrypted tunnel that carries traffic from many TCP connections simultaneously were classified in [14, 15] using a k-Nearest-Neighbor classifier based on Hidden Markov Models with the message size, the message direction, and message inter-arrival times as features. In [16], the authors compared Bayesian Networks, Decision Trees and Multilayer Perceptrons for the flow-based classification of six different types of Internet traffic, including peer-to-peer and content delivery traffic, and showed the importance of correctly classifying training instances. In [17], the authors proposed an unsupervised machine learning method for network traffic classification based on information entropy techniques. Furthermore, they combined the unsupervised method with a supervised learning method and showed that the combination can improve classification. Unlike these works that aim to identify different protocols in a tunnel, the attack we consider aims at classifying messages that belong to the same application layer protocol, DNP3, and we investigate the ability of such an attack to interfere with SCADA monitoring. To the best of our knowledge ours is the first work to consider a targeted gray hole attack against tunneled DNP3 traffic.

3 DNP3 Background

DNP3 is one of the two standardized communication protocols for SCADA substation to control center communication [1]. Its design follows the master/slave communication model; the master is the SCADA master station at the control center and the slaves, called outstations, are Remote Terminal Units (RTUs), Intelligent Electronic Devices (IEDs) and Programmable Logic Controllers (PLCs) at the substations.
3.1 Polling vs. Report by exception

DNP3 allows two types of data acquisition, polling and report-by-exception. In the case of polling, the master solicits data from an outstation and the outstation replies immediately with all data. In the case of report-by-exception the outstation reports only the values that have changed since the last report by more than a predefined threshold, instead of reporting all data. The advantage of this choice is significant saving in bandwidth.

These two types of data acquisition can be combined, and result in four modes of operation for DNP3: (i) polled static, (ii) polled report-by-exception, (iii) quiescent, and (iv) unsolicited report-by-exception. In the case of (i) the master polls and the outstation reports all data. In case of (ii) the master polls but the outstation only reports changed values. In case of (iii) the master does not poll, an unsolicited response is generated by the outstation whenever a value changes by a predefined threshold. In case of (iv) the master polls periodically (typically at a low frequency) and an unsolicited response is generated by the outstation whenever a value changes by a predefined threshold. This last mode is the most commonly used in practice, as it allows for the detection of communication failures and keeps the bandwidth usage low.

3.2 DNP3 over IP

DNP3 includes a link layer specification (addressing, framing, etc), but it can also operate on top of a transport layer protocol, such as TCP and UDP, when used in IP networks [1]. In practice DNP3 is often used over UDP, because using UDP keeps the outstation implementation simple, using UDP does not require many connections to be kept alive in the master station, and if the operator has to pay for the amount of SCADA traffic then using UDP would also be less costly. Furthermore, DNP3 itself implements reliable transmission, hence reliability at the transport layer is not needed.

3.3 Sequence numbers and the Vulnerability

In order to achieve reliable transmission, every message is identified with a sequence number, and message reception is acknowledged so that lost messages can be retransmitted, if needed. For unsolicited responses DNP3 allows two retransmission strategies. One strategy allows the outstation to send a new unsolicited response without receiving the acknowledgement for the previous one, while the other strategy requires the outstation to wait for the acknowledgement before sending a new unsolicited response. An important feature of DNP3 is that the sequence numbers sent by an outstation in unsolicited responses are independent from the sequence numbers used in solicited responses (i.e., in response to polls).

This design choice makes a gray hole attack possible: in lack of signaling from the outstation to the master, as long as solicited responses are delivered, the master station can not tell if an attacker drops all unsolicited responses. This is the attack we consider, and we investigate whether the attack can be performed even if the DNP3 messages are sent through an encrypted tunnel, as is usually done in SCADA systems.
4 System and Attack Model

We consider a master and an outstation that use DNP3 for communication over a wide area network; the outstation reports measurement data, such as power flow and voltage measurements. DNP3 is used in unsolicited report-by-exception mode, as commonly done in real systems: the outstation reports measurement data by replying to poll messages sent by the master or by sending an unsolicited response when the relative change of a measured value exceeds a configured reporting threshold $\Delta$. We consider a modern WAN deployment, based on the TCP/IP protocol stack, and consider that UDP is used at the transport layer. For reliable delivery the master is configured to send a confirmation message for each unsolicited response it receives. If the outstation does not receive a confirmation for an unsolicited response, the outstation retries sending until the confirmation is received or until the number of retries exceeds a predefined threshold. Since the communication infrastructure is typically not trusted, end-to-end data integrity and confidentiality are achieved through establishing an IPSec tunnel for the DNP3 traffic between the substation gateway and the master station, in ESP mode [18]. In order to avoid non-mission critical data (such as video, voice or engineering data traffic) to interfere with DNP3, the tunnel typically carries DNP3 traffic only. There is thus one IPSec tunnel per DNP3 connection, as shown in Fig 1.

4.1 System Model

We denote the set of polling messages sent by the master by $M^p = \{m^p_1, m^p_2, \ldots\}$, the set of solicited responses sent by the outstation by $M^s = \{m^s_1, m^s_2, \ldots\}$, and the set of unsolicited responses (including retransmissions) sent by the outstation by $M^u = \{m^u_1, m^u_2, \ldots\}$. We denote the set of all DNP3 messages sent by the outstation to the master by $M^o = M^s \cup M^u$ and the set of messages exchanged by the master and the outstation by $M = M^p \cup M^o$.

We denote by $t^p_n$ the time instant when the master sends polling message $m^p_n \in M^p$ ($n \in \mathbb{N}$), and by $t^o_n$ the time when the outstation replies with solicited response $m^s_n \in M^p$. The time $t^o_n - t^p_n$ is determined by the one-way delay and the message processing time at the outstation, and is typically rather small compared to the polling period. Similarly, we
denote by $t_k^u$ the time when the outstation sends unsolicited response $m_k^u \in M^u$ ($k \in \mathbb{N}$). If the response is not confirmed, the outstation sends a retransmission $m_{k+1}^u \in M^u$ at time $t_{k+1}^u$. Note that the index of a message in a set is determined by the time the message is sent, e.g., $t_{n-1}^p < t_n^p < t_{n+1}^p$.

### 4.2 Attack Model

The goal of the attacker is to perform a gray hole attack on the data reported by the outstation to the master, while remaining undetected. The attacker has access to a component of the communication network between the substation and the control center, such as a switch, a router or a communication link. The attacker can observe the IPSec tunnels traversing the network component and can identify an IPSec tunnel that carries DNP3 traffic; it can observe the encapsulated DNP3 messages and it can drop individual messages. The attacker cannot observe the payload of the messages due to the use of IPsec in ESP mode, but for each message it intercepts it can observe the size of the message’s payload, which it can use to differentiate between DNP3 messages and IPsec session management messages, similarly to [13, 14, 19].

Depending on the physical layer technology, the network topology and the routing, the messages sent by the master to the outstation ($M^p$) and the messages sent by the outstation to the master ($M^o$) may travel over separate physical links and paths. We therefore consider two models for the attack, the Unidirectional Access (UA) attack and the Bidirectional Access (BA) attack, shown in Fig 1. In the case of the UA attack, the attacker can only observe the messages sent from the outstation to the master, i.e., the messages in $M^o$. In the case of the BA attack the attacker can observe the messages sent in both directions, i.e., the messages in $M$.

Upon intercepting a message the attacker can record the actual time. We denote by $t_n^a$ the time instant when the attacker observes message $m_n$; in case of the BA attack $m_n \in M$, while in case of the UA attack $m_n \in M^o$.

To perform the attack, the attacker should discard the unsolicited response messages; as long as no unsolicited responses are delivered to the master, the master cannot detect missing sequence numbers, since in DNP3 the sequence numbers are not related in the two directions. To remain undetected, the attacker should discard very few solicited responses as the master can notice the loss of solicited responses (in response to polls). Thus, in order to succeed the attacker has to identify whether an intercepted message is a DNP3 unsolicited response or a DNP3 solicited response. For a sequence of messages, we denote by $M^{au}$ the set of messages the attacker classifies as unsolicited response.

### 5 Peekaboo: Binary Classifier Attacks

Clearly, there is a trade-off between correctly classifying the two kinds of messages. We formulate the goal of the attacker as maximizing the probability of correctly classifying an unsolicited response, while keeping the probability of incorrectly classifying a solicited
response under a certain threshold $c$, or formally
\[
\max \ P(m \in \mathcal{M}^u | m \in \mathcal{M}^u), \\
\text{s.t.} \ P(m \in \mathcal{M}^u | m \in \mathcal{M}^f) < c.
\]  

(1)

We describe two classes of attack algorithms to solve the problem based on past message inter-arrival times, and if available, based on past message directions.

The considered attacks identify the unsolicited responses by using a support vector machine (SVM) with an appropriately chosen feature space $X \subseteq \mathbb{R}^p$. Given $l$ training feature vectors $x_n \in X$, $n = 1, \ldots, l$ and for each vector the corresponding class $y_n \in \{-1, 1\}$, an SVM is a supervised learning model that finds a hyperplane $w$ that solves
\[
\min_{w, \xi, b} \left( \frac{1}{2} |w|^2 + C \sum_{n=1}^{l} \xi_n \right) \\
\text{subject to} \quad y_n (w \ast x_n - b) \geq 1 - \xi_n, \quad n = 1, \ldots, l,
\]

(2)

where $\xi_n \geq 0$ are slack variables, $C > 0$ is a constant that allows to trade-off between false negatives and false positives, $\ast$ is an operator that defines the type of the classifier, and $b$ is a scalar. If the operator $\ast$ is the scalar product, then the classifier is linear and $w$ defines a hyperplane in the feature space. If the operator $\ast$ is a non-linear kernel function, then the classifier is non-linear, and $w$ defines a hyperplane in the transformed feature space. A widely used non-linear kernel function is the Gaussian radial basis function, for which the transformed feature space is a Hilbert space of infinite dimensions.

Given the trained SVM, i.e., $w$ and $b$ computed, the attacker constructs feature vector $x_n$ for message $m_n$ it intercepts, and decides whether to drop the message based on the sign of $w \ast x_n - b$. The UA and the BA attack models differ in terms of the feature space, and are both parameterized by an integer $k > 0$.

**UA($k$) attack:** Under the UA($k$) attack, the attacker uses the $k$ inter-arrival times between the last $k+1$ messages it observes. The feature vector that corresponds to message $m_n \in \mathcal{M}^u$ is $x_n = (t_{n}^u - t_{n-1}^u, \ldots, t_{n-k+1}^u - t_{n-k}^u)^T$. The feature space of the SVM in the case of the UA($k$) attack is $\mathbb{R}^k$.

**BA($k$) attack:** Under the BA($k$) attack, the attacker uses the $k$ inter-arrival times between the last $k+1$ messages together with the direction of the messages. The feature vector that corresponds to message $m_n \in \mathcal{M}$ is $x_n = (t_{n}^u - t_{n-1}^u, \ldots, t_{n-k+1}^u - t_{n-k}^u, d_n, \ldots, d_{n-k})^T$, where $d_n \in \{-d, d\}$ for some constant $d > 0$, depending on whether the message is sent by the outstation or by the master, respectively. Since the feature vector includes information about the message direction, the feature space for the BA($k$) attack is $\mathbb{R}^{2k+1}$.

6 Attack Impact and Mitigation

In the following we evaluate the efficiency of the attacks, we illustrate their potential impact and we consider potential mitigation schemes using traced-based simulations.
Figure 2: CCDF of unsolicited response inter-arrival times with best fit Double Pareto distributions, $\text{DPD}(\alpha, \beta, \omega)$, and Exponential distribution, $\text{Exp}(\lambda)$.

6.1 Measured traces

Our evaluation is based on three measurement data sets collected at medium voltage substations of a European power distribution system operator. The measurements were taken every 3 seconds over 7 consecutive days, and include the voltage and current phasors for the three phases. As RTUs typically report RMS voltage magnitude and active and reactive power flows, we computed these quantities from the traces.

Fig. 2 shows the complementary cumulative distribution function (CCDF) of unsolicited report inter-arrival times, i.e., the CCDF of $t_{u_k} - t_{u_{k-1}}$ ($k \in \{1, 2, \ldots\}$), assuming three different reporting threshold values $\Delta \in \{1\%, 5\%, 10\%\}$ based on one of the traces. We observe that the CCDF decays slower for higher values of $\Delta$ as unsolicited reports are sent less often due to the higher relative change required to trigger an unsolicited report. It is important to note that the range of inter-arrival times is very wide, between 2 and 4 orders of magnitude and correspondingly the standard deviations are high, 11.2s, 234s, and 932s for $\Delta = 1\%$, $\Delta = 5\%$ and $\Delta = 10\%$, respectively.

The figure shows for each empirical CCDF the CCDF of the best fit double Pareto distribution [21] and the best fit exponential distribution, together with the parameters $\alpha$, $\beta$, and $\omega$, and $\lambda$, respectively. The figure shows that for higher threshold values $\Delta$, the double Pareto distribution is a rather good fit and captures large part of the tail. The two regions with different power-law exponents are due to the different power demand dynamics during daytime (fast changing) and nighttime (slow changing). For $\Delta = 1\%$ large inter-arrival times are rare because even small power flow and voltage fluctuations trigger unsolicited responses, and thus the exponential distribution seems to provide a very good fit.
6.2 Attack Success Rate

We evaluate the efficiency of the attacks for the scenario shown in Fig. 1, i.e., DNP3 traffic exchanged over UDP/IP between an outstation and a master station transmitted through an IPSec tunnel. The unsolicited reports are generated by the outstation based on the measurement data sets in response to voltage magnitude, and active and reactive power flow changes with a threshold of $\Delta = 1\%$. The master is configured to send polling messages every $T_p$ seconds and the outstation sends a solicited report with the most recently measured values immediately after receiving a polling message. The round-trip time (RTT) between the master and the outstation, including the delay due to encryption, authentication and processing at the outstation, equals 1s in the baseline scenario.

Fig. 3 shows the false negative and false positive rates $P(m \in M^\text{au}|m \in M^u)$ and $P(m \in M^\text{au}|m \not\in M^u)$, as a function of the polling period $T_p$ for the two classes of attacks for various $k$ values. The kernel function used is the Gaussian radial basis function. The false negative rates and the false positive rates of the $U\!A(k)$ attacks are rather high, which would make the $U\!A(k)$ attacks easy to detect. Interestingly, relying on more messages makes the attack even weaker. The $B\!A(k)$ attacks are, however, very effective. First, the false negative rate of the $B\!A(k)$ attacks is zero (hence it is not shown). Second, the false positive rate is consistently lower for low $k$. The strongest attack is $B\!A(2)$, and hence we use it in the sequel. The $B\!A$ attack’s efficiency is due to the ability of the attacker to observe the messages in both directions; intuitively any report coming from the outstation shortly after a polling message is classified as a solicited request, and all others as unsolicited requests. Thus, for an attack to be successful, the attacker needs to be able to observe messages sent in both directions.

The results in Fig. 3 were obtained assuming that the attacker knows the (RTT) between
the master and the outstation. Figure 4 shows the sensitivity of the false negative and of the false positive rate for the BA(2) attack using an SVM that was trained with RTT=1s as a function of the actual RTT. The figure shows that the BA(2) attack is effective as long as the actual RTT is below 4s, i.e., as long as the attacker’s estimate of the RTT is within a factor of four, which is a rather wide margin of error. Above a factor of four the false negative and the false positive rates start to increase and the attack could be detected. The stepwise increase in the misclassification rates at RTT 4s and 6s is due to that measurements in the data sets were taken every 3s.

### 6.3 Attack Impact

The results so far show that the BA attack could effectively be used for selectively dropping unsolicited reports and this way blind an operator. We quantify the potential effect of the attack on the situational awareness of an operator through the error that the attacker would introduce in the power flow measurements available to an operator under the attack. We define the error at time \( t \) as the difference between the measured value \( P(t^u_k) \) received in the most recent solicited response and the measured value \( P(t^u_k) \) the operator should have received in the most recent unsolicited response (had it not been dropped by the attacker), i.e., for \( t^u_n < t < t^u_{n+1} \)

\[
E^a_P(t) = \begin{cases} 
   P(t^u_k) - P(t^s_n) & \text{if } \exists t^u_k \text{ s.t. } t^u_n < t^u_k \leq t < t^u_{k+1}, \\
   0 & \text{otherwise.}
\end{cases}
\]  

(4)
We define the mean squared error over the time interval $[t_1, t_2]$ as 
$$E_{\text{RMSE}}(t) = \frac{1}{t_2-t_1} \int_{t_1}^{t_2} E_P(t)^2,$$
and the coefficient of variation of the root mean squared error as 
$$CV_{\text{RMSE}}(t_1, t_2) = \sqrt{\frac{E_{\text{RMSE}}(t_1, t_2)^2}{P(t_1, t_2)}},$$
where $\bar{\cdot}$ stands for the mean. In practice, reacting to sudden short changes of $P(t)$ is important for proper operation of the power system, we therefore also compute the normalized root squared error for every time instant as 
$$NRSE(t) = \sqrt{\frac{E_{\text{RMSE}}(t)^2}{P(t)}}.$$ 

Fig. 5. shows $CV_{\text{RMSE}}$ and the 95th percentile of $NRSE(t)$ over the 7 days measurement period as a function of the polling interval $T_p$ for one of the active power flow measurements for the BA attack (the attacker successfully drops all unsolicited responses). Both the mean and the 95 percentile increase monotonically with $T_p$, with a decreasing marginal gain. These results indicate that under an attack the operator’s observation of the active power flow would be almost 20% off in 5% of the time and it would be on average up to 10% off. Interestingly, the results are not sensitive to the reporting threshold $\Delta$.

### 6.4 Attack Mitigation

Motivated by the effectiveness of the BA attack and its potential impact, we finally discuss a number of mitigation schemes. At the transport layer one could mitigate the attack by...
using TCP, as the attack would cause head of line blocking and would lead to a reset of the TCP connection. This mitigation may, however, not be feasible if the legacy equipment does not support TCP or server resources are insufficient.

At the application layer, the DNP3 solicited response could be extended by a field that contains the sequence number of the most recently sent unsolicited response. As an alternative, the outstation could introduce a random delay before sending a solicited response (in response to a poll). The random delay would make an attack using statistical pattern recognition more difficult. To assess this latter mitigation scheme, Figure 6 shows the false negative rate and the false positive rate as a function of the average delay introduced in the outstation for the case of an exponential distribution and the $\text{BA}(2)$ attack. The choice of the exponential distribution is motivated by the observation that the inter-arrival times of unsolicited responses are well modeled by an exponential distribution for a small reporting threshold. The false negative and the false positive rates increase with a decreasing marginal gain with the introduced delay, and for a relatively small average delay of a few seconds they would be high enough for the $\text{BA}(k)$ attack to be detected. An interesting open question is whether such delays would be compatible with legacy SCADA masters.

7 Conclusion

We addressed the vulnerability of SCADA communication to a gray hole attack, in which an attacker drops unsolicited reports sent by an outstation to a SCADA master, while letting through solicited reports in order to avoid detection. We showed that such a gray hole attack is possible even if messages are sent through an encrypted tunnel, because due to the strict timing rules used in SCADA protocols traffic analysis can effectively be used to classify...
protocol messages. We proposed a support vector machine based traffic analysis algorithm, used trace-based simulations to evaluate the attack, and showed that an attacker would not need exact knowledge of system parameters for a successful attack. We quantified the impact of the attack in terms on monitoring accuracy, and showed that the operator’s observation can be up to 10% off on average, and up to 20% off in 5% of the time. Finally, we discussed potential mitigation schemes, and showed that the attack can be mitigated by introducing a random delay before answering to poll messages.
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