
Importance-aware Data-parallel Training

In importance-aware data parallel training, the dataset is partitioned across the workers based on

notions of importance of examples rather than at random. Empirical evaluations have shown that

this can lead to better results in terms of model performance compared to “vanilla” data parallelism,

at least in image classification tasks.

The aim of this project is to extend the evaluations and experiments to include other tasks such as

language modeling, different importance notions, and different partitioning heuristics. We are also

interested in studying the potential gains of importance-aware DPT in reducing the aggregated disk

I/O and network I/O in distributed training.
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Technical Requirements:

● Familiarity with deep neural networks and distributed training approaches

● Proficiency in implementing techniques and developing libraries using PyTorch
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