
The Mutual Effects of Example Importance and

Hyperparameter Optimization

For the hyperparameter optimization step in a machine learning or deep learning pipeline, the

dataset is usually randomly split into a number of validation folds, and the hyperparameter

configurations will be evaluated on individual folds. Given the difference between the importance of

examples in the dataset, it might be beneficial to construct the validation folds using heuristics that

consider notions of example importance. One goal of this thesis is to investigate if using such

heuristics can lead to finding better hyperparameters.

On the other hand, it is also interesting to investigate the training dynamics of examples in the

validation fold corresponding to the winning hyperparameter trial when we train the final model on

the full training dataset.

Studying these two questions can lead to more insights into how important examples are influenced

by - and influence - the hyperparameter optimization step, and can lead to faster training of better

models.
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● Familiarity with deep neural networks and hyperparameter optimization techniques
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