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MNepiAnyn

>tnv mapoloa epyaocia peAetoUue 1o TIPOPRANUA eA€yxou tng dtdtaénc yia paiay-
VEC OXNUATWYV PE AYVWOTO SUVAULKS JOVTEAOD, TTIOU KLVOUVTaAL O€ HOVOSLAaTATOUC Kal SL-
dlaotatoug xwpoug. Mo cuykekpLéva, oxedldloupe éva ATTOKEVTPWHEVO TIPWTOKOAAO
geAéyxou uTtd TNV évvola 6Tl KABe dXnua XPNOLUOTIOLEL HOVO TOTILKEG OXETIKEC TTANPOdO-
plec avadopikd PE TA YELTOVIKA TOU oXAUATd, TIC oTtoleg AapPfavel pe katdAAnAoug at-
00nTApPEC, yla va uttoAoyiosl To ofjpa eAEXYOU TOU, XWPIC VO EVOWUATWVEL €K TWV TIPO-
TEPWV YVWON N YPAUULKOTATWY TOou SUVAPLKOU PHOVTEAOU TwV OXNUATWVY A eEwyevwv
dlatapaywv. EmmpooBETwg, n andkplon JETABATIKAC KAl HOVIUNG KATACTAONG TIPOKA-
Bopiletal dla PEOOU OULYKEKPIPEVWY KATAAANAQ oXeSLAOPEVWY OUVAPTHOEWY ETTOO-
ong kat givat TARpw¢ amooculeuypévn amd 1o SUVAPLKO JOVTEAD TWV TIPAKTOPWY, TOV
apBpd Twv oxnudtwy Tou amoteAolv TN dAAayya Kat TNV €TA0YH TwV KEPSWV EAEY-
X0U, YEYOVOC TO oTtoio XaAapwvel onuavtikd tn dtadikacia oxedlaopol Tou €AEKTH.
ETuumA€ov, amodelkvéuTtal OTL OUYKPOUOELG METAED SLadoxLKwV oxXNUATWY Kabwc Kal dia-
KOTIEG ouvdeapdTNTAC Adyw TEPLOPLOPEVWY SUVATOTATWY TwV aoOnTRpwyv amopev-
yovtal. TéAog, n amodoTikdTNTa Kal €Tid0o0on TwV TPOTEWVOUEVWY OXNHATWY EAEYX0OU
emaAnBelovtal HEOwW UTIOAOYLOTIKWY TIPOCOHOLWOEWY KAl TIELPAUATWY OE TIPAYHATIKO
XPOvo.

A€Eelc KAsbLa

PoutoTikn, Mn Mpapptkdg EAeyxoc, ddAayyec Oxnudatwy, OxAuata, ZuvapTtioelg mido-
ong, Attokevtpwpévog EAeyxog, Alavepnuéva NpwtdkoAAa EAEyxou






Abstract

In this work, we consider the formation control problem for vehicular platoons with
unknown nonlinear dynamics operating in 1-dimensional and 2-dimensional Euclidean
space. More specifically, we design a decentralized model-free control protocol in the
sense that each vehicle utilizes only local relative information regarding its neighboring
vehicles, obtained by its on-board sensors, to calculate its own control signal, without
incorporating any prior knowledge of the model nonlinearities/disturbances or any ap-
proximation structures to acquire such knowledge. Additionally, the transient and steady
state response is a priori determined by certain designer-specified performance func-
tions and is fully decoupled by the agents’ dynamic model, the number of vehicles com-
posing the platoon and the control gains selection, which relaxes significantly the control
design procedure. Moreover, collisions between successive vehicles as well as connec-
tivity breaks owing to limited sensor capabilities are provably avoided. Finally, real-time
experiments concering the 1-D case as well as extensive simulation studies for both
cases clarify the proposed control schemes and verify their effectiveness.

Keywords

Robotics, Nonlinear Control, Platoon, Vehicular Platoon, Prescribed Performance, De-
centralized Control, Distributed Control Protocol, Model-free Control
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Chapter n

Introduction

1.1 Purpose

T he purpose of this work is to propose a decentralized control protocol for vehicular
platoons moving in 1-dimensional and 2-dimensional Euclidean space. In particular,
we design a control scheme for the 1-D case under two architectures, the predecessor-
following, where each vehicle utilizes relative information with respect to its preceding
vehicle, and the bidirectional architecture, where each vehicle takes into account relative
information from its follower vehicle as well. In that sense, the proposed control protocol

is fully decentralized, since the control signal of each agent is calculated based solely
on local relative information from its on-board sensors. Furthermore, we propose a
decentralized control protocol for vehicular platoons moving in 2-D, where each vehicle
has access only to the relative distance and heading error with respect to its preceding
vehicle through a mounted camera. Both control protocols create arbitrarily fast and
maintain with arbitrary accuracy a desired feasible formation without any intervehicular
collisions and connecttivity breaks (owing to limited sensing capabilities). More specifically,
each agent in the 1-D case aims at keeping a prespecified desired distance from its
neighboring vehicles, whereas in the 2-D case each agent aims at keeping a prespecified
desired distance from its preceding vehicle, while keeping it in the field of view of its
onboard camerain order to maintain visual connectivity. In addition, the proposed schemes
do not require any prior knowledge of the vehicles’ dynamic model or external disturbances
and no estimation models are employed to acquire such knowledge. Moreover, the transient
and steady state response is fully decoupled by the number of vehicles composing the
platoon, the control gains selection and the vehicles’ model uncertainties. In particular,
the achieved performance as well as the collision avoidance and the connectivity maintenance
are a priori and explicitly imposed by certain designer-specified performance functions
that incorporate the aforementioned sensing capabilities. Finally, the complexity of the
overall control architecture proves to be considerably low, since very few and simple
calculations are required to output the control signal. In summary, in this work:

* We propose a novel solution to 1-D and 2-D formation problem of vehicular platoons
with unknown nonlinear dynamics, avoiding collisions and connectivity breaks owing



Chapter 1. Introduction

A s

L2 o

Fig. 1.1: 1-dimensional platoon.

to feedback constraints imposed by the sensors and the cameras.

* We develop a fully decentralized control protocol, in the sense that the feedback of
each vehicle is based exclusively on local information with respect to neighboring
vehicles, without incorporating any measurement of the velocity of other vehicles.

* The transient and steady state response of the closed loop system is explicitly
determined by certain designer specified performance functions, simplifying thus
the control gain selection.

1.2 Bibliography Review

During the last few decades the Automated Highway Systems (AHS) have drawn
a notable amount of attention in the field of automatic control. Unlike human drivers
that are not able to react quickly and accurately enough to follow each other in close
proximity at high speeds, the safety and capacity of highways (measured in vehicles/lanes/time)
is significantly increased when vehicles operate autonomously forming large platoons at
close spacing. Guaranteed string stability [1] was first achieved via centralized control
schemes [2, 1,3, 4,5,6,7,8,9, 10, 11, 12, 13, 14, 15, 16], with all vehicles either
communicating explicitly with each other or sending information to a central computer
that determines the control protocol. To enhance the overall system’s autonomy and
avoid delay problems due to wireless communication (as examined in [14]), decentralized
schemes were developed, dealing either with the predecessor-following architecture
[17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28], where each vehicle has access to its
relative position with respect to its preceding vehicle, or the bidirectional architecture
[29, 30, 31, 32, 33, 34, 35, 36], where each vehicle measures its relative position with
respect to its following vehicle as well. Finally, in a few works [37, 38, 39] a combined
predecessor and leader-following architecture was developed according to which each
vehicle obtains additional information from the leading vehicle. The majority of the works
in the related literature either considers linear vehicle dynamic models and controllers
[3,4,18,26,27,32,40,41,42] or adopt linearization techniques and/or Linear Quadratic
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Fig. 1.2: Vehicular platoons moving in 2-D.

optimal control [29, 20, 22, 23, 25, 38, 43, 44, 45, 46]. However, linearization may
lead to unstable inner dynamics since the estimated linear models deviate in general
from the real ones, away from the corresponding linearization points. In particular, a
comparison of the aforementioned control architectures was carried out in [41], where
it was stated that double integrator models with linear controllers and predecessor-
following architecture may lead to string instability due to disturbances. In [47] a comparison
of two common techniques was conducted, namely the constant time headway policy
[21, 22, 25] and the constant spacing policy [31, 41], that are related to the inter-
vehicular distances of the platoon. For the latter technique particularly, it is also stated
that feedback from the leader vehicle needs to be constantly broadcasted.

The extension of the aforementioned studies to the 2-dimensional case (i.e., when
a platoon of vehicles moves in 2-D Euclidean space) is crucial, since realistic situations
necessitate for 2-D motion on planar surfaces (see Fig. 1.2). Early works in [11, 48, 9,
6] consider the lane-keeping and lane-changing control for platoons in AHS, adopting
however a centralized network, where all vehicles exchange information with a central
computer that determines the control protocol, making thus the overall system sensitive
to delays, especially when a large number of vehicles is involved. ALternatively, rigid
multi-agent formations are employed in decentralized control schemes, where each vehicle
utilizes relative information from its neighbors. The majority of these works consider
unicycle [49, 50, 51, 52, 53] and bicycle kinematic models [54, 55, 45]. However, many
of them adopt linearization techniques [50, 52, 54, 45, 56, 57, 58, 23] that may lead
to unstable inner dynamics or degenerate configurations owing to the nonholonomic
constraints of the vehicles, as shown in [59].

Additionally, each vehicle is assumed to have access to the neighboring vehicles’
velocity, either explicitly, hence degenerating the decentralized manner of the system
and imposing inherent communication delays, or by employing observers [53] that increase
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the overall design complexity. Furthermore, the transient and steady state response of
the closed loop is affected severely by the control gains’ selection [60], thus limiting the
controller’s robustness and complicating the control design procedure.

Another significant issue affecting the 2-D control of vehicular platoons concerns
the sensing capabilities when visual feedback from camera is adopted. A vast number
of the related works neglects the sensory limitations, which however are crucial in real-
time scenarios. In [52, 59] visual feedback from omnidirectional cameras is adopted, not
accounting thus for sensor limitations, which however are examined in [49] considering
directional sensors for the tracking problem of a moving object by a group of robots.
Although cameras are directional sensors, they inherently have a limited range and a
limited angle of view as well. Hence, in such cases each agent should keep a certain close
distance and heading angle from its neighbors, in order to avoid connectivity breaks.
Thus, it is clear that limited sensory capabilities lead to additional constraints on the
behavior of the system, that should therefore be taken into account exclusively when
designing the control protocols. The aforementioned specifications were considered in
[61], where a solution based on set-theory and dipolar vector fields was introduced.
Alternatively, a visual-servoing scheme for leader-follower formation was presented in
[62]. Finally, a centralized control protocol under vision-based localization for leader-
follower formations was adopted in [63, 64].

1.3 Structure

The manuscript is organized as follows: The problem statement is given in Chap. 2.
Chap. 3 provides the control protocol and extensive simulations results for both the 1-D
and 2-D case are also presented. An experimental evaluation for the 1-dimensional case
is carried out in Chap. 4. Finally, we conclude in Chap. 5.
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Problem Statement

2.1 1-Dimensional Case

We consider the formation control problem of N vehicles moving in 1-D Euclidean
space with 2nd order nonlinear dynamics:

Pi=vi i=1,....N 2.1)
miv; = f,'(V,') + Uj + W,'(t)

where p; and v; denote the position and velocity of each vehicle respectively, m; is the
mass, which is considered unknown, f;(v;) is an unknown continuous nonlinear function,
uj is the control input and w;(t) is a bounded piecewise continuous function of time
representing exogenous disturbances. The control objective is to design a distributed
control protocol such that a rigid formation is established with prescribed transient and
steady state performance, despite the presence of model uncertainties. By prescribed
performance, we mean that the formation is achieved in a predefined transient period
and is maintained arbitrarily accurate while avoiding collisions and connectivity breaks
with neighboring vehicles. The geometry of the formation is represented by the desired
gaps Aj_4,,i=1,...,N between two consecutive vehicles (see Fig. 2.1), where Aj_1; >
0 denotes the desired distance between the (i — 1)-th and i-th vehicle (i.e., pi(t) —
pi—1(t) — Aj_1,). Moreover, the distance p;_1(t) — p;(t) should be kept greater than A
to avoid collisions and less than A.,, to maintain the network connectivity owing to
the limited sensing capabilities of the vehicles (e.g., when employing range finders to
measure the distance between two successive vehicles). Furthermore, to ensure the
feasibility of the desired formation, we assume that Ao < Aj_1; < Acon, i =1,...,N.
Additionally, the desired trajectory of the formation is generated by a reference/leading
vehicle denoted by po(t) with bounded velocity vo(t) and is only provided to the first
vehicle. Finally, to solve the aforementioned formation control problem, the following
assumption is required.

Assumption A1. The initial state of the platoon does not violate the collision and
connectivity constraints. That is A < pi—1(0) — pi(0) < Acon, i=1,...,N.

In this work, we consider two decentralized control architectures: the predecessor-
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Fig. 2.1: Graphical illustration of two consecutive vehicles of the platoon. The desired
position of the i-th vehicle with respect to its predecessor is denoted by p; = pj_1 —
Aj_1,. Furthermore, each vehicle should keep its distance to the preceding one within
the feasible area Ao < pi—1(t) — pi(t) < Acon, thus avoiding collisions and connectivity
breaks.

following, according to which the control action of each vehicle is based only on its
preceding vehicle and the bidirectional architecture, where the control action of each
vehicle depends equally on the information from both its preceding and its follower
vehicle. Hence, let us formulate N control variables as follows:

epi(t) = Pi-—1 (t) —p;(t) — A,'_17,', i=1,...,N.

Equivalently, the neighborhood error vector e, = [ep,, ..., epN]T may be expressed with
respect to the leading vehicle as follows:

ep = S(Po — P — Ao) (2.2)

wherep = [p1,...,pn]" € R", Po := [po, ..., Po]” € R", Ag :=[Ag,1,M0.2,...,A0n]" € R"
with Agj = 2}21 Aj_1j,i=1,...,Nand S is the augmented Laplacian of the graph:

1 0O O 0
—1 1 0
S 0 -1 1 . : (2.3)
. '.. '.. 0
—1 1 0
i 0 ... 0 -1 1

which has strictly positive singular values owing to the strong connectivity of the considered
directed graph [65]. Moreover, since all principal minors of S equal to 1, S is also a
nonsingular M-matrix [66]. Finally, the following technical lemma plays an important
role in the subsequent analysis.

Lemma 2.1. [65] For a nonsingular M-matrix A € RV*N, there exists a diagonal positive
definite matrix P = (diag(A="1))~" such that the matrix Q = PA + ATP is positive definite
as well.
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Fig. 2.2: A platoon of N vehicles following a leading vehicle in 1-D Euclidean space.

2.2 2-Dimensional Case

Similarly to the 1-Dimensional case, we consider a platoon of N vehicles moving on
a planar surface with kinematics:

Xi = 3(0r + 01,) cos ¢;

y,-:f(GR,JrHL,)sm(b,- ,i=1,....N (2.4)

¢ = 2k (Or, — O1,)
where x;, y;, ¢; denote the position and orientation of the center of mass of each vehicle,
9R, and 9L,» are the angular velocities of the right and left wheel respectively, r; is the
wheel raidus and R; is the axle length between the wheels (see Fig. 2.3), which are both

considered unknown. Let point A denote the center of the axle connecting the two wheels
centers. Then its linear and angular velocity are :

—
Vg, = (9R,+9L,) }7,':1,...,N. (2.5)

wa, = 25 (Or, — O1,)

Furthermore, following [67], we consider the mobile robot dynamics as follows:
M;@;:Ti—i—k,(ﬁ,)—i—n,-(t), i=1,...,N (2.6)

with 9; = [fg, HL,,]T and M; denoting the positive definite inertia matrix:

m,rl2 (In,+mf: 2)r2 mir? B (Ia, +mil?)r?

i
M o 4R2 +I0, 4 4R2 _1 N 2 7
a mir} (IA+m/If)ri2 mir? (IA+ml), I =1 (2.7)
T A z +T+ 0;

where m; is the unknown mass of each vehicle, I,, is the unknown moment of inertia
of the robot about the axis perpendicular to the plane passing from point A and Iy,
is the unknown moment of inertia of each wheel about the axle connecting the two
wheel centers. Moreover, /; is the distance from point A to the center of mass along
the longitudinal direction of the vehicle (see Fig. 2.3). Finally, k,-(z9,~) : R?> — R? are
unknown continuous nonlinear functions, 7; = [z, 7,]" are the wheel torques and n;(t) :
[0,00) — R? are bounded piecewise continuous functions of time representing external



Chapter 2. Problem Statement

left actuated
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castor wheel
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wheel

Fig. 2.3: A typical nonholonomic mobile robot.

disturbances fori=1,... N.

In addition, we denote by d;(t) and S;(t) the distance and the bearing angle between
successive vehicles j and i — 1 (see Fig. 2.4), which we assume are the only available
sensor measurements that emanate from an onboard camera that detects a specific
marker on the preceding vehicle (e.g. the number plate). The control objective is to
design a distributed control protocol based exclusively on visual feedback such that
di(t) — d;ges and pi(t) — 0O, i.e., each vehicle tracks its predecessor and maintains a
prespecified desired distance d; 4es. Additionally, d;(t) should be kept greater than d
to avoid collision between successive vehicles. In the same vein, the inter-vehicular
distance d;(t) and the bearing angle 5;(t) should be kept less than dcon > deoi @and Beon
respectively, in order to maintain the network connectivity owing to the camera’s limited
field of view (see Fig. 2.4). Moreover, the desired trajectory of the formation is generated
by a reference/leading vehicle:

Xo = Va, COS ¢o
yO = V4, sin (ﬁo (28)
$o = wa,
with bounded velocities va, (), wa,(t) and is only provided to the first vehicle. Finally,
to solve the aforementioned control problem, we assume that initially each vehicle lies

within the field of view of its follower’s camera and no collision occurs, wich are rigorously
formulated as follows:

Assumption A2. The initial state of the platoon does not violate the collision and
connectiviy constraints, i.e., deo; < dj(0) < deon @and |5i(0)| < Beon, i = 1,...,N.
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Fig. 2.4: Graphical illustration of two consecutive vehicles of the platoon. Each vehicle
should its distance d;(t) and bearing angle j5;(t) to its predecessor within the feasible area
deol < di(t) < deon and |Bi(t)| < Beon, thus avoiding collisions and connectivity breaks.

In the sequel, we define the distance and orientation errors:

eq,(t) = di(t) — dj ges } ,i=1,...,N (2.9)

eﬂi(t> = ﬂi(t)

where d;(t) = /(x;(t) — xi_1(t))2 + (vi(t) — yi_1(t))2. Hence, differentiating (2.9) with
respect to time and substituting (2.4) and (2.8), we obtain:

édi (t)

_%(éRi + éLi) COSﬂ,’ + %(éRi—1 + éLi—1 ) COS('YI + 51)

, VR L P2V R T a . . ci=1,...,N
eﬁi(t) = _%(GRi - 0Li) + ZL&,»(QRI' + HL,') sin 3 — 2L(Iji(0Rif1 + 0Li—1 ) SII’](’)/,‘ =+ 6/)
(2.10)
where ~;(t) = ¢i(t) — ¢i—1(t) and the following relations have been utilized:
. ) — Xi—Xi—1
cos(éi + ) b =1 N
sin(¢i + 6i) = 75—
The error dynamics (2.10) can be expressed in vector form as follows:
. 1. . .
€4 = —ECI'(GR + QL) +C
) 1 . . 1 - )
5 = —ErR_1(9R—9L)+ED_1r[S(9R+9L)+s] (2.11)
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where

& =l&.....el", j € {d. 5}

0= (6,07, j€ {R.L}
r=diag(ry,...,rn)

D =diag(d1,...,dn)

R =diag(R1,...,Rn)

c= [%O(éRO +6,,) cos(y1 + 61),0,...,0]"

Id . . .
s =[5 (Bky + fu,) sin(y1 + 51),0,...,0]

and C, S are the following bidiagonal matrices:

COS (34 0 e 0
—cos(vy2 + f2) C€OS 37
C= 0
0
i 0 o+ —cos(yv+ By) cospPn
[ sin; 0 0 |
—sin(y2 + f2) sinf;
S= 0
0
i 0 —Sil’l(’yN—i—ﬁN) Sil’lﬁN_




Chapter a

Main Results

3.1 1-Dimensional Case

In this work, prescribed performance control, which was recently proposed in [68],
will be adopted in order: i) to achieve predefined transient and steady state response
for each neighborhood position error ey, (t), i = 1,...,N as well as ii) to avoid the
violation of the collision and connectivity constraints as presented in Section 2.1. Following
Appendix A’, prescribed performance is achieved when the neighborhood position errors
ep,(t),i=1,...,Nevolve strictly within a predefined region that is bounded by absolutely
decaying functions of time, called performance functions. The mathematical expression
of prescribed performance is given by the following inequalities:

- Mp;ppi (t) < ePi (t) < Mpippi (t) ’ vt > 0 (3-1)
foralli=1,... N, where:
Poo —It Poo
tfH=1T-——)e "+ —— 3.2
pp; (1) = ( maX{Mp,.,Mp,-}) max{M, My} (3.2)

are designer-specified, smooth, bounded and decreasing functions of time with /, p
positive parameters incorporating the desired transient and steady state performance
specifications respectively, and M, , Mp,,i=1,...,Npositive parameters selected appropriately
to satisfy the collision and connectivity constraints, as presented in the sequel. In particular,
the decreasing rate of pp, (t),i=1,..., N which is affected by the constant /, introduces

a lower bound on the speed of convergence of ey, (t), i = 1,...,N. Furthermore, the
constant p, can be set arbitrarily small, thus achieving practical convergence of e, (t),
i=1,...,Nto zero. Additionally, we select:

i=1,...,N. (3.3)
Mp- = Acon - Ai—1,i

1

M, = Ai—1i— Acol }

Apparently, since the desired formation is compatible with the collision and connectivity
constraints (i.e., Aol < Aj—1; < Acon, I = 1,...,N), the aforementioned selection
ensures that M, M, > 0,i = 1,...,N and consequently under Assumption A1 (i.e.,
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Acol < Pi-1 (0) - p,(O) <Acon, i=1,... 7N) that:
— M,.pp; (0) < €p,(0) < Mp,pp, (0),i=1,...,N. (3.4)

Hence, guaranteeing prescribed performance via (3.1) and employing the decreasing
property of pp, (t),i=1,...,N, we obtain:

and consequently, owing to (3.3):
Aol < pPi—1(t) — pi(t) < Acon, V>0

andforalli=1,...,N, which ensures that the collision and connectivity constraints are
satisfied for all t > 0.

Inthe sequel, we treat seperately the two control architectures (predecessor-following
and bidirectional) and propose a distributed control protocol for each one of them that
does not incorporate any information on the vehicles’ nonlinear model or the external
disturbances and guarantees —M, pp, (t) < ey, (t) < Mppp, (t),i=1,...,Nforallt >0,
thus leading to the solution of the robust formation control problem with prescribed
performance under collision and connectivity constraints for the considered platoon of
vehicles.

I. Kinematic Controller

Given the neighborhood position errors ep, (t) = pj—1(t) — pi(t) — Aj_1j,i=1,...,N:

Step I-a. Select the corresponding functions pp, (t) and positive parameters M, , Mp,,
i =1,...,N following (3.2) and (3.3) respectively, in order to incorporate the desired
transient and steady state performance specifications as well as the collision and connectivity
constraints.

Step I-b. Define the normalized neighborhood position errors as:

e
§P1 (ep1 ) t) przt)
&p(€p,t) = : =1 | Z®) e (3.5)
fPN(ePNv t) p::?t)

where pp (t) = diag([pp, (t)]i=1,...n) as well as the expressions:

(&) = diag(] Mieri ] ) (3.6)
r = diag . - 1 .
o (14 @)1= g2 "
—Pi Pi
143 14+ on

", M
cpl6p) = [In(—g ). In(—g) (3.7)

7P, ﬂPN

Step I-c. Design the decentralized reference velocity vector seperately for the two
control architectures as follows:
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A. Predecessor-Following architecture

Vd, (§P1 ) t)

Vg(&p: t) = , (é 0 = kp(pp (1)~ 'rp(&p)ep(&p) (3.8)
dv—1\Spn—1>
Vdy (gpN’ t)

B. Bidirectional architecture
Va, (£P1 ) gpzv t)
Va(ép, t) = : =kpST(pp (1)) 'rp(&p)en(&p) (3.9)

Vdy_1 (§PN—1 ) gpN’ t)
Vdy (§PN7 t)

with k, > 0 in both cases.

II. Dynamic Controller

Step II-a. Define the velocity error vector e, = [ey,,...,ev,]" = v — vg(&,t) with
v =[vy,...,vy| and select the corresponding velocity performance functions py, (t), i =
1,...,Nsuch that p, (0) > |e,,(0)],i=1,...,N.

Step II-b. Similarly to the first step define the normalized velocity errors as:

€vy

§V1 (eV1 ) t) pvq (D)
Evlev,t) = : = : = (pv (t))_1ev (3.10)

§VN (eVN ) t) pf]\‘l/?t)

where py (t) = diag([py, (t)]i=1,...n) as well as the expressions:

.....

2
rv(fv) = diag([(.l n 5%)(1 — é—v‘)]i:L“.,N) (3.11)
T
(60 = (), In( ) (3.12)

Step II-c. Design the decentralized control protocol, which is identical for the two
architectures:
ut &y, t)
Uy, t) = : = —kv(pv (t)) ' ro(&n)ev(&Y) (3.13)
un(&uy, t)

with k, > 0.

Remark 1. Notice by (3.8), (3.9) and (3.13) that the proposed control protocol is decentralized
in the sense that each vehicle utilizes only local relative information to calculate its own
signal. In particular, the desired vehicle velocity as obtained by (3.8) in the predecessor-
following architecture utilizes the relative position with respect only to the preceding
vehicle whereas the bidirectional architecture considers the relative position with respect
to the following vehicle as well by incorporating the matrix ST in (3.9). Moreover, the
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proposed control law does not incorporate any prior knowledge of the model nonlinearities/disturbances
or even of some corresponding upper/lower bounding functions, relaxing thus significantly

the key assumptions made in the related literature. Furthermore, the proposed methodology

results in a low complexity design. Notice that no hard calculations (neither analytic nor

numerical) are required to output the proposed control signal, thus making its distributed
implementation straightforward.

3.1.1 Stability Analysis

The main results of this section are summarized in the following theorem where
it is proven that the aforementioned decentralized control protocol solves the robust
formation problem with prescribed performance under collision and connectivity constraints
for the considered platoon of vehicles both in the predecessor-following and the bidirectional
control architecture.

Theorem 3.1. Consider a platoon of N vehicles of the form (2.1), following a leader in 1-D
and aiming at establishing a formation described by the desired gaps Aj_1,i=1,...,N
between consecutive vehicles, while satisfying the collision and connectivity constraints
represented by Ao and Acon respectively with Acgl < Aj—1; < Acon, I = 1,...,N. Under
Assumption A1, the decentralized control protocol (3.5)-(3.13) guarantees:

—Mp,ppi (t) < ep, (t) < Mp,pp, (1), V¥t >0

foralli=1,...,N, as well as boundedness of all closed loop signals.

Proof. Differentiating (3.5) and (3.10) with respect to time, we obtain:

= (pp (1)) (ép — pp (£) &) (3.14)
év: (Pv(t))q(év—ﬁv(t) fv) (3.15)

A. Predecessor-Following architecture

Employing (2.1), (2.2) as well as the fact that v; = vq +py, (t) &, and substituting (3.8),
(3.13)in (3.14) and (3.15), we arrive at:

f.p = hp(taf)

= —kp(pp ()7 'S(pp (1) rp(&p)ep(ép)

— (pp (£) 7" (pp (t) & + Spv (8) & — Po(t))) (3.16)
& = hu(t,€)

= —kv(pv (1) "M Tey(&r) = (v (£) 7 (v (1) &

— M (f(vg + py () &) + w(t)) + Vg) (3.17)
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where
M = diag([mili=1,..n)
f1 (Vd1 + Py, (t) £V1 )
f(va + pv (t) &) = :
fN(VdN + Puy (t) §VN)
with mj, fi(-), i = 1,...,N denoting the unknown mass and nonlinearity of the vehicle

model (2.1) respectively. Thus, the closed loop dynamical system of £(t) = [¢](t), &) (t)]"
may be written in compact form as:

viY

: hp(t
£=h(t¢) = p(EE)) (3.18)
hy(t,€)
Let us also define the open set Q¢ = Q¢, x Q¢, C R2N with:

Oy = (M P ) 5 % (Bl )
Qe, = (—1,1) x ... x (=1,1). (3.19)

N-times

In what follows, we proceed in two phases. First, the existence of a unique maximal
solution &(t) of (3.18) over §)¢ for a time interval [0, Tmax) (i.€., {(t) € Q¢, Vt € [0, Tmax) ) iS
ensured. Then, we prove that the proposed control scheme guarantees, for allt € [0, Tmax)
:a) the boundedness of all closed loop signals as well as that b) £(t) remains strictly within
a compact subset of ¢, which leads by contradiction to Tmax = oo and consequently to
the completion of the proof.

Phase A-i. Selecting the parameters M, M, i = 1,....N according to (3.3), we
guarantee that the set Q¢ is nonempty and open. Moreover, as shown in (3.4) owing
to Assumption A1, £,(0) € Qg,. Furthermore, selecting py, (0) > le,(0)],i = 1,...,N
we ensure that &,(0) € Q, as well. Thus, we conclude that £(0) € Q. Additionally, h is
continuous on t and locally Lipschitz on £ over the set €. Therefore, the hypotheses of
Theorem 2.3 stated in Appendix B’ hold and the existence of a maximal solution £(t) of
(3.18) for a time interval [0, Tmax) such that £(t) € Q¢, Vt € [0, Tmax) IS guaranteed.

Phase A-ii. We have proven in Phase A-i that £(t) € ¢, Vt € [0,7max) and more
specifically that:

N2

_ ep(t
gpi - Pp,-(t

£ = ey (t
Vi pV,‘(t

€ (_Mp,-v Mp,»)
€ (_171>

~

i=1,....N (3.20)

~

~

for all t € [0, Tmax), from which we obtain that e,,(t) and e,,(t) are absolutely bounded by
max{M,,, M, }pp,(t) and py,(t) respectively for i =1,...,N. Furthermore, owing to (3.20),
the error vectors ep(t) and e,(t) as given in (3.7) and (3.12) are well defined for all t €
[0, Tmax). Therefore, consider the positive definite and radially unbounded function V, =
SepPep where P = (diag(S~'1))~" is a diagonal positive definite matrix satisfying Q =
PS + STP > 0, as dictated by Lemma 2.1. Differentiating V, with respect to time and
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substituting (3.6), (3.16), we obtain:

Vo = —kpepPro(&p) (pp (1) S(pp (1)) ' rp(&p)ep(&p)

— epPro(&p)(pp (1) ™" (pp (£) & + S(pv () & — Po(t))))-

Exploiting: i) the diagonality of P, rp(&p), pp (t) matrices, ii) the positive defineteness of
Q = PS + STP as well as iii) the boundedness of pp (t), py (t) and Po(t), we get:

. _ 2 _ _
Vo < —kpAmin(Q) [|epro(€p) (oo ()M ||™ + ||egro (&) (op (£) 7| Fo
where Fp is a positive constant indepedent of tmax, satisfying:
|PGo (8 €0+ S(py (6 & = Polt)| < P (3.21)

forall (¢,t) € Q¢ xR, Therefore, we conclude that V, is negative when ||]rp (&) (pp (£))~"|| >
m from which, owing to the positive definiteness and diagonality of rp(&)(pp ()~
as well as employing (3.6) and (3.2), it can be easily deduced that:

(3.22)

lep(t)]| < &p := max { £5(0)

for all t € [0, Tmax)- Furthermore, from (3.7), taking the inverse logarithm, we obtain:

e~ % —1 — e —1_

*pi<mmpf:§m§ fp,—(t) < gpi:WMpi<Mpi (3.23)

for all t € [0,7max) and i = 1,...,N. Thus, the reference velocity vector v4(&p,t), as
designed in (3.8), remains bounded for all t € [0, Tmax). Moreover, invoking vi = vq, +
pv, (t) &, we also conclude the boundedness of the velocities vi(t), i = 1,...,N for all
t € [0, Tmax)- Finally, differentiating v4(&p, t) with respect to time, substituting (3.16) and
utilizing (3.23), it is straightforward to deduce the boundedness of v for all t € [0, Tmax)
as well.

B. Bidirectional architecture

Applying the aforementioned line of proof for the bidirectional control architecture as
well, we substitute (2.1), (2.2) and (3.9) in (3.14) and invoking v; = vq, + py, (t) &y, we get:

ép = hpz (ta f)
= —kp(pp (t))_1SST(Pp (t>)_1rp(fp>5p(fp) (3.24)
—(pp (1) (B (£) & + S(pv (£) & — Po (1)) (3.25)

The closed loop dynamical system is now written as:

£ = hy(t,€) = [’;"g g] (3.26)



3.1 1-Dimensional Case

where hy,(t,&) = hy(t, ) as defined in (3.17).

Phase B-i. Notice that h; is continuous on t and locally Lipschitz on & over the set Q)¢
introduced by (3.19). Therefore, proceeding in a similar manner as in the predecessor-
following case and guaranteeing that £(0) € ), it is straightforward that the existence of
a maximal solution of (3.26) on a time interval [0, Tmax) such that £(t) € Q¢, Vt € [0, Tmax)
is ensured. Therefore, (3.20) holds for all t € [0, Tmax) and ep,(t) and ey, (t) are absolutely
bounded by max{M,, , My, }pp,(t) and py(t) respectively fori=1,...,N.

Phase B-ii. It follows from Phase B-i that ¢,(t) and ,(t) are well defined for all t
[0, Tmax) and thus we consider the positive definite and radially unbounded function V,, =
%a;ap. Differentianting V,, with respect to time and substituting (3.6) and (3.24), we
obtain:

Vi, = —kpeprp(€p) (pp () 71SST(pp (1) ™ rp(€p)ep (p)

—eprp(&) (pp ()™ (pp (£) & + S(py () & — Po(t))))-

It can also be easily deduced from (2.3) that:

2 -1 0 ... 0
1 2 -1
-1 0
1 2 -1
| 0 ... 0 -1 1

which is a positive definite matrix satisfying Amin(SST) = 4 sinz(ﬁ“) with N denoting the
number of platoon’s vehicles (see Theorem 3.1 in [69]). Thus, exploiting: i) the positive

definiteness of SST as well as ii) the boundedness of p, (t), py (t) and Po(t), we get:
Voy < —aky sin® (7) [[e5ro(E) (op () + [|e5ro (o) (00 () '[| G5
where G, is a positive constant independent of Tmay, satisfying:
|20 (660 + S(ov ()& Pol1))]| < G (3:27)

forall (£,t) € Q¢ xR.. Therefore, we conclude that V,, is negative when ||efrp (&) (pp (1) 71| >
Gp
4kp sin (g5 )

as well as employing (3.6) and (3.2), it can be easily verified that:

, M, My
G, max B/ B
P Mﬂ,‘+ Mpi

4k sin®(z7—)

from which, owing to the positive definiteness and diagonality of rp(&5)(pp (t))

(3.28)

lep(B)]| < &p := max { £p(0),

for all t € [0, Tmax). Therefore, (3.23) holds for all t € [0, Tmax) and i =1,...,N. Thus, the
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reference velocity vector vq4(&p, t), as designed in (3.9) for the bidirectional architecture,
remains bounded for all t € [0, Tmax) from which we also conclude the boundedness of
vi(t),i=1,...,Nand vy for all t € [0, Tmax)

Regarding the transformed error ¢, and the control signal u, we consider the positive
definite and radially unbounded function V, = %EZMEV where M = diag([mj]i=1,.. n) wWith
mj, i =1,...,N denoting the unknown mass of the vehicle model (2.1), and by following
similar analysis with V, = %a;Pep, we conclude that:

lev(®)]] < & := max {sv<o>, kaFm{m}} (3.29)

for all t € [0, 7max), Where F, is a positive constant satisfying:
[(Mpy (t) & — (f(va + pv (1) &) + w(t)) + Vg)[| < Fy (3.30)

owing to: i) the boundedness of v4 and v, that was proven previously, ii) the continuity of
function f;(-) and iii) the boundedness of p, (t), py (t) as well as of the disturbance term
w(t). Furthermore, from (3.12), taking the inverse logarithmic function, we obtain:

e—E_v - 1 — eE_V — 1
<aE £, <&ult) <&y, FESIET (3.31)
for all t € [0,7max) and i = 1,...,N, which also leads to boundedness of the distributed

control protocol (3.13).

Up to this point, we have proven that £(t) € Q¢ as well as the boundedness of all
closed signals for all t € [0, Tmax) both for the predecessor-following and the bidirectional
architecture. What remains to be shown is that Tmax can be extended to oc. In this direction,
notice by (3.23) and (3.31) that £(t) € in = ngp X ngw Vt € [0, Tmax), Where:

Q/gp = [§p1;§p1] XX [§pN7§_pN]
g, = €, &n] X X [€, ,En)]

are nonempty and compact subset of Q¢, and Q¢, respectively. Hence, assuming Tmax < 0o
and since Qé C Q, Proposition 2.1 in Appendix B’ dictates the existence of a time instant
t' € [0, Tmax) Such that £(t) ¢ Qg which is a clear contradiction. Therefore, Tmax = oo.
Thus, all closed loop signals remain bounded and moreover £(t) € Qé C Qg Vt > 0.
Finally, multiplying (3.23) by pp,(t), i=1,...,N, we also conclude that:

— Mp,pp; (t) <ep, (t) < Mpfppi (t) (3.32)

foralli=1,...,Nas well as t > 0 and consequently the solution of the robust formation
control problem with prescribed performance under collision and connectivity constraints
for the considered platoon of vehicles.

Remark 2. From the aforementioned proof it can be deduced that the proposed control
scheme achieves its goals withour resorting to the need of rendering ép, &, arbitrarily
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small by adopting extreme values of the control gains k, and k, neither in the predecessor-
following nor in the biridectional architecture (see (3.22), (3.28) and (3.29)). More specifically,
notice that (3.23) and (3.31) hold no matter how large the finite bounds ép, €, are. In the
same spirit, large model uncertainties, such as the vehicle masses mj, i = 1,...,N that
are highly dependant on the number of passengers in real-time scenario vehicle platoons,
can be compensated, as they affect only the size of &, through F, (see (3.30)), but leave
unaltered the achieved stability properties. Hence, the actual performance givenin (3.32),
which is solely determined by the designer-specified funcitons pp, (t) and the parameters
—M,, Mp, i = 1,...,N, becomes isolated against model uncertainties, thus extending
greatly the robustness of the proposed control scheme. Furthermore, the selection of the
control gains k, and k, is significantly simplified to adopting those values that lead to
reasonable control effort. Nonetheless, it should be noted that their selection affects the
control input characteristics (i.e., decreasing the gain values leads to increased oscillatory
behaviour within the prescribed performance envelope described by (3.1), which is improved
when adopting higher values, enlarging, however, the control effort both in magnitude
and rate). Additionally, fine tuning might be needed in real-time scenarios, to retain the
required linear velocity within the range of velocities that can be implemented by the
motors. Similarly, the control input constraints impose an upper bound on the required
speed of convergence of pp, (t), i =1,...,N, as obtained by the exponentials et

3.1.2 Simulations

To demonstrate the efficiency of the proposed distributed control protocol, we consider
a platoon of N = 10 vehicles with the following nonlinear model:

pi =V
1.2v; = —0.5v; — 0.25 |v;| v; + u; + A; sin(wit + ;)

with A, wj, ¢; randomly chosen in [1.0, 1.5], [2.0, 2.5] and [0, 27] respectively. The
leader node follows a constant velocity model given by po(t) = 1.5t. Furthermore, the
desired distance between consecutive vehicles is equally setat A;_4 ;= A* = 0.75m, i =
1,...,10 whereas the collision and connectivity constraints are given by A, = 0.05A*
and A.,n = 1.95A* respectively. Notice that the aforementioned formation problem
under the collision/connectivity constraints is feasible since A < Aj_1; < Acon,
i=1,...,10. Moreover, we also require steady state errors of no more than 0.05m and
minimum speed of convergence as obtained by the exponential e~%->. Thus, according
to (3.3), we selected the parameters M, = Mp, = 0.95A%,i=1,...,10and the functions
pp (1) = (1—53R5)e 0564 ;902 i=1,...,10in order to achieve the desired transient
and steady state performance specifications as well as to comply with the collision and
connectivity constraints. Finally, we chose py, (t) = 2]e,,(0)]e %3 +0.1,i=1,...,10.
The control gain values were chosen as k, = k, = 0.25 for the predecessor-following
architecture and k, = 0.1, k, = 100 for the bidirectional architecture. Fig. 3.1 pictures
the position of the vehicles with respect to time, which is similar for both cases.
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Fig. 3.1: The position of the platoon vehicles.
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Fig. 3.2: The evolution of the neighborhood errors ep(t), i = 1,...,10 (blue lines)
along with the imposed performance bounds (red lines) under the predecessor-following
architecture.
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Fig. 3.3: The evolution of the neighborhood errors ey (t), i = 1,...,10 (blue lines) along
with the imposed performance bounds (red lines) under the bidirectional architecture.

The simulation results are illustrated in Figs. 3.2-3.9 for the two different control
architectures. More specifically, the evolution of the neighborhood errors ey, (t), i =
1,...,10alongwith the imposed performance bounds by the corresponding performance
functions are given in Figs. 3.2 and 3.3, while the required control inputs are illustrated
in Figs. 3.4 and 3.5 respectively. Furthermore, Figs. 3.6 and 3.7 depict the intevehicular
distances along with the collision and connectivity constraints. The same results for
the case of N = 30 and N = 100 vehicles under the bidirectional control architecture
are also given in Figs. 3.8 and 3.9, to verify the robustness of the proposed control
protocol against the number of vehicles composing the platoon. It can be easily deduced
that guaranteed transient and steady state response as well as collision avoidance and
connectivity maintenance are achieved with bounded closed loop signals, despite the
presence of external disturbances as well as the lack of knoweldge of the vehicles’
dynamics and irrespectively of the number of vehicles composing the platoon.

To further investigate the performance of the proposed 1-D methodology, a comparative
simulation was carried out between the presented control scheme and the one suggested
in[29], according to aforementioned nonlinear model. For the convenience of comparison,
we define the following as a measure of performance:

1 [T .
E= /O ;<epo,,<t>+epo,,<t>>dt (3.33)

We study through numerical simulations how E scales with the number of agents N
for T = 102 seconds. Notice that the method proposed in [29] considers a double
integrator model and therefore a feedback linearization technique was included in the
control scheme. In order to simulate a realistic scenario, however, the model parameters
adopted deviated up to 15% from their actual values. The corresponding control gains
were tediously selected through a trial-and-error process to yield satisfying performance.
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Fig. 3.4: The required control input signals under the pred. following architecture.
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Fig. 3.5: The required control input signals under the bidirectional architecture.



3.1 1-Dimensional Case

A Agent 1

Connsctivity Cosstraisr Agem 2

Agent 3

Agent 4

Agent 5

Agenté

Agen T

Agent B

Agentd

Agent 10
=
]
-
=
=
|
n
]

Collishon Corernin
2, *
" i
o 1 2 3 Ll L Le]

Fig. 3.6: The distance between successive vehicles along with the collision and
connectivity constraints under the predecessor-following architecture for N = 10
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Fig. 3.8: The distance between successive vehicles along with the collision and

connectivity constraints under the predecessor-following architecture for N = 30
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Connectivity Constraint

a 1 2 3 4 8 [ T B a

10
Bsie)

Fig. 3.9: The distance between successive vehicles along with the collision and
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Fig. 3.11: Comparison of E under the bidirectional architecture.

Regarding the proposed prescribed performance control scheme, the only parameter
changed was the steady state error bound, which was set as p;,r = 0.1m. Finally, the
leader node trajectory as well as the desired intervehicular distances were designed in

the same way as above. The results of the comparative simulation study are given in
Figs. 3.10-3.11 for the predecessor-following and the bidirectional control architecture
respectively. Notice that E of the proposed scheme remains practically stable with the
increase of N. On the contrary, the figures indicate that the linear and nonlinear methodologies
proposed in [29] are highly dependent on the number of vehicles for both control architectures,
proving thus the superiority of the proposed method. Finally, while the convergence rate

of the presented scheme is solely determined by the term e, the simulation results
performed in [29] illustrate that the convergence time may reach more than 80 seconds

(see Figs. 2 and 3), resulting in poor control performance.
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3.2 2-Dimensional Case

3.2.1 Control Design

The concepts and techniques in the scope of prescribed performance control are
innovatively adapted in the 2-dimensional case as well in order to: i) achieve predefined
transient and steady state response for the distance and heading errors ey (t), eg(t),
i=1,...,N as defined in (2.10), as well as ii) avoid the violation of the collision and
connectivity constraints presented in Section 2.2. Simlarly to the 1-dimensional case,
the aforementioned errors will evolve strictly within a predefined region that is bounded
by the performance functions. The corresponding mathematical expressions are given
by the following inequalities:

—Mg.pg, (t) < eg, (t) < Mg,pq, (t) i N (3.34)
—Mp,ps, (t) < eg, (t) < Mgpg, (t)
for all t > 0, where
(H) = (1 — — Phoe ya—lgt 1 Pdoo
Pd; () =( max{Mdl_,Mdl.}) =+ max{M, ,Mq, } i1 N (3.35)
pp (t) = (1 — —Pio__ye~lst f _ _Phoe___ (77 77707 '
i max{Mﬁi,Mﬁi} max{Mﬁi,Mﬁi}

are designer-specified, smooth, bounded and decreasing positive functions of time
with positive parameters /;, pj~, j € {d,B} incorporating the desired transient and
steady state performance respectively, and M, , M;,j € {d,B},i=1,...,N are positive
parameters selected appropriately to satisfy the collision and connectivity constraints,
as presented in the sequel. In particular, the decreasing rate of p; (t),j € {d,5}, i =
1,...,N, which is affected by the constant /;, j € {d, 3} introduces a lower bound on
the speed of convergence of ¢; (t), j € {d,5},i = 1,...,N. Furthermore, the constants
Piccr J € {d, 8} can be set arbitrarily small (ie, pj,.c < max{M;,M;},j € {d,B},i =
1,...,N), thus achieving practical convergence of the distance and heading errors to
zero. Additionally, we select:

Md, = di,des - dcol
My = deon — diges > i=1,...,N. (3.36)
Mﬁ, = M,B,- = Bcon

Notice that the aforementioned parameters d.on, Scon are related to the constraints
imposed by the camera’s limited field of view. More specifically, d, should be assigned
a value less or equal to the distance from which the marker on the preceding vehicle
may be detected by the follower’s camera, whereas SB.on should be less or equal to the
half of the camera’s angle of view, from which it follows that f.n < 5 for common
cameras. Apparently, since the desired formation is compatible with the collision and
connectivity constraints (i.e., deol < djges < deon, i = 1,...,N), the aforementioned
selection ensures that M;,M; > 0,j € {d,},i = 1,...,N and consequently under
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Assumption A2 that:that:

=1

—Mgpg,(0) < eg,(0) < Mapg, () } P (3.37)

—Mg,p5,(0) < g, (0) < Mgpg, (0)

Hence, guaranteeing prescribed performance via (3.34) and employing the decreasing
property of p; (t),j € {d,B},i=1,...,N, we conclude:

_Mdi < ed/ (t) < Md/ i—1 N
—Mg, < eg (t) <Mg [’ Y
and consequently, owing to (3.36):
i=1 N

g ey

dcol < di(t) < dcon .
_5col < Bi(t) < 5con ’

and forallt > 0, which ensures that satisfaction of the collision and connectivity constraints.

In the sequel, we propose a decentralized control protocol without any information
on the vehicles’ nonlinear model or the external disturbances that guarantees (3.34) for
allt > 0, thus leading to the solution of the 2D formation control problem with prescribed
performance under collision and connectivity constraints for the considerd platoon of
vehicles.

1. Kinematic Controller
Given the distance and heading errors g;(t),j € {d,8},i=1,...,N:

Step I-a. Select the corresponding performance functions p;, (t) and positive parameters
Mjf,ﬁji,j e {d,p},i=1,...,N following (3.35) and (3.36) respectively, that incorporate
the transient and steady state performance specifications as well as the collision and
connectivity constraints.

Step I-b. Define the normalized errors as:

- B ed1

€4, (ed,, t) RG]

Eo(eg t) = : =1 1 [ 2(pg() Teq (3.38)
| S (Edy: t>_ _p::(vf) i
(€5, (e5,,1)] —piEt)_

Ep(ep, t) = : =1 | 2ps(t) es (3.39)
ovlepnt)] | PZS ol

where p; (t) = diag([p;(t)]i=1..n), J € {d,5}, and design the decentralized reference



Chapter 3. Main Results

angular velocity vector for each wheel:

el €0

DRges (Ear € 1) = : = 5[Kaea(&a) +Ks(ps () 'ra(€s)es(és)]
| IR, des (Sets Ens b) |
(01, s (- €501

Dt (60, 5:1) = = 2 [Kee(6a) — Kalos () 'ra(En)es(€s)]  (3.40)

_,léLN,des (5dN’ gﬁN’ t)_

with K; = diag(kj, ... k;,), ki, > 0,j € {d,p},i=1,...,N, and

1 geney

S T
; —bi Mg,
rﬁ(fﬁ) = diag(| ] &5, &5, ]/:1 ,,,,, N) (3.41)
(1+ Em)( - MT#)
r T
1450 14
ed(&q) = |In(——" In( 7 (3.42)
124 .
L Mg, May,
BEES- 14l 17
ep(6s) = |IN(——22), - In(——2) (3.43)
124 1 -
L MBI MBN

I1. Dynamic Controller

Step II-a. Define the wheel velocity error vector for each vehicle:

€y, = 19/ - ﬁi,des(fd;ag,b’;at)a = 17' .- >N (344)

where

€y, = [eﬁR,iv eﬁL,i]T

19/:[19/'?,7 19L,]T ,I:1,,N
;i des(Edr €65 t) = [UR,gos (€1 €815 )5 UL, gos (€t €510 E)]T

and select the corresponding velocity performance functions

® 0
po(8) = | P20 Ci=1,....N
0 pﬂL,i(t)

such that py,,(0) > |ey,,(0)| and py, ;(0) > |ey, ,(0)],i=1,...,N.

Step II-b. Define the normalized errors:

_ éﬁR,i(eﬁR,w t) A 1 .
5191(619? t) - [gﬁu(eﬁ“, t)] - (,019,- (t)) €y, I = 1 yeun ,N (345)



3.2 2-Dimensional Case

and design the decentralized torque control protocol for each vehicle:

TR Lt — :
€ t) = | R O ko0, 0) M 0)eaEa) i= 1, N (3.46)
71,(§0,0 1)
with
kg, .
Ky, = | ® 0 i=1,....N
0 kﬂU
where kg, > 0, ky,;, > 0,i=1,...,Nand

1
e O
ro,(§o;) = § 519;;,;)0(”519;:,1) 1 (3.47)
| (17£19L’,')(1+£’L9L71)
B T
1+ &g, 1+ &,
L Ir,i é-’lgL,i

foralli=1,... N.

Remark 3. As in the 1-dimensional case, equations (3.40) and (3.46) suggest that the
proposed control protocol is decentralized in the sense that each vehicle utilizes only local
relative to its preceding vehicle information, obtained by its onboard camera, to calculate
its own signal, without incorporating any prior information on the vehicle’s nonlinear
model. Additionally, the transient and steady state performance specifications as well as
the collision and connectivity constraints are exclusively introduced by the appropriate
selection of py, (t), k € {d, 3,9} and M;,M;, j € {d, B}, i=1,...,N.

3.2.2 Stability Analysis

The following theorem summarizes the main results of the 2-dimensional case where
it is proven that aforementioned control scheme solves the robust formation problem
with prescribed performance under collision and connectivity constraints for the considered
platoon of vehicles.

Theorem 3.2. Consider a platoon of N vehicles with (2.4)-(2.6), following a leader in 2-D

and aiming at establishing a formation described by the desired inter-vehicular distances

dides, I = 1,...,N, while satisfying the collision and connectivity constraints represented
s

by d.o and deon, Beon respectively with deoy < diges < deon, i = 1,...,N and Beon < 3.
Under Assumption A2, the decentralized control protocol (3.38)-(3.48) guarantees:

~Mgpg () < eq, () <Mypg () | . _ .
—Mgpp, (t) < e (t) < Mgpg (t)

for all t > 0, as well as the boundedness of all closed loop signals.
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Proof. Differentiating (3.38), (3.39) and (3.45) with respect to time we obtain:

= (pg (1)) (éq — pa (t) &) (3.49)
5= (ps (1)) (é5 — ps (t) &) (3.50)
éﬁ, = (po, (1)~ (€9, — po, (D) €9,),i =1,...,N. (3.51)

Employing (2.6), (2.11), as well as the fact that ¥; = 19,-,6,65 + py,(t)€,, and substituting
(3.40) and (3.46) we arrive at:

4= ho(t,&0) = (g ()" (5 Crkeea(€a) + € — u (8) &) (352)

§s = hs(t,&q,&p) = %( ()" (—=rR™'Ka(pgs () 'ra(€s)ep(€s) + D' rSKgeq(€a)+
D~'rs — pp () &5) (3.53)

5191 - hﬁi(t 5191) = —(019, (t))_1M_1K191(1019i (t))_1r19i(§19i)€19i(§79i) - (pﬁi (t))_1 (pl% (t) 519:'_
M~ (Ki(D; ges + po,(t)o,) + Ni(t)) + U ges) (3.54)

for all i = 1,...,N. The closed loop system of &(t) = [£](t), E}(t)]™ can be written in
compact form as:

Ex(t) = ha(t, &) = [ h;’(‘;(zdfdgﬁ) ] | (3.55)

Let us also define the open sets Q¢, = Q¢, x Q¢, C RN, Qg C RN with:

di — (_Md1aﬁd1) X ... X (_MdN7MdN)
Qﬁﬁ = (_Mﬁﬁﬁlﬂ) XKoo X (_MﬁN’MﬁN)
N-times

Qe = (=1,1) x (=1,1),i=1,...,N.

Following the 1-dimensional analysis, in the sequel we proceed in two phases. First,
the existence of unique maximal solutions &>(t) of (3.55) over Q¢, and &, of (3.54) over
Q¢y i =1,...,N for atime interval [0, Tmax) (i.€., §2(t) € Q¢, and &y, € Qg ,, i =1,...,N,
Vt € [0, Tmax) ) IS ensured. Then, we prove that the proposed control scheme guarantees,
for all t € [0, m™max) - a) the boundedness of all closed loop signals as well as that b)
§2(t) and &y, 1 = 1,...,N remain strictly within compact subsets of Q¢, and Q, ,, | =
1,..., N respectively, which leads by contradiction to Tmax = oo and consequently to the
completion of the proof.

Phase A. Selecting the parameters M MJ” jed{d,p},i=1,...,Naccording to (3.36),
we guarantee that the set Q)e, is nonempty and open. Moreover, as shown in (3.37) owing
to Assumption A2, {,(0) € Q,. Additionally, hs is continuous on t and locally Lipschitz
on &, over the set ()¢,. Therefore, the hypotheses of Theorem 2.3 stated in Appendix B’
hold and the existence of a maximal solution &;(t) of (3.55) for a time interval [0, Tmax)
such that &(t) € Qg,, Vt € [0,Tmax) iS guaranteed. In the same vein, by selecting py,(t)
such that py, (0) > |ey,;(0)] and py, ,(0) > ley ,(0)|, i = 1,...,N, we guarantee that
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£9,(0) € Q¢,, i = 1,...,N as well. Since the functions hy, are locally Lipschitz on &y,
1,...,N, we deduce the existence of a maximal solution &y,(t) of (3.54) for each
i= 1,...,Nanth6 [0, Tmax) SUch that §y, € Q¢, , i=1,...,N.

i =

Phase B. We have proven in Phase A that &;(t) € Q¢, and &y, € Q¢ i = 1,... N,
Vt € [0, Tmax) and more specifically that:

eq.(t) —
gd,' = pZ,(t) (_Mdi7 Mdl)

) vl
fﬁi = eB’(t) € ( Mﬁp Mﬂi)
€og, (1) i=1,...,N (3.56)
é-’lgR,i: RI( E( 1, 1)
€y

(t
fﬁuz L(t e(=1,1)

t)
)
)

forallt € [0, Tmax), from which we obtain that ey, (t), eg,(t), e, ,(t) and ey, ,(t) are absolutely
bounded by max{Mg,, Mg} pq,(t), max{Mgs, Mg }pg,(t), ps,,(t) and py, (t) respectively for
i=1,... N.Let us also define:

1 1
. By
ro(a) = diog([————"——_, - (3.57)
(431 =5
Now, assume there exists a set I C {1,...,N} such that lim;_. . &, = Mg, (or —Mg,).

Hence, invoking (3.42) and (3.57), we conclude that lim;_., ., €4,(&q, (t)) = +o00 (or —c0)

andlime_,. .. rq, (&4, (t)) = 400, Yk € I. Moreover, we also deduce from (3.40) that lim;_, .. DR, (&, 65,0 1)
and lime_y,.. U1, (€4, €5, t) remain bounded for all k € I, where I is the complementary set

ot I To proceed, let us define k = min{I} and notice that ed;(&q;), as derived from (3.42),

is well defined for all t € [0, Tmax), owing to (3.56). Therefore, consider the positive definite

and radially ubounded function Vg, = 1 5(213 for which itis clear that lim¢_.,, Vg, (t) = +o0.

However, differentiating Vy. with respect to time and substituting (2.10), we obtain:

Vo, = eqzra; (Eap) (pa ()1 (— (19Rk+19Lk)C05»5’k+ £ (e, +01,_,) COS(v+B7)—pe (1) &)

from which, owing to the fact that 'k (g, + 91, ) cos(v + B) — pa, (t) &q,) is bounded,
since k—1 € I, and cos fB; > cos feon > 0, we conclude that lim;_,,,.. Vd}(t) = —oo, Which
clearly contradicts to our supposition that lim¢_, ., Vg (t) = +oc. Thus, we conclude that
k does not exist and hence that I is an empty set. Therefore, there exist § g and &, such
that:

—-My < §d; < &g (t) < &y, < Mg, Vt € [0, Tmax) (3.58)

Notice also from (3.56) that <3(&g), as derived from (3.43), is well defined for all t €
[0, Tmax)- Therefore, consider the positive definite and radially unbouded function Vs =
1523'K§1 eg. Differentiating V3 with respect to time and substituting (3.53), we obtain:

Vs = — 1B €s) (o (61 |45 2B €€ s (1)) K510 r(8Keo(Ea) +5) s (1) .
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Hence, exploiting the boundedness of D=1, S, s and e4(¢4), we get:

. 1 a2 1 1 =
Ve < —5 |e5(&a)ra(€s) (s (£) ] +35 e (&8)ra(8s) (s (1) || Fs (3.59)
where F 3 is a positive constant independent of Tmax, satisfying:

HKE1 D7 r(SKgeq(&a) +5) — s (1) fd]” < Fs (3.60)

for all &;(t) € Q,. Therefore, we conclude that V4 is negative when Hég(f/g)rﬁ(f/g)(pg (t)~? H >

Fs, from which, owing to the positive definiteness and diagonality of rg(&s)(ps (t))™' as
well as employing (3.35) and (3.4 1), it can be easily verified that:

for all t € [0, Tmax)- Furthermore, invoking the inverse algorithm in (3.43), we obtain:

e —1 _ e —1_

My < M =8, <80 <8 = 5 Ma < Mg (3.61)

forall't € [0,7max) and i = 1,...,N. From (3.58) and (3.61) it can be easily deduced
that the desired angular velocities as designed in (3.40) are bounded for all t € [0, Tmax)
Moreover, invoking ¥; = ¥; ges+py,(t)&s,, i = 1, ..., N we also conclude the boundedness of
the velocities U; = [Ug,, 91,)T, i=1,...,Nfor all t € [0, Tmax). Finally, notice by (3.40) that
the time derivative of ¥; ges is a function of &4, 4., €., €5, which are proven to be bounded
forallt € [0,7max) and i = 1,... N (see (3.52), (3.53), (3.58) and (3.61)). Hence, we
conclude the boundedness of ﬁ;vdes forallt € [0,Tmax), i=1,...,N as well.

Applying the aforentioned line of proof, we consider positive definite and radially
undounded functions Vy, = %55_519,., i =1,...,N. Differentiating Vy, with respect to time
and employing (3.54), we obtain:

Ve, = —e}ro,(€5,) (po,(£)) "M K, (p,(£)) " 1o, (€9, €0, + £,r0,(E9,) (0o, (8)) " (g, (t) 5,
M~ (ki(Vi des + po,()€g,) + Ni(t)) + U ges)
for all i = 1,...,N. Hence, exploiting the positive definiteness of M=Ky, as well as the

boundedness of py,(t), py, (t), 19,-7des + po,(t)&y,, Ni(t) and 1'9',-,,;,65, i=1,...,N we conclude
that:

Vﬂi < _)‘min(M71K19i) ‘Elgirﬂi(gﬁi)(pﬂi(t))ill Hz + Hglgjrﬂi(gﬁi)(pﬁi(t))i‘] H ,:-19

where Fy is a positive constant independent of Tmax, satisfying

Hf)ﬂ, (t) &9, — M~ (Ki(Vi es + po,(t)Es,) + Ni(t)) + Vi ges|| < Fo (3.62)

foralli=1,...,N. Therefore, we conclude that Vy, is negative when Hf,gl_rﬁi (&9,)(po, (1))~ H >
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Fy

(MK, ) i=1,...,Nfrom which we can arrive at:
min i

f
(D <&y :=ma O, ——————— =1,....N
e ®11 < 2, = max{ e O] 5z b = oo

for all t € [0, Tmax)- Hence, invoking the inverse logarithm in (3.48), we obtain:

e — 1 _ e —1
TN TG S S =y <
e % —1 _ et —1
BRI e e (3:63)
forallt € [0,mTmax) andi = 1,...,N, which also leads to the boundedness of the distributed

torque control protocol (3.46).

Up to this point, what remains to be shown is that mmax can be extended to oo. In this
direction, notice by (3.58), (3.61) and (3.63) that &,(t) € Q, = QédeéB and &y, (t) € Qég’i,
i=1,...,N,Vt € [0, Tmax), Wwhere

Qéd = (§d1’gd1) X X (§deng)
QIEB - <§,81’gﬁ1) X X (§5N7E5N)
Qlf@,i - (éﬁi’gﬁi) X (éﬂljg’&i)’ i=1,...,N

are nonempty and compact subsets of Q¢ Q¢ and e, ,,i=1,...,Nrespectively. Hence,
assuming that Tmax < oo and since 2, C Qg, and Q| C Qg,, i = 1,...,N, Proposition
2.1 in Appendix B’ dictates the existence of a time instant t € [0, Tmax) such that &,(t') ¢
Q'52 and &g,(t) ¢ Qée’i, i =1,...,N which is a clear contradiction. Therefore, Tmax = 0©.
Thus, all closed loop signals remain bounded and moreover &;(t) € Q'52 C Q¢, and &y, (t) €
Q,, C Qe i=1,...,Nforallt > 0. Finally, multiplying (3.58) and (3.61) by p, (t) and
pgs, (t) respectively, we conclude:

—M, pg (1) < eq, (t) < Mgpg. (t
Mpa, (t) < €q; (t) < Maypa, (1) } 50 (3.64)
_M,B;pﬂi (t) < €p (t) < Mpg,pg, (t)
foralli=1,...,N and consequently the solution of the formation control problem with

prescribed performance under collision and connectivity constraints for the considered
platoon of vehicles.

Remark 4. Identical conclusions can be drawn in the 2-dimensional case as well. In
particular, notice that there is no need to render the transformed errors e4 (t), es (t) and
ey, (t), i = 1,...,N arbitrarily small, since (3.58), (3.61) and (3.63) hold no matter how
large the finite bounds ¢ , &g € 5 &p € " &y, are. The actual performance given in (3.64)
is solely determined by the designer-specified functions pg, (t), ps, (t) and parameters Mg,
My, Mg, Mg, that are related to the collision and connectivity constraints. Regarding the
control gain Ky, K3, Ky, selection, fine tuning might be needed in real-time scenarios, to
constrain the linear and angular velocities within the range of velocities the motors are
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Fig. 3.12: Intial pose of the platoon vehicles in the WEBOTS™ simulation.

able to achieve. Similarly, the control input constraints impose an upper bound on the
required speed of convergence of p; (t), i = 1,...,N, as obtained by the exponentials
e t,je{d,p}.

Remark 5. Notice that from eq. (2.2), which holds for both 1-D and 2-D cases (note
however the change of notation to e, instead of e, in the 2-D case), the following inequality

can be derived: |
e

ol
CTmin(s)

[€poll < ,VtE>0 (3.65)

where ep, = [€p,,, - :€po,] IS the error with respect to leading vehicle and omin(-)
denotes the minimum singular value. Moreover, it is straightforward from the aforementioned
analysis that the steady state errors satisfy the relation |e§f| < pPooy »i = 1,...,N and
hence||es*|| < pooV/N, where the superscript ss denotes the steady state. Eq. (3.65)
becomes therefore

PooV'N

in(S)
which suggests that the value of p., can be selected so that predefined convergence of

ey, is attained. For instance, seting ps = pso,omin(S) Will achieve the convergence of
l|e5s || to pscy VN and consequently:

ezl < 22

SS H
€00, < Pocgs I=1,...,N

where p~,, can be set arbitrarily small.
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3.2.3 Simulations

To demonstrate the efficiency of the proposed decentralized control protocol, a realistic
simulation was carried out in the WEBOTS™ platform [70], considering a platoon comprising
of a Pioneer3AT/leader and 7 Pioneer3DX following vehicles that utilize the kinematic
controller (3.38)-(3.43) in velocity-control mode. The inter-vehicular distance and the
bearing angle are obtained by a camera with range D = 2m and angle of view AoV =
907, that is mounted on each Pioneer3DX vehicle and detects a white spherical marker
attached on its predecessor. The initial pose of all vehicles is illustrated in Fig. 3.12.
The leader vehicle performs a smooth maneuver depicted in Fig. 3.13, along with the
trajectories of the folloing vehicles. The desired distance between successive vehicles

is set equally at dj ges = d = 0.75m, i = 1,..., N, whereas the collision and connectivity
constraints are given by d.,; = 0.05d = 0.0375m and deon = D = 2m. Regarding
the heading error, we select B, = 49Y = 45°. In addition, we require steady state

error of no more than 0.0625m and minimum speed of convergence as obtained by the
exponential e~9-5t for the distance error. Thus, invoking (3.36), we select the parameters
My = 0.7125m, My, = 1.25m and the functions pg, (t) = (1 — 22525)e=0-5t 4 0.0825
i =1,...,N. In the same vein, we require maximum steady state error of 1.15° and
minimum speed of convergence as obtained by the exponential =%t for the heading
error. Therefore, My = Mg = Beon = 45° and pg (t) = (1 — LR)e 05t + L2/ =
1,...,N.Finally, we chose K; = diag[0.005, . ..,0.005] and K3 = diag[0.001,...,0.001]
to produce reasonable linear and angular velocities within the feasible sets of the mobile

robots.

i)

-4+ | Leader Agent H
— Agent 1
——— Agent 2
=5r Agent 3 I
Agent 4
s — Agenl 5 |
Agent &

Agent 7

-7 : . . . . . I

Fig. 3.13: The trajectories on a planar surface of the vehicles composing the platoon.
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Fig. 3.14: The evolution of the distance errors eq4(t),i = 1,...,7 (blue lines), along with
the imposed performance bounds (red lines).

The simulation results are illustrated in Figs. 3.14-3.17. More specifically, the evolution

of the distance and heading errors ey, (), eg (t),i = 1,...,7 is depicted in Figs. 3.14
and 3.15 respectively, along with the corresponding perfrormance bounds. The inter-
vehicular distance along with the collision and connectivity constraints are pictured in
Fig. 3.16. Moreover, Fig. 3.17 shows the orientation of each vehicle. As it was predicted
by the theoretical analysis, the decentralized 2 — D contol problem of vehicular platoons
under limited visual feedback is solved with guaranteed transient and steady state response
as well as collision avoidance and connectivity maintenance. Finally, Figs. 3.18 and 3.19
depict snapshots of the platoon at several time instants.
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Fig. 3.15: The evolution of the heading errors eg, (t), i = 1,...,7 (blue lines), along with
the imposed performance boundes (red lines).
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Fig. 3.17: The orientation angle of each vehicle.

Fig. 3.18: Snapshot of the 2-D vehicle platoon simulation in WEBOTS™.
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Fig. 3.19: Snapshot of the 2-D vehicle platoon simulation in WEBOTS™.
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Experimental Evaluation

To illustrate further the performance and the robustness of the proposed control
scheme, an experimental procedure was carried out for the case of the predecessor-
following architecture, utilizing the kinematic part of the control protocol as designed in
section 3.1. The experiment took place along a 10m long hallway and lasted approximately
18 seconds.

4.1 System Components

For the composition of the vehicle platoon, five mobile robots were employed. A
PIonner 2AT was utilized as leader vehicle and two KUKA Youbots along with two Pionner
2DX mobile robots consisted the following vehicles (see Figs. 4.1-4.3) forming a platoon
of 2.5m long. By choosing the desired distances between consecutive vehicles at A;_1;
= A* = 0.2m, i = 1,...,4, the platoon was able to perform a longitudinal course
of approximately 5.5m. bla bla . For the feedback of the intervehicular distance, four
infrared proximity sensors ranging from 5cm to 80cm were used. The analog voltage
output of the sensors was transferred to the vehicle computers via an Arduino microcontroller.
The system software was implemented in Python programming language and the operating
system was linux.

Fig. 4.1: A Pioneer 2AT mobile robot.



Chapter 4. Experimental Evaluation

Fig. 4.2: A KUKA Youbot.

Fig. 4.3: A Pioneer 2DX mobile robot.
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Fig. 4.4: The position of the platoon vehicles of the experiment.

4.2 Experimental Results

The platoon trajectory is determined by the leader node, which follows a constant
velocity model given by po(t) = 0.3t (p — m,t — s). Furthermore, the desired distance
between consecutive vehicles is equally setat A;_¢ ;= A* =0.2m,i=1,...,4 whereas
the collision and connectivity constraints are given by A, = 0.05m and A, = 0.65m
respectively. Moreover, we also require steady state errors of no more than 0.1m and
minimum speed of convergence as obtained by the exponential e~%->. Thus, according
to (3.3), we selected the parameters M, = 0.15 and Mp, = 0.45,i=1,...,4 and the
functions pp, (t) = 0.78e-%514+-0.22,i = 1,..., 4 in order to achieve the desired transient
and steady state performance specifications as well as to comply with the collision and
connectivity constraints. The control gain value was chosen as k, = 0.05 to limit the
desired velocities in the feasible range of the vehicle motors.

The simulation results are illustrated in Figs 4.4-4.7. More specifically, Fig. 4.4 shows
the position of the vehicles with respect to time, the evolution of the neighborhood errors
ep,(t), i = 1,...,4 along with the imposed performance bounds by the corresponding
performance functions are givenin Fig. 4.5, while the required control inputs are illustrated
in Fig. 4.6. Furthermore, Fig. 4.7 depicts the intervehicular distances along with the
collision and connectivity constraints. As it was predicted by the theoretical analysis and
is actually depicted in the aforementioned figures, guaranteed transient and steady state
response as well as collision avoidance and connectivity maintenance are achieved with
bounded closed loop signals, despite the lack of knoweldge of the vehicles’ dynamics
and irrespectively of the number of vehicles composing the platoon.
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Conclusions and Future Work

5.1 Conclusion

In this work, we proposed decentralized control protocols for 1-D and 2-D vehicular
platoons with unknown nonlinear dynamics. In particular, two control schemes were
suggested for the 1—dimensional case, the predecessor-following architecture, where
the control action of each vehicle depends only on the relative information from its
immediate predecessor, and the bidirectional architecture, where the control action depends
equally upon relative measurements from both the predecessor and the follower. Similarly,
we designed a control protocol for vehicular platoons moving in the 2-dimensional plane

in a predecessor-following manner, since each vehicle utilizes relative information with
respect to the vehicle in front of it. The aforementioned control schemes establish arbirarily
fast and maintain with arbitrary accuracy a desired formation without:

* any intervehicular collisions

* violating the connectivity constraints imposed by the limited capabilities of the
sensory systems.

Finally, the efficiency of the 1-dimensional case was verified by real-time experiments,
whereas extensive simulation studies were conducted for both cases.

5.2 Future Work
Future research efforts will be devoted mainly for the 2-dimensional case towards:

» addressing the bidirectional architecture in a similar framework (i.e., prescribed
performance as well as collision and connectivity constraints)

* guaranteeing obstacle avoidance by incorporating a j3; 4es parameter and adapting
appropriately the value of d; 4es Without modifying the leader trajectory

» conducting real-time experiments to verify the theoretical findings.
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Appendix

Prescribed Performance

The control scheme is connected to the prescribed performance notion that was
originally proposed to design robust state feedback controllers, for various classes of
nonlinear systems [71, 72, 73], capable of guaranteeing output tracking with prescribed
performance. In this work, by prescribed performance, it is meant that the output tracking
error converges to a predefined arbitrarily small residual set with convergence rate no
less than a certain predefined value. For completeness and compactness of presentation,
this chapter summarizes preliminary knowledge on prescribed performance. In that
respect, consider a generic scalar tracking error e(t). Prescribed performance is achieved
if e(t) evolves strictly within a predefined region that is bounded by certain functions of
time. The mathematical expression of prescribed performance is given by the following
inequalities:

—pu(t) <e(t) < py(t),vt >0 (A1)

where p;(t), pu(t) are smooth and bounded functions of time satisfying lim¢_,~ pu(t) >
lim:—, oo pL(t), called performance functions. The aforementioned statements are clearly
illustrated in Fig (fig) for exponential performance functions p;(t) = (pio — pisc )€t +
Pico With pjo, pico, li, i € {L,U} appropriately chosen constants. The constants p;o =
p(0), puo = pu(0) are selected such that pyo > e(0) > —p.0 and the constants pio, =
limi— 00 pL(t), puse = liMi—oo pu(t) represent the maximum allowable size of the tracking
error e(t) at the steady state, which may even be set arbitrarily small to a value reflecting
the resolution of the measurement device, thus achieving practical convergence of e(t)
to zero. Moreover, the decreasing rate of p.(t), puy(t) which is affected by the constants
I, ly in this case, introduces a lower bound on the required speed of convergence of e(t).
Therefore, the appropriate selection of the performance functions p(t), py(t) imposes
performance characteristics on the tracking error e(t).
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Fig. A".1: Graphical illustration of the prescribed performance definition



Appendix E

Dynamical Systems

Consider the initial value problem:

b= H(t,¥), $(0) = ¢° € Qy (B.1)
with H : R, x Q,; — R where Q,;, C R is a non-empty open set.

Definition 2.1. [74] A solution ) (t) of the initial value problem (B’.1) is maximal if it has
no proper right extension that is also a solution of (B".1).

As an example, consider the initial value problem ¢) = /2, 4)(0) = 1, whose solution
is (t) = ﬁ,Vt € [0,1). The solution is maximal since it cannot be defined for t > 1.
Stated otherwise, there is no proper extension of (t) to the right of t = 1 thatis also a
solution of the original initial value problem.

Theorem 2.3. [74] Consider the initial value problem (B".1). Assume that H(t,v) is: a)
locally Lipschitz on «) for almost all t € R, b) piecewise continuous on t for each fixed
Y € Qy and c) locally integrable on t for each fixed 1) € . Then, there exists a maximal
solution 1 (t) of (B".1) on the time interval [0, tmax) With tmax > 0 such that ¢ (t) € Q,Vt €
[0, tmax)-

Proposition 2.1. [74] Assume that the hypotheses of Theorem 2.3 hold. For a maximal
solution 1 (t) on the time interval [0, tmax) With tmax < oo and for any compact set Q'wc Qy
there exists a time instant t' € [0, tmax) Such that (t') ¢ Q;z;
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