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1 Introduction

Control design is almost exclusively done based on simplified models. Therefore there
is need for control abstraction for complex systems. As is discussed in Section ??, High
frequency dynamics, time delays, and hard nonlinearities such as friction and deadzones
are often ignored in the higher level control design in order to use tractable design pro-
cedures. The resulting system must be verified with respect to stability and performance
and then it is essential to take model approximations into account. This is particularly
important for the complex mobile system designs studied in Recsys. Simulation can give
much insight but for a rigorous proof of safe and reliable operation of the control system
it is necessary to use methods from systems analysis.

Stationary solutions such as relative equilibria are routinely verified using Lyapunov
theory, dissipation theory, or integral quadratic constraints. The verification of hybrid
systems will generally require additional analytical tools in order to take into account
mode switching. Reachability analysis is an important tool for this purpose. It refers to
the problem of computing bounds on the set of states that can be reached by a dynamical
system. This gives a tool for verifying that the state of a switched hybrid automaton
stays in a “safe region” of the state space in each mode of the automaton.

The available methods for reachability analysis generally assume some uncertain sys-
tem model. The uncertainty descriptions used are, for example, differential inclusions [3,
15, 11, 2], set disturbances [16, 13], and ellipsoidal approximations [12, 1]. These uncer-
tainty models can be rather coarse or even unsuitable when taking into account unmodeled
dynamics or unmodeled nonlinearities. We consider reachability analysis of systems where
the disturbances and the model uncertainties are characterized by integral quadratic con-
straints (IQC) defined in the time domain. The IQCs give excellent modeling of many
types of structured uncertainty.

Two problems of reachability analysis can be identified

1. Reach set computation, which is the problem of computing bounds on the reach set
for trajectories of finite time extent. This gives a tool for verifying that the state
of a switched hybrid automaton stays in a ”safe region” of the state space in each
mode of the automaton.

2. Transition analysis, which is the problem of estimating the mapping from one switch-
ing surface to another. This can be used to estimate the switching dynamics of an
uncertain hybrid system.
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We have considered both these problems in [5, 4, 6]. We survey the obtained results
below.

2 Model Abstractions in Reachability Analysis

The models used in reach set computation can be generally be considered to be an abstrac-
tion of the real system where the dynamics is divided into two parts, a nominal dynamics
and an uncertainty structure. The nominal dynamics must be tractable for computation
and it can be anything from pure integrators [4, 6] to general nonlinear differential equa-
tions. The uncertainty is often constrained to belong to some convex set such as ellipsoids
or polyhedra. In our work, we consider the model abstractions consisting of a nominal
linear dynamics with uncertainty characterized by integral quadratic constraints. The
model abstraction is defined as

Σ(x0) :

{

ẋ(t) = A(t)x(t) +B(t)w(t) + u(t), x(0) = x0
∫ t

0
σk(x(s), w(s), s)ds ≥ 0, k = 1, . . . , K.

(1)

where σk are general quadratic functions and A(·), B(·), and u(·) are given possibly time-
varying matrices. A typical integral quadratic constraint is

∫ t

0

α(τ)(|Cx(τ)|2 − |w(τ)|2)dτ ≥ 0

which is a weighted energy bound on the input-output relation.

3 Reach Set Computation

For a given a set of initial conditions X0 and a system dynamics Σ, we want to compute
a bound on the reach set

R = ∪T
t=0 {x(t) : x ∈ Σ(x0);x0 ∈ X0} ⊂ ∪T

t=0R̂(t).

Each time slice in the bound is an ellipsoid

R̂(t) = {x : ψ(t, x) ≤ γ(t)},
where ψ(t, x) = xTY (t)x + 2a(t)Tx + b(t) and Y (t) ≥ 0. Here Y, a and b are given and
our task is to minimize the radius

√

γ(t). Typically, the ellipsoid is centered around the
nominal trajectory indicated in dashed line in the figure below. The nominal solution is
obtained when the disturbance w is set to zero in (1).

x1

x2

x1

x2t
R̂(t)

√
γ
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Minimization of the radius can be done according to the next proposition.

Proposition 3.1. We have

γ(t) = supψ(t, x(t)) subject to (2)






ẋ = Ax+Bw + u, x(0) ∈ X0
∫ t

0
σk(x,w, s)ds ≥ 0, k = 1, . . . , K

∫ t

0
[|x|2 + |w|2]ds <∞

4 Transition Analysis

For a given a set of initial conditions X0 and system dynamics Σ, we want to compute a
bound on the intersection with a switching hyperplane S. We thus have to estimate the
set

M(X0) = {x(T ) ∈ S : x is a solution to Σ(x0); x0 ∈ X0; T ∈ Ttran}.
where Ttran is a set that contains all the possible transition times, i.e., times for which
the trajectory first intersects S1. We will use as an estimate the smallest spherical ball
that contains M(X0). Ellipsoidal bounds can be obtained in the same way.

X0

M(X0)

S = {x : Cx = Cxnom(T0)} √
γ

We assume that S = {Cx :∈ Rn} and let C⊥ be the orthogonal complement of C, i.e.,

CC⊥ = 0 and CT
⊥C⊥ = Ip

where p is the rank of C. Furthermore, let Y be the projection matrix Y = C⊥C
T
⊥. We

have the following proposition

Proposition 4.1. Let α = Cxnom(T0) and

ψ(T, x) = (x− xnom(T0))
TY (x− xnom(T0)),

and finally

γ = supψ(T, x(T )) subj. to







ẋ = Ax+Bw + u, x(0) ∈ X0,

Cx(T ) = α, Cx(t) < α, t ∈ [0, T ]
∫ T

0
σk(t, x, w)dt ≥ 0, k = 1, . . . , Kσ

∫ T

0
[|x|2 + |w|2]dt <∞, T ∈ Ttran

(3)

Then γ is the smallest positive number such that

M(X0) ⊂ {x ∈ S1 : |x− xnom(T0)| ≤
√
γ}.
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5 The Optimization Problem

The optimization problems in (2) and (3) are generally nonconvex and infinite dimen-
sional. There is a systematic procedure for computing useful upper bounds using La-
grangian relaxation. We here discuss the simplest case, namely the optimization problem
in Proposition 3.1 with X0 = {x0}. The solution strategy for the optimization problem
is based on the following ideas

• At any t ∈ [0, T ]

– Make a Lagrangian relaxation of the integral quadratic constraints. This is
done along the lines of the general framework discussed in [14].

– The dual function can now be computed using LQ optimal control techniques.

– The dual optimization is done using cutting hyperplanes along the lines of [9,
10, 8].

– The above procedure leads to an upper bound γ̂(t). It is of general interest to
if γ̂(t) = γ(t), i.e. if there is no duality gap? The answer is generally negative
and no a priori information on the duality gap can be given. However, it is
sometimes simple to verify a posteriori whether the duality gap is zero or not.
We discuss this for our special case below.

• The time-interval [0, T ] can be gridded rigorously such that a maximally sparse grid
can be used to give a suboptimal solution of given accuracy.

Lagrangian Relaxation

We first introduce some new notation

H(x0) = {z = (x, u) ∈ L2[0, T ] : ẋ = Ax+Bw; x(0) = x0}
Φ0(z) = ψ(x(T ))

Φk(z) =

∫ T

0

σk(x,w, t)dt, k = 1, . . . , K

The optimization problem in (2) can now be relaxed as follows

γ(T ) = sup
z∈H(x0)

Φ0(z) subj. to Φk(z) ≥ 0, k = 1, . . . , K

≤ inf
τ≥0

sup
z∈H(x0)

Φ0(z) +
K∑

k=1

τkΦk(z)

︸ ︷︷ ︸

Φ(τ,z)

≤ inf
τ∈D0

max
z∈H(x0)

Φ(τ, z)

where D0 = {τ ≥ 0 : supz∈H(x0) Φ(τ, z) is strictly concave}.
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Computing the Dual Function

Given that τ ∈ D0, then it is easy to compute the dual function using LQ optimal control
theory. Dynamic programming gives

γ̂(τ, T ) := max
z∈H(x0)

Φ(τ, z)

= max
ẋ=Ax+Bu

x̂(T )T Ŷ x̂(T ) +

∫ T

0

(x̂T Q̂τ x̂+ 2x̂T Ŝτw + wTRτw)dt

= x̂T
0 P̂τ (0)x̂0

where

˙̂
P + ÂT P̂ + P̂ Â+ Q̂τ = (P̂ B̂ + Ŝτ )R

−1
τ (P̂ B̂ + Ŝτ )

T , P̂ (T ) = Ŷ

x̂ =

[
x
1

]

, Ŷ =

[
Y a
aT b

]

, Q̂τ =

[
Qτ qτ
qT
τ ρτ

]

, Â =

[
A 0
0 0

]

, e.t.c.

Here Q̂τ =
∑K

k=1 τ̂kQk, Ŝτ =
∑K

k=1 τ̂kŜk, R̂τ =
∑K

k=1 τ̂kR̂k where the Q̂k, Ŝk and R̂k

contains the coefficients for the cost term corresponding to the kth IQC, i.e. Φk(z).

Dual Optimization

The dual optimization problem

γ̂(T ) = inf
τ∈D0

γ̂(τ, T )

is convex and can be solved using cutting plane techniques as in [9, 10, 8]. The oracles for
testing feasibility and for generating new cuts are obtained using results from LQ theory.
The details are given in [6, 5].

Exactness of the Lagrange Relaxation

In contrast to many optimization problems with nonconvex constraints that appear in
IQC analysis, the problems we consider here will generally have a nonzero duality gap.
However, it is sometimes possible to determine a posteriori whether an exact solution was
obtained or not. For the special case discussed in this section it is possible to obtain the
following result

Proposition 5.1. Suppose there exists τ ∗ ∈ D0 such that γ̂(τ ∗, T ) = infτ∈D0
γ̂(τ, T ).

Then

(i) There is no duality gap, i.e.

γ(T ) = sup
z∈H(x0)

Φ0(z) subj. to Φk(z) ≥ 0, ∀k

= inf
τ∈D0

γ̂(τ, T )

• z(τ ∗) = argmaxz∈H(x0)Φ(τ ∗, z) solves the primal.
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Rigorous Gridding

We have now seen how a bound γ̂(t) on γ(t) in (2) can be computed. The remaining
problem is to develop a procedure to obtain a sparse finite grid of the time interval such
that a rigorous upper bound is obtained for all t ∈ [0, T ]. We start to use the above
procedure to obtain an upper bound γ̂(τ∗, T ). The idea is then to use the value function
of the relaxed optimization problem to verify that γ(t) ≤ γ̂(T )+ǫ on a nontrivial interval.
This procedure is continued backwards in time as is illustrated in the figure below.

γ(t)

tTkTk−1Tk−2

γ̂(τ∗, Tk)

The algorithm for generating the grid points is

1. Let γ̂(Tk) = γ̂(τ ∗, Tk) + ǫ

2. Use the value function to verify γ(t) ≤ γ̂(Tk) on t ∈ [Tk−1, Tk]

Ŷ − λP̂ (t) ≤
[
0 0
0 ǫ+ (1 − λ)γ̂(τ ∗, Tk)

]

, t ∈ [Tk−1, Tk]

where λ > 1.

3. Go to 1.

6 Examples

We consider two examples. In the first we consider exclusively reach set computation and
in the second we consider mainly transition analysis.

Example 1. We consider the problem of steering a mobile robot from rest at (−5, 1) to
rest at (−1, 5) in such a way that the robot we stays inside the corridor, see left hand side
figure below. The equations of a particular nonholonomic robot, the unicycle, are

ẋ = v cos(θ)

ẏ = v sin(θ)

θ̇ = ω

v̇ = −δ1v + F/m

ω̇ = −δ2ω + τ/J

where δ1, δ2 are uncertain and possible time-varying but bounded. They represent damping
and the effect of viscous friction. The following choice of coordinates









y1

y2

y3

y4

y5









=









x1 + L cos(θ)
x2 + L sin(θ)

v cos(θ) − Lω sin(θ)
v sin(θ) − Lω cos(θ)

θ








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make the system holonomic and the resulting feedback linearized dynamics becomes









ẏ1

ẏ2

ẏ3

ẏ4

ẏ5









=









y3

y4

ν1 + ∆11(t)y3 + ∆12(t)y4

ν2 + ∆21(t)y3 + ∆22(t)y4

− 1
2L
y3 sin(y5) + 1

2L
y4 cos(y5)









where

∆(t) =

[
cos(θ) −L sin(θ)
sin(θ) L cos(θ)

] [
δ1
2

cos(θ) δ1
2

sin(θ)
− δ2

2L
sin(θ) δ2

2L
cos(θ)

]

=

[
δ1
2

cos(θ)2 + δ2
2

sin(θ)2 δ1−δ2
2

sin(θ) cos(θ)
δ1−δ2

2
sin(θ) cos(θ) δ1

2
sin(θ)2 + δ2

2
cos(θ)2

]

This is a bounded time-varying matrix. We assume that uncertain (possibly time-varying)
parameters δk are bounded such that dynamics is contained in the behavior of the abstract
model

ÿ = u+ w, where

∫ t

0

(|ẏ|2 − 32|w|2)ds ≥ 0.

The nominal trajectory is designed based on the linear dynamics ÿ = u. We want to verify
that the robot stays inside the following corridor when friction and unmodeled dynamics is
present via the uncertain model. The nominal design is done using dynamic programming
in a similar way as described in [7].

−5 −4 −3 −2 −1 0

0

1

2

3

4

5

Reachability analysis proves that the robot indeed stays inside the corridor, as we can see
in the figure below. Each ellipsoid represents the reach set at the time instant when the
trajectory is at the center point of the ellipsoid.
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−5 −4 −3 −2 −1 0

0

1

2

3

4

5

The second example is taken from [4, 6].

Example 2. In this example we consider the relay oscillator

ẋ = Ax+Bϕ(y2) + Fu

y1 = Cx, y2 = C2x (4)

u = −
{

1 y1(t) ≥ 0.1 or y1(t) > −0.1 and u(t−) = 1

−1 y1(t) ≤ −0.1 or y1(t) < 0.1 and u(t−) = −1

where

A =

[
0 1
−1 −1.4ζω

]

, B =

[
0
1

]

, F =

[
0
5

]

C =
[
1 0

]
, C2 =

[
0 1

]

and where ϕ is Lipschitz continuous and satisfies the sector bound |ϕ(y2)| ≤ 0.4|y2|.
For the case when ϕ ≡ 0 then the system (4) has a stable limit cycle. The objective

of the example is to use transition analysis to prove that there is a periodic solution for
every possible Lipschitz continuous nonlinearity satisfying the above sector condition. In
this case we have two switching hyperplanes

Sk =
{
x ∈ R

2 : Cx = dk

}
, k = 1, 2.

where d1 = 0.1 and d2 = −0.1. Using the nominal trajectory this can equally well be stated
Sk = {x ∈ R

2 : C(x − xnom(T0k
)) = 0}, where T0k

, k = 1, 2 are the nominal switching
times.

We can view the relay oscillator as a hybrid automaton with two modes. We model
the dynamics in each mode as the uncertain system

Σk(x0) =

{

ẋ = Ax+Bw ± F, x(0) = x0
∫ t

0
(0.16xTCT

2 C2x− |w|2)dt ≥ 0

where k = 1, 2. The nonlinear dynamics in (4) is covered by this uncertain system since
the IQC covers the effect of the nonlinearity. Let Xk = {x ∈ Sk : (x− xnom(T0k))

TY (x−
xnom(T0k

)) ≤ 1}, k = 1, 2, where Y = 16CT
2 C2. By showing that
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S1

S2

Σ1 Σ2

x ∈ S2

x ∈ S1

Figure 1: The relay oscillator is a hybrid automaton with two modes. Our analysis shows
that the nonlinear system in (4) has a limit cycle that intersects the switching surfaces
within the dark thick intervals Xk, k = 1, 2. The nominal limit cycle is drawn with dashed
line and the perturbed system has a limit cycle that belongs to some tube around it. The
analysis does not give any estimate of this tube, only its intersection with the switching
surface.

(i) the switchings are transversal.

(ii) the switching takes place in the correct order Σ1 → Σ2 → Σ1 → . . .

(iii) M1(X1) ⊂ X2 and hence by symmetry M2(X2) ⊂ X1

it follows from [4, 6] that there exists a limit cycle for (4) that intersect the switching
surfaces within a distance 1/

√
16 = 0.25 from the nominal solution, see Figure 1 for an

illustration. The main condition to verify is condition (iii). This is done by computing
an upper bound on γ in Proposition 4.1.
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