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Seminar outline
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• Deep Generative Models
– Definition & motivation
– Shortcomings

• Current work
– Work #1: Evaluation of likelihood estimates produced by Deep Generative Models
– Work #2: Latent Space Roadmap for Visual Action Planning

• Future work
– Short term projects
– Long term vision



Deep Generative Models (DGMs)
• Definition & motivation
• Shortcomings



DGMs: definition
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For an observable random variable 𝑋 a generative model 𝑀 captures its 
probability distribution 𝑝(𝑋).

When 𝑀 is learned with a neural network we say that 𝑀 is a deep generative 
model.

input spaceinput space

https://openai.com/blog/generative-models/

https://openai.com/blog/generative-models/


DGMs: advantages
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1. Density estimation 
– 𝑝&'()* 𝑥,)-, for a given test point 𝑥,)-,

2. Sampling
– generate 𝑥.)/~ 𝑝&'()*(𝑋)

3. Unsupervised representation learning
– learn meaningful feature representation of an input point x 

Anomaly 
detection

Planning, 
interpolation

Dimensionality 
reduction



DGMs: taxonomy
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[1] Generative adversarial nets, 
Goodfellow, et al., 2014.

[2] Auto-encoding variational bayes, 
Kingma, et al, 2013.

[3[ Stochastic backpropagation and 
variational inference in deep latent 
gaussian models, Rezende, et al, 2014.

[4] Conditional image generation 
with pixelcnn decoders, Van den 
Oord, et al., 2016.

[5] Density estimation using 
realNVP, Dinh, et al, 2017



DGMs: the big picture
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Quality of 
𝑝&'()*(𝑥)

Sample 
quality

Latent 
space 

structure

Density estimation Sampling Representation learning

Flows GANs VAEs

[7] Glow: Generative flow with invertible 1x1 
convolutions, Kingma et al. NeurIPS 2018.

[12] Residual flows for invertible generative 
modelling, Chen et al. NeurIPS 2019

[9] Neural discrete representation learning, 
van den Oord et al. NIPS 2017

[11] Continuous Hierarchical Representations 
with Poincaré Variational Auto-Encoders, 
Emile, et al. NeurIPS 2019.

[6] Adaptive Density Estimation for Generative Models, Lucas et al. NeurIPS 2019

[8] Manifold-Valued Image Generation with 
Wasserstein Generative Adversarial Nets, 
Huang et al. AAAI  2019.

[13] Explicitly disentangling image content from translation and rotation with spatial-VAE, Bepler et 
al. NeurIPS 2019.

[10] Improved precision and recall metric for assessing generative models, Kynkäänniemi et al. 
NeurIPS 2019.



Current work



Quality of 
𝑝&'()*(𝑥)

Work #1: Detecting unknown unknowns with
DGMs (with Judith)
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DGM likelihood estimates

In-Distribution (ID)
Out-of-Distribution 

(OOD)

[14] Do deep generative models know what they don't know, Nalisnick et al. (2019)



Why are DGMs overconfident? 
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Hypothesis (simplified): Pixel iid assumption is too local:

Idea: compare to something global.

𝑝&'()* 𝑥,)-,|𝜃&'()*

DGM

𝑥,)-, 𝜃&'()*

= 4
(56

.789:;<

𝑝&'()* 𝑥,)-,( 𝜃&'()*( )



Pixel level vs image level evaluation during 
test time
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𝑝&'()* 𝑥,)-,|𝜃&'()* = 4
(56

.789:;<

𝑝&'()* 𝑥,)-,( 𝜃&'()*( ) 𝑝(𝑓>?:<?|𝑓@)

pixel level feature level

Two workshop papers:
1. Modelling assumptions and evaluation schemes: On the assessment of deep latent variable models, J. Bütepage, P. 

Poklukar, D. Kragic, CVPR & ICML workshop 2018
2. Seeing the whole picture instead of a single point: Self-supervised likelihood learning, P. Poklukar, J. Bütepage, D. 

Kragic, AABI 2019



Work #2



Work #2: Planning in latent space (with 
Michael & Martina)
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Submitted to 
IROS2020 

Sample 
quality

Latent 
space 

structure



Latent Space Roadmap (LSR): problem setting
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Input: a system with high dimensional states

Goal: visual action planning 

start state goal state



Latent Space Roadmap (LSR): problem setting
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Input: a system with high dimensional states

Goal: visual action planning 

How to achieve it: learn a low-dimensional representation of its structure and 
dynamics.

start state goal state



LSR: challenges
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Goal: low-dimensional representation of 
a system used for visual action planning.

Idea: latent variable model

One of the problems:
• How to find a path consisting of 

meaningful states?

start goal

encoder



LSR: overview
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Video of 
Baxter

https://visual-action-planning.github.io/lsr/videos/lsr_video_extended.mp4


Future work



Future projects and long-term goal
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Quality of 
𝑝&'()*(𝑥)

Sample 
quality

Latent 
space 

structure

LSR continuation (with Michael & Martina)

RL policy training using 
DGMs (with Ali)

Geometric approach 
for OODs detection 

(with Anastasiia)

Topologically constrained generation process 
in DGMs (with Zehang)

Im
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Integrate domain knowledge in DGMs



Thanks
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