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Abstract. One of the most critical issues in wireless ad hoc networks is represented by the limited availability of energy within network
nodes. Thus, making good use of energy is a must in ad hoc networks. In this paper, we define as network lifetime the time period from
the instant when the network starts functioning to the instant when the first network node runs out of energy. Our objective is to devise
techniques to maximize the network lifetime in the case of cluster-based systems, which represent a significant sub-set of ad hoc networks.
Cluster-based ad hoc networks comprise two types of nodes: cluster-heads and ordinary nodes. Cluster-heads coordinate all transmissions
from/to ordinary nodes and forward all traffic in a cluster, either to other nodes in the cluster or to other cluster-heads. In this case, to
prolong the network lifetime we must maximize the lifetime of the cluster-heads because they are the critical network element from the
energy viewpoint. We propose an original approach to maximize the network lifetime by determining the optimal assignment of nodes to
cluster-heads. Given the number of cluster-heads, the complexity of the proposed solution grows linearly with the number of network nodes.
The network topology is assumed to be either static or slowly changing. Two working scenarios are considered. In the former, the optimal
network configuration from the energy viewpoint is computed only once; in the latter, the network configuration can be periodically updated
to adapt to the evolution of the cluster-heads energy status. In both scenarios, the presented solution greatly outperforms the standard

assignment of nodes to cluster-heads, based on the minimum transmission power criterion.
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1. Introduction

Ad hoc networks are self-organizing wireless systems that
can be easily deployed in a variety of environments, from un-
known environments with harsh working conditions to elec-
tronic classrooms and convention centers. They are composed
of tens to hundreds of battery-powered nodes, which are all
alike and are typically able to transmit over limited distance
ranges, as compared to the network extension.

One of the major challenges in the design of ad hoc net-
works is that energy resources are significantly more limited
than in wired networks. Recharging or replacing the nodes’
battery may be inconvenient, or even impossible in disadvan-
taged working environments. This implies that the time dur-
ing which all nodes in the ad hoc network are able to transmit,
receive and process information is limited; thus, the network
lifetime, i.e., the interval during which the network functions
properly, becomes an important performance metric. There
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are various possible definitions for the network lifetime, de-
pending on the network application. For example, it can be
considered the time spanning from the instant when the net-
work starts functioning until a certain percentage of nodes run
out of energy, or until the network gets disconnected. In this
work, we define the network lifetime as the time spanning
from the instant when the network starts functioning to the
instant when the first network node dies out, as first proposed
in [3].

In order to maximize the system lifetime, the network must
be designed to be extremely energy-efficient. In this paper,
we deal with system architectures based on a clustering ap-
proach [6,7,9], which represent a significant sub-set of ad hoc
networks.

In cluster-based systems, network nodes are partitioned
into several groups. In each group, one node is elected to
be the cluster-head, and act as local controller, while the rest
of the nodes become ordinary nodes (hereinafter nodes). The
cluster size is controlled by varying the cluster-head trans-
mission power. The cluster-head coordinates transmissions
within the cluster, handles inter-cluster traffic and delivers all
packets destined to the cluster; it may also exchange data with
nodes that act as gateways to the wired network. Such a sys-
tem organization presents several advantages: (i) it enables
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Figure 1. Sensor network organized in clusters.

robust networking with point-to-point connectivity, since only
cluster changes have an impact on the network topology; (ii) it
allows for bandwidth reuse, by assigning different channels
to different clusters, thus resulting in an increased system ca-
pacity; (iii) it reduces routing complexity by limiting rout-
ing information storage and processing overhead [8]; (iv) it
provides an improved power control, since power control
schemes typically used in a cellular environment can be used
with minor changes [9]; (v) it reduces the complexity of the
location management procedures thanks to the node localiza-
tion performed by the cluster-heads [4].

As an example, a clustering approach can be applied to
sensor networks, where RF communication processors with
sensing capabilities collect information and pass it to sink
nodes [2,13-16]. The sink nodes convey the gathered data
to a long-haul communication infrastructure either over the
radio channel or through a wired connection. As shown in
figure 1, sensors may be organized in clusters, where nodes
transmit information to their cluster-heads, which forward the
collected data to the sink node. A similar system is repre-
sented by the Real Time Location network (RFID Technol-
ogy) [17], which includes cluster-heads, also called readers,
and a large number of small, low-cost RF tags. Readers com-
municate over a shared wireless channel to the tags and then
send the received data to a host computer for elaboration.

In cluster-based network architectures, the lifetime is
strongly related to cluster-heads failure. Indeed, power con-
sumption in radio devices is mainly due to the following
components: digital circuitry, radio transceiver, and transmis-
sion amplifier. Thus, energy consumption increases with the
number of transmitted/received/processed packets and with
the device output transmit power. Consider a network sce-
nario where all nodes within a cluster are one-hop away from
the cluster-head, as it often occurs in cluster-based systems
[1,9,10], and assume that the traffic load is uniformly dis-
tributed among the nodes. Since cluster-heads have to han-
dle all traffic generated by and destined to the cluster, they
have to transmit, receive and process a significant amount
of packets (much larger than for ordinary nodes), which de-
pends on the number of controlled nodes. In addition, while
transmitting the collected traffic to other cluster-heads or to
gateway nodes, they have to cover distances that are usually
much greater than the nodes transmission range. Cluster-

CHIASSERINI ET AL.

heads therefore experience high energy consumption and ex-
haust their energy resources more quickly than ordinary nodes
do. The lifetime of cluster-based networks thus becomes the
time period from the instant when the network starts func-
tioning to the instant at which the first cluster-head runs out of
energy. In order to maximize the system lifetime, it is impera-
tive to find network design solutions that optimize the cluster-
heads energy consumption.

The procedure of cluster formation consists of two phases:
cluster-head election and assignment of nodes to cluster-
heads. Although several algorithms have been proposed in
the literature, which address the problem of cluster formation
[1,7,9-12,14], little work has been done on energy-efficient
design of cluster-based networks. In [14], an energy-efficient
architecture for sensor networks has been proposed, which
involves a randomized rotation of the cluster-heads among
all the sensors and an assignment of nodes to clusters based
on the minimum transmission power criterion. Cluster-heads
rotation implies that the network energy resources are more
evenly drained and may result in an increased network life-
time. On the other hand, cluster-heads re-election may require
excessive processing and communications overhead, which
outweighs its benefit. Thus, having fixed the nodes that act
as cluster-heads, it is important to optimize the assignment of
nodes to cluster-heads in such a way that cluster-heads energy
efficiency is maximized.

In this paper, we consider a network scenario where
cluster-heads are chosen a priori and the network topol-
ogy is either static, as in sensor networks, or slowly chang-
ing. We propose an original solution, called ANDA (Ad hoc
Network Design Algorithm), which maximizes the network
lifetime while providing the total coverage of the nodes in
the network. ANDA is based on the concept that cluster-
heads can dynamically adjust the size of the clusters through
power control, and, hence, the number of controlled nodes
per cluster. ANDA takes into account power consump-
tion due to both the transmission amplifier and the transmit-
ting/receiving/processing of data packets, and it levels the en-
ergy consumption over the whole network. Energy is evenly
drained from the cluster-heads by optimally balancing the
cluster traffic loads and regulating the cluster-heads output
transmit power. Two different working scenarios are consid-
ered: static and dynamic. In the former, the energy-optimal
network design is computed at the time of network deploy-
ment and maintained along the entire system lifetime. In the
latter, the network configuration can be periodically updated
in order to guarantee a longer lifetime. The performance of
ANDA is compared to the performance of the assignment of
nodes to cluster-heads based on the minimum transmission
power criterion, denoted by ABC (Assignment to the Best
Cluster-head).

The remainder of the paper is organized as follows. Sec-
tion 2 introduces the lifetime function in the case of a
cluster-based network architecture; section 3 presents the
mathematical formulation of the energy-efficient network de-
sign problem, and describes the proposed solution. Section 4
shows some results; finally, section 5 concludes the paper.
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2. The network lifetime

We consider a generic ad hoc network architecture based on
a clustering approach. The network topology is assumed to
be either static, like in sensor networks, or slowly chang-
ing. Let S¢ = {l,..., C} be the set of cluster-heads and
Sy = {1, ..., N} be the set of ordinary nodes to be assigned
to the clusters. Cluster-heads are chosen a priori and are fixed
throughout the network lifetime, while the number of nodes
within each cluster is determined by the level of transmission
power used by the associated cluster-head.

Three are the major contributions to power consumption in
radio devices: (i) the power consumed by the digital part of
the circuitry; (ii) the power consumption of the transceiver in
transmitting and receiving mode; and (iii) the output transmit
power.

Based on the above thoughts and under the assumption that
traffic load is uniformly distributed among the network nodes,
the time spanning from the instant when the network begins
to function until the generic cluster-head i runs out of energy,
can be written as

E;
Li=—"", (1
aci + f(n)

where E; is the initial amount of energy available at cluster-
head i and the two terms at the denominator represent the
contribution to power consumption due to the output trans-
mit power and the cluster-head transmitting/receiving activ-
ity, respectively. In the first term at the denominator, ¢; rep-
resents the transmit power level of cluster-head i such that
Prin < ¢i < Prax, With Ppjp and Ppax being the minimum
and the maximum output transmit power, respectively; « is a
constant weighting factor. In particular, such an expression
implies that the contribution to power consumption due to the
output transmit power is proportional to the level of power
used by the cluster-head, as in [5]. The extension to more
general models of power consumption, however, is straight-
forward. In the second term at the denominator, the power
consumption of the cluster-head due to its transmitting and
receiving activity is modeled as a function of n;, where n; is
the number of nodes under the control of cluster-head i. This
motivated by the fact that an increase in the number of nodes
controlled by the cluster-head corresponds to an increase in
the information and control packets exchange within the clus-
ter.

Considering that the limiting factor to the network lifetime
is represented by the cluster-heads functioning time, the life-
time can be defined as [3,14]

Ls = min{L;}. )
ieSc

Our objective is to maximize Lg while guaranteeing the cov-
erage of all nodes in the network.

As mentioned above, power consumption in a radio device
depends on the output transmit power and on the time spent
by the device in transmitting and receiving mode. Therefore,
an expression similar to (1) can be derived for the node func-
tioning time where ¢; is the output transmit power of node i

and n; represents the number of nodes belonging to the same
cluster of node i. We notice that by fixing the value of traffic
load, the time spent by a node in transmitting mode increases
with the number of packet collisions; while, the time spent
in receiving mode increases with the number of control mes-
sages broadcast by the associated cluster-head. Hence, by
maximizing the cluster-heads lifetime, energy saving of the
network nodes may be maximized as well.

3. Energy-efficient network design

In this section, we formally describe the problem of maximiz-
ing the network lifetime. Two different working scenarios are
analyzed: static and dynamic. In the former, the assignment
of the nodes to the cluster-heads is made only once and main-
tained along the all duration of the system. In the latter, the
network configuration can be periodically updated in order
to provide a longer network lifetime. Then, we propose an
energy-efficient design algorithm, so-called ANDA (Ad hoc
Network Design Algorithm), which maximizes the network
lifetime by fixing the optimal assignment of the nodes to the
clusters. ANDA is optimum in the case of the static sce-
nario and can be extended to the dynamic scenario by using a
heuristic rule to determine whether at a given checking time
the network needs to be reconfigured.

3.1. Problem formalization

We assume that the following system parameters are known:
1. The number of cluster-heads, denoted by C.
2. The number of nodes in the network, denoted by N.

3. The transmit power level enabling a cluster-head to reach
a node, for each cluster-head and node pair in the network.

4. The initial value of the energy available at each cluster-
head.

For the sake of simplicity, we assume a linear relation be-
tween the power consumption of the cluster-head transceiver
in transmit and receive mode and the number of covered
nodes; however, the proposed solution still holds when a dif-
ferent relation is considered. From (1) and (2), we have

E;

Ls = min ——,
ieSc aci + Bln;|

3)
where S is a constant weighting factor.

Let c;x be the power level needed at cluster-head i to reach
nodek (i =1,...,C;k=1,...,N);cix (k =1,...,N)
may depend on several propagation effects such as path loss,
fading and shadowing. We have that ¢; = ¢;; when j is the
node, among those controlled by cluster-head i, requiring the
highest transmit power level. Next, let us introduce matrix
L = {l;;}, whose dimension is equal to |Sc| x [Sn|. The
generic matrix element /;; represents the lifetime of cluster-
head i when its output transmit power is set to ¢; = ¢;;, and
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cluster-head i covers n;; = {k € Sy | cik < c¢ij} nodes. We
have

acij + Blnijl’

lij 4
Once matrix L is computed, the optimal assignment of
nodes to cluster-heads is described by the binary variable x;;.
x;j is equal to 1 if cluster-head i covers node j and equal
to 0, otherwise. We derive the value of x;; (i = 1,...,C;
j=1,..., N) by solving the following max/min problem

maximize Lg
subject to

2 %ij 21
i

Ls <lijxij + M(1 —xij) Vi€ Sc, j€Sn,

xij €{0,1}, Ls 20

Vje Sw, (5)

VieSc, jeSn.

The first constraint in the problem requires that each node is
covered by one cluster-head at least; the second constraint
says that if node j is assigned to cluster-head i, the system
can not hope to live more than /;;. When node j is not as-
signed to cluster-head i, this constraint is relaxed by taking a
sufficiently large M.

This model can be easily extended to the dynamic scenario
by dividing the time scale into time steps corresponding to
the time instants at which the network configuration is re-
computed. Let us assume that time steps have unit duration.
Then, we replace x;; with xisj, where xisj is equal to 1 if and
only if cluster-head i covers node j at time step s and 0O, oth-
erwise, and E;, ¢;j, n;j, l;j with E}, cfj, nfj, lfj i.e., with the
corresponding values computed at time step s. In this case,
however, the model is no longer linear, since the model para-
meters depend on the time step and, thus, on the former nodes
assignment.

3.2. ANDA: the ad hoc network design algorithm

In order to solve the max/min problem described in the previ-
ous section, we introduce an algorithm, named ANDA, based
on a novel node assignment strategy. ANDA solves to opti-
mality the max/min problem in the case of the static scenario
and guarantees good performance in the case of the dynamic
scenario. The algorithm is composed of two main functions:
the Covering and the Reconfigure procedures, where Recon-
figure is used in the dynamic scenario only. The pseudo-code
of the two functions is reported in figure 2.

3.2.1. Static scenario

The assignment of nodes to cluster-heads is performed
through the procedure Covering, which associates each node
to the cluster-head presenting the longest functioning time.
Thus, node j (j = 1, ..., N) will be covered by cluster-head
i if l;; = maxges-{lxj}. We highlight that, even if the node
assignment is performed sequentially, once the level of output
transmit power of the cluster-head is fixed, the corresponding
entry of matrix L still takes into account the total number of
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begin Covering
for (every j € Sn)
set max =0
for (everyi € Sc)
if (;; = max)
set max = l;;

set sel =i
end if
end for
Cover node j with cluster-head sel
end for

end Covering

begin Reconfigure
for (everyi € Sc¢)
set E; = initial energy of cluster-head i
for (every j € Sy)
Compute Cij, Inijl, lij

end for
end for
Lgnew) — Lgfﬂd) — LS
A=0
while (LI < LD — A)
A=A+1

for (every i € Sc)
for (every j € Sy)
Recompute E; = E; — A(ac; + Blnijl) — H
Update ll‘j VieSc, jeSy
end for
end for
Call Covering and update Lg
Lgnew) — LS
end while
end Reconfigure

Figure 2. Pseudo-code of the network design algorithm.

nodes covered by the cluster when that power level is used
(please see (4)).

The resulting network configuration guarantees that en-
ergy consumption is minimized; optimality of the Covering
procedure can be easily proved from the following consid-
eration. Suppose that in an optimal network configuration,
node j is covered by cluster-head i and that [;; < [;; with
lpj = maxy{ly;}. By assigning node j to cluster-head i in-
stead of assigning the node to &, we would obtain a shorter
lifetime and therefore the configuration would not be optimal.

The ANDA algorithm can be implemented in a centralized
as well as in a distributed manner. When a central controller
exists, the ¢;; and nj; values i = 1,...,C; j =1,..., N),
and the cluster-heads energy status have to be collected at the
central entity, which executes the function Covering and no-
tifies the cluster-heads of the node assignment. On their turn,
the cluster-heads inform the nodes about the network config-
uration. A distributed implementation of the algorithm can
be obtained in two rounds. First, the generic cluster-head
i i =1,...,C) has to collect the values ¢;; related to the
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nodes that are within its maximum transmission range. Then,
the cluster-head has to send to each of the reachable nodes
the following information: (i) the cluster-head energy level;
(ii) the value of transmit power required to communicate with
the node (e.g., ¢;j, where j is the generic node that the cluster-
head is able to cover); (iii) the number of nodes, n;;, that the
cluster-head covers when it uses a power level equal to ¢;;.
Based on this information, every node can compute the life-
time of its candidate cluster- heads and select the one with the
highest value of lifetime.

We point out that in ANDA the assignment of nodes to
cluster-heads is obtained by determining for every node i
(i = 1,..., N) the maximum value among entries /;; (j =
1,..., C). Therefore, the complexity of the assignment pro-
cedureis O(C - N).

3.2.2. Dynamic scenario
In the dynamic scenario, the rule adopted to determine the
time instants at which the network needs to be reconfigured
is of crucial importance. We assume that at the time of
network deployment all cluster-heads are equipped with the
same amount of energy. The initial node assignment is ob-
tained from the Covering procedure, which gives the optimal
network configuration. However, while the system is run-
ning, each cluster-head experiences a different energy con-
sumption depending on the number of controlled nodes and
its output transmit power. By scheduling periodical node
re-assignments based on the recomputed values of E; (i =
1,...,C), we can level the system energy consumption.

At each configuration update, the new value of the avail-
able energy at cluster-head i (i = 1, ..., C) is computed as

EM = EC'Y — A(ac; + Blnil) — H, (6)

where A is the time interval elapsed from the last update of
the network configuration, and H is the cost of the update pro-
cedure in terms of protocol overhead. Let us consider, for the
sake of simplicity, a centralized implementation of the ANDA
scheme. Every time a reconfiguration procedure takes place,
the central controller has to advertise to the cluster-heads the
procedure start. The cluster-heads then send to the controller
their current energy status, and receive the nodes assignment
from the controller. Such an information is propagated to the
network nodes by the cluster-heads. At each network recon-
figuration, a cluster-head has to receive and transmit in total
four messages; hence, while deriving the numerical results,
we take H to be equal to 48.

We compute E l.(new) and update matrix L by using the func-
tion Reconfigure, then, through the procedure Configure, we
obtain a new nodes assignment and a new maximized value
for Lg. If the difference between the old value and the new
value of Ly is greater than A, it is worthwhile updating the
network configuration and therefore the nodes re-assignment
is performed.

4. Numerical results

The performance of ANDA is derived in terms of network
lifetime, and mean and variance of the residual energy at the
cluster-heads measured at the time instant at which the first
cluster-head runs out of energy. Results are plotted as func-
tions of the ratio of the output transmit power to the power
consumption due to the transmitting and receiving activity,
denoted by K. Looking at the denominator in (3), we derive
K as a function of o and 8 as

oc;
K= .
Blnil

We consider that all cluster-heads in the network are fixed
and have initial energy E; = 1 withi = 1, ..., C. Unless is
differently specified, we assume that cluster-heads and nodes
are uniformly distributed over a rectangular network area. Re-
sults were derived also in the case of a slowly changing net-
work topology; however, they do not significantly differ from
those obtained in the case of a network with fixed nodes. We
set Pmax equal to 0.25 and Ppin = Pmax/10, and assume that
the variables¢;; (i =1,...,C, j =1,..., N) are uniformly
distributed in the range [ Pnin, 1]. The nodes, which a cluster-
head can possibly cover, are those that can be reached by us-
ing a transmit power level less than Pp,x.

First, we consider the static scenario, where only one net-
work configuration is allowed. We compare the performance
of ANDA with the results obtained by using a simple net-
work design algorithm based on the minimum transmission
power criterion (denoted by label ABC (Assignment to the
Best Cluster-head) in the plots), which simply assigns each
node to the cluster-head requiring the minimum output trans-
mit power to communicate with the node. Figure 3 shows
the network lifetime as a function of the number of cluster-
heads, C. Curves are obtained for N = 1000 and varying

)

dtedte
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Life—time [time step]

Number of Clasterheads

Figure 3. Static scenario: lifetime as a function of the number of cluster-
heads, for a number of nodes equal to 1000 and different values of the ratio of
the output transmit power to the power consumption due to the transmitting
and receiving activity (K). Results obtained through ANDA and the ABC
scheme are compared.
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Figure 4. Static scenario: mean residual energy at the cluster-heads as a func-
tion of the number of cluster-heads. Curves are plotted for a number of nodes
equal to 1000 and for varying values of the ratio of the output transmit power
to the power consumption due to the transmitting and receiving activity (K).
Results obtained through ANDA and the ABC scheme are compared.

values of K. As expected, the lifetime increases with the in-
crease of the number of cluster-heads. From the comparison
with the performance of the ABC scheme, we observe that
the improvement achieved through ANDA is equal to 15% for
K = 0.1, while it becomes negligible for K = 10, i.e., when
the output transmit power contribution dominates. For both
the ABC scheme and ANDA, when the number of cluster-
heads is less than 10, a longer lifetime is obtained when the
major contribution to power consumption is due to the trans-
mitting and receiving activity (K = 0.1). On the contrary,
for a number of cluster-heads greater than 10, the perfor-
mance gets better as K increases. This is because, when there
are few cluster-heads with respect to the number of nodes,
the distribution of the nodes among the clusters appears to be
fairly even. Thus, if power consumption mainly depends on
the number of nodes per cluster (i.e., K = 0.1), we obtain a
longer network lifetime. As more cluster-heads are available,
the number of nodes per cluster decreases and the differences
in the number of nodes assigned to the cluster-heads become
significant. Since both the ANDA and the ABC scheme level
better the output transmit power consumption than the nodes
distribution among the clusters, a longer lifetime is obtained
for K = 10.

Figures 4 and 5 show the mean and the variance of the
residual energy at the cluster-heads, respectively, as functions
of the number of cluster-heads. The number of nodes in the
network is set to 1000. As expected, in figure 4 the mean
value of the residual energy increases with the number of
cluster-heads. A more interesting behavior is obtained for the
variance of the residual energy, as shown in figure 5. For
K < 1 and small values of the number of cluster-heads, we
have a low variance since all cluster-heads have to control a
large number of nodes. Increasing C, some cluster-heads may
have to cover few nodes while others may experience a signif-
icant energy consumption, thus resulting in higher values of
variance. We notice that, for any value of K, ANDA outper-
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Figure 5. Static scenario: variance of the residual energy at the cluster-heads
as a function of the number of cluster-heads. Curves are plotted for a number
of nodes equal to 1000 and for varying values of the ratio of the output trans-
mit power to the power consumption due to the transmitting and receiving
activity (K). Results obtained through ANDA and the ABC scheme when
nodes are not uniformly distributed in the network area are compared.
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Figure 6. Static scenario: lifetime as a function of the number of cluster-
heads, for a number of nodes equal to 1000 and different values of the ratio of
the output transmit power to the power consumption due to the transmitting
and receiving activity (K). A non-uniform distribution of the nodes in the
network area is assumed.

forms the ABC scheme both in terms of mean and variance of
the residual energy.

Figure 6 presents curves derived in presence of a large
spatial variation of the nodes density, as we have in sen-
sor networks. We assume N = 1000 and that the network
area is divided into ten sub-areas; in each sub-area nodes
are uniformly distributed but with different density. We con-
sider that 40% of the nodes is concentrated in two sub-
areas, while the remaining 60% is evenly distributed in the
other eight sub-areas. As in the case where nodes are uni-
formly distributed over the network area, up to 15% im-
provement in lifetime is obtained with respect to the ABC
scheme.
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Figure 7. Dynamic scenario: lifetime versus the normalized number of con-
figuration updates, for a number of nodes N = 1000, a number of cluster-
head C = 100, and different values of the ratio of the output transmit power
to the power consumption due to the transmitting and receiving activity (K).
Nodes are uniformly distributed in the network area.
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Figure 8. Dynamic scenario: variance of the residual energy at the cluster-
heads versus the normalized number of configuration updates, for a number
of nodes N = 1000, a number of cluster-head C = 100, and different values
of the ratio of the output transmit power to the power consumption due to the
transmitting and receiving activity (K). Nodes are uniformly distributed in
the network area.

Next, we consider the dynamic scenario with C = 100 and
N = 1000. In this case, periodical updates of the network
configuration are executed; the more frequently the network
configuration is updated, the greater the network lifetime and
the system complexity. Thus, results showing the trade-off be-
tween network lifetime and number of executed configuration
updates are presented. Figures 7-9 report in abscissa the num-
ber of performed configuration updates normalized to the ob-
servation time expressed in time steps.

Figure 7 presents the network lifetime for different val-
ues of K and nodes uniformly distributed in the network
area. Results obtained through the ANDA scheme are com-

70 T

-1 ABC
6ol -

o
=)
T
L

Life—time [time step]
5
L

@
S,

p
Normalized Number of Updates

Figure 9. Dynamic scenario: network lifetime versus the normalized number
of network configuration updates as the ratio of the output transmit power to
the power consumption due to the transmitting and receiving activity (K).
We have: N = 1000 and C = 100. A non-uniform distribution of the nodes
in the network area is assumed.

pared with the performance of the ABC algorithm, that does
not involve network reconfigurations. Looking at the perfor-
mance of ANDA, the lifetime significantly increases as the
number of reconfigurations grows since the energy available
in the system is better exploited. For all values of K and
a normalized number of updates equal to 1, an improve-
ment of about 90% with respect to the case where ANDA
is applied to the static scenario is achieved. Comparing the
performance of ANDA, with the lifetime obtained by us-
ing the ABC scheme, we obtain an improvement of about
120%.

Figure 8 shows the variance of the residual energy as K
varies and for a uniform distribution of the network nodes.
We observe that the ANDA scheme provides a very low
variance, for any value of K and of normalized number of
configuration updates. The behavior of the curves obtained
by using ANDA can be explained as follows. For a low
number of configuration updates, the variance is quite small
since most of the cluster-heads will enjoy a fairly limited en-
ergy consumption. As the number of updates grows, more
cluster-heads may experience a high energy consumption,
thus resulting in larger values of variance. Then, for a nor-
malized number of updates greater than (.2, the variance
starts decreasing suggesting that all cluster-heads are evenly
drained.

Figure 9 shows the network lifetime obtained for C = 100,
N = 1000, and a non-uniform distribution of the nodes over
the network area. Both the performance of the ANDA and of
the ABC scheme are plotted. By comparing these results with
those in figure 7, we observe that similar values of the network
lifetime are obtained. This suggests that the proposed algo-
rithm is able to create an energy-efficient configuration even
when the network is characterized by a large spatial varia-
tion of the nodes density. As in the case where nodes are
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uniformly distributed, we achieve improvements in network
lifetime equal to about 90% with respect to the case where
ANDA is used in the static scenario and equal to 120% with
respect to the ABC scheme.

Finally, we highlight that when a rotation of the cluster-
heads among the various network nodes is possible [14], a
significant increase in lifetime can be obtained. However,
cluster-heads rotation involves an election procedure during
which all nodes must be synchronized, thus resulting in an in-
creased system complexity as well. A thorough study would
be necessary to investigate the trade-offs that exist between
the improvement in network lifetime and the additional sys-
tem complexity due to a cluster-heads rotation procedure.

5. Conclusions

We addressed the problem of maximizing the lifetime of a
wireless ad hoc network, i.e., the time period during which
the network is fully working. We focused on cluster-based
networks and presented an original solution that maximizes
the network lifetime by determining the optimal assignment
of nodes to cluster-heads. We considered two working sce-
narios: static and dynamic. In the former, the network con-
figuration is computed only once; in the latter, the network
configuration can be periodically updated. We compared the
proposed nodes assignment algorithm with earlier methods
which assign each node to the cluster-head associated with
the minimum value of transmission power. Results showed
that our method provides up to 15% improvement in the net-
work lifetime in the case of the static scenario, and up to
120% improvement in the case of the dynamic scenario. We
expect that by combining the proposed assignment scheme
with cluster-heads rotation, the system performance will fur-
ther improve.
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