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INTRODUCTION

Historically, power efficiency has always been a
critical issue where energy storage capabilities
are limited (e.g., in wireless communications). In
the last few years, the interest of the research
community in more energy-efficient, or green,
strategies has broadened to also include wired
networks. This trend is mainly motivated by the
role and the rate of penetration of the informa-
tion and communication technology (ICT) sector
in our daily life. Consequently, network equip-
ment is becoming a significant contributor to the
global energy consumption making the power
efficiency of communication networks increas-
ingly important. Power reduction in telecom net-
works can be addressed by: development and
deployment of power efficient equipment and

transport technologies as well as power aware
control, management and provisioning of con-
nection requests within the network.

It is widely recognized that optical networks
offer power efficient transport technology and
play an important role in reducing the power
consumption of telecom networks [1]. In fact,
replacing conventional electronic technology
with their optical counterpart offers noticeable
reductions in the overall network power con-
sumption [2]. The main benefit of transparent
optical networks derives from their ability to
avoid optical-electrical-optical (O/E/O) conver-
sion. Their power efficiency can be further
increased by a proper network design [3–5] and
green routing approaches [6–8] where the energy
saving is based on minimization of the number
of active network elements that need to be pow-
ered on in order to guarantee the required con-
nectivity. According to these methods power
reduction can be made possible by putting
unused network elements in a power saving, or
sleep, mode of operation. Although not available
yet in most network devices, support of sleep
mode is advocated by current efforts from stan-
dardization bodies, governmental programs, and
research papers that recommend the use of sleep
mode in the different network devices [9, 10].

There are currently many proposals to apply
these solutions in both static and dynamic provi-
sioning scenarios. In the static paradigm [3–5],
these methods are used to provision traffic in
already deployed network to minimize the num-
ber of active elements, thus lowering the overall
power consumption. On the other hand, in a
dynamic scenario [6–8] a selective sleep mode
option for some network elements (usually links
with traffic below a certain threshold) is consid-
ered while the network is in operation. This
requires real time re-routing of the traffic
traversing the network elements that are in sleep
mode, without disturbing the connection
requests already provisioned.

Regardless of the provisioning scenario, the
focus of the energy efficient methods mentioned
above is put on power minimization only. Little
or no attention is given to the impact that green
solutions have on other network performance
metrics. However, ignoring the possible impact
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of power minimization on other network perfor-
mance parameters may not always be acceptable.

The trade-off between energy saving and net-
work blocking performance can be illustrated by
the following example. Consider the scenario
presented in Fig. 1, where a certain number of
lightpaths needs to be dynamically provisioned
in a WDM network with seven nodes and eight
bidirectional fiber links. In the example, the
term lightpath refers to a transparent (optical)
connection between a pair of network nodes. It
is assumed to have one fiber link in each direc-
tion, with two wavelengths per fiber. Moreover,
for the sake of simplicity it is considered that all
fiber links have the same length and the power
consumption of a fiber link (proportional to its
length) is the same, while nodes, once active,
consume the same fixed amount of power.

First, consider a provisioning strategy where
the only objective is power minimization, i.e.,
among the various candidate paths, the one with
the lowest impact on network power consump-
tion will be selected. At the beginning the net-
work is assumed to be empty and all devices are
not in use. When connection request R1 between
node E and node C arrives, the path at mini-
mum power cost, E-D-C using two fiber links
and one node, is reserved. Then connection
request R2 between nodes A and G arrives. In
this case the path at minimum power cost is A-
E-D-C-G, taking advantage of the fact that fiber
links E-D and D-C are already in use. Assume
now a third connection request R3 between
nodes B and G. With the same rationale the
provisioned path will traverse B-C-G. However,
should a fourth connection request R4 between
nodes C and G arrive, it would be blocked, since
both C-D and C-G wouldn’t have wavelength
resources available. This provisioning strategy is
able to save 35 percent (3 of 8 links are not
used) of power consumed by fiber links, 14 per-
cent (1 of 7 nodes is not used) of the power con-
sumed by the network nodes, at the cost of
having one out of four connection requests
blocked (i.e. 25 percent blocking). If, on the
other hand, a provisioning strategy based solely
on the minimum number of hops is considered,
the outcome is the following. R1 is routed along
path E-D-C. R2 is assigned path A-F-G, while
R3 is routed along B-C-G. As a result path C-G
is still available for R4. With this provisioning
strategy the potential power saving is lower since
only 12 percent of links (1 of 8 links) are not in
use and all nodes need to be powered. The
blocking performance, on the other hand, is bet-
ter in this case, because the minimum hop rout-
ing is able to avoid the bottlenecks created on
fiber links C-D and C-G by the strategy focusing
on energy saving.

This simple example shows that power mini-
mization has an adverse impact on the length of
the provisioned lightpaths since it forces the
selection of already used links in order to avoid
powering on the unused ones. In other words, in
an attempt to reduce power consumption the
allocated paths become on average longer, inad-
vertently creating bottlenecks in the network.
This is in contradiction with the goal of classical
(i.e., not power aware) routing and wavelength
assignment (RWA) algorithms that tend to mini-

mize the resource usage within the network in
order to minimize the blocking probability.

This article addresses this issue by investigat-
ing the impact of power minimization on the
network performance and proposes a non-con-
ventional solution to the power aware routing
problem. This approach, referred to as Weighted
Power-Aware Lightpath Routing, is based on the
intuition that relaxing the power minimization
constraint can have beneficial effects on the
overall network performance by reducing
resource fragmentation in the network and, con-
sequently, lowering the blocking probability. The
proposed algorithm leverages on a cost function
that weights the power status of network ele-
ments versus the wavelength usage. The algo-
rithm has been tested on two core networks, the
Pan-European core network (i.e., COST 239
[11]) and the NSFNET topology [12]. Perfor-
mance results reveal the presence of a trade-off
between power savings and blocking probability.
It is also shown that a “binary” approach based
only on the information about the power status
of a network elements (powered on vs. sleep
mode) might result in unsatisfactory network
blocking.

The article is organized as follows. We pro-
vide an overview of the current research efforts
in the field of green connection provisioning. We
describe the proposed power aware strategy
whose performance results are analyzed. Finally,
we present some concluding remarks.

OVERVIEW OF GREEN CONNECTION
PROVISIONING STRATEGIES

In the recent years a significant effort has been
invested into studying the energy efficiency of
communication networks. The concept of
“greening the Internet” is introduced in [13]. An
energy-aware routing scheme for a static case is
proposed in [14] where the power consumption
of a router is modeled by considering the energy
consumption of chassis, the number of line cards
in the chassis and the number of ports in a line
card. The total power consumption of the router

Figure 1. Power vs. blocking, a trade-off example.
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fabric is then minimized by maximizing power
efficiency of each one of these parts. The work
in [15] introduces the concept of power profile
routing based on generic models for the power
consumption of the routers, while in [16] the
benefits of load adaptive networks are described.
According to these concepts, if resource alloca-
tion can be done resorting to some power-con-
sumption profiles that are a function of the
traffic, the network power efficiency can be sig-
nificantly improved. The authors in [17] propose
a different approach to reduce the power con-
sumption where idle line cards and their corre-
sponding lightpaths are powered off at a low
traffic load. The presented results show that
rerouting demands in the IP layer has the
strongest impact on the energy savings. Allowing
reconfiguration in the optical domain barely
brings any extra benefit in the scenarios analyzed
in [17]. The results also indicate that energy
should be included in the objective function
whenever IP routing weights are reconfigured in
the operational phase.

In the context of optical networks, the work
in [2] evaluates the energy savings achievable
through the use of wavelength routed optical
transport networks in a realistic framework of
the network of the future. One important result
that is found is the possibility to considerably
reduce power consumption by relying on optical
transmission technologies. For this reason, in
order to make further improvements, energy
efficiency in the optical layer has attracted a lot
of attention and a wide range of topics are
addressed in the literature.

Some of the work on energy-aware routing
focuses on the problem of determining the
resources that are under-utilized and that can
accordingly be put in sleep mode to save ener-
gy. The concept of reducing power consump-
tion in a static provisioning case by minimizing
the number of powered on network elements is
addressed in [3] by using a mixed integer linear
program (MILP) formulation. The results show
that design criteria aimed at power saving can
be very effective. The work in [7] proposes an
approach by which clusters of wavelength rout-
ing nodes in an optical backbone network adopt
a sleep mode. While sleeping, a node is still
able to support the previously assigned pass-
through traffic, as well as to transmit and to
receive the lightpaths originating and terminat-
ing at the node. Due to the proposed sleep
cycles, the connectivity of the network decreas-
es and the probability of requests being blocked
increases. For this reasons the authors investi-
gate the trade-off between connection request
blocking and energy efficiency in an anycast
provisioning scenario. The work in [6] presents
a distributed strategy that can be used in WDM
networks to select the fiber links to be set in
sleep mode and to reroute the lightpaths
accordingly. In the same work GMPLS exten-
sions for advertising the fiber links in sleep
mode are also introduced. The authors show
that considerable power savings are achieved at
low loads, without affecting the network perfor-
mance in terms of blocking. The use of sleep
mode for protection resources was introduced
in [4] where the authors address the energy-

efficient and survivable network design problem
with dedicated path protection. Their results
show that power savings (up to 25 percent) are
achievable by properly provisioning lightpaths
in the network so that devices, such as Erbium
doped fiber amplifiers (EDFAs), supporting
only protection lightpaths can be set in sleep
mode. The same intuition is used in a dynamic
provisioning scenario leading to equally promis-
ing power savings results [8]. The authors in [5]
on the other hand consider an energy-efficient
network design problem with shared path pro-
tection.

The use of sleep mode is indeed controver-
sial, given that the technology to enable this fea-
ture is not yet mature, and that this technique
might be seen as problematic by network opera-
tors due to the time necessary to put to sleep
and to wake up a network device.

None the less the studies presented so far
evaluate the maximum energy savings that could
be achieved by leveraging on the sleep mode
operation. A comprehensive survey on the topic
of green telecom networks can be found in [18].

WEIGHTED POWER-AWARE
LIGHTPATH ROUTING STRATEGY

This section introduces a power aware routing
strategy that is used to study the impact that
power minimization has on the other network
metrics. Before going into the details of the pro-
posed routing strategy, the power model used in
the study is presented.

POWER MODEL
This study assumes a transparent WDM network
where nodes are equipped with optical cross-
connects (OXCs) and fiber links comprise a
number of EDFAs, depending on the fiber link
length. Connection requests are provisioned all-
optically from source to destination (i.e., without
optical-electronic-optical [O-E-O] conversion at
intermediate nodes). Based on these assump-
tions, the power required to provision one con-
nection request is equal to the sum of: the power
consumption of the transceiver, the power need-
ed to optically switch the signal at intermediate
nodes, (i.e., OXCs), and the power consumed by
the EDFAs along each fiber link in the path.
The overall network power consumption, at any
given time, is the sum of the power consumed by
all the connection requests currently provisioned
in the network.

THE WPA-LR STRATEGY
The proposed routing strategy, called Weighted
Power-Aware Lightpath Routing (WPA-LR), is
based on a modified version of the k-shortest
path algorithm [4], and it works as follows. When
a connection request arrives at the network
edge, up to k candidate paths are computed. The
algorithm accounts for the current resource
usage (i.e., wavelengths) in the network, where
fiber links without available wavelengths are
temporarily deleted from the network topology.
When computing each candidate path, each fiber
link l in the network is assigned a weight (Cl)
equal to:

Ignoring the possible

impact of power

minimization on

other network per-

formance parameters

may not always be
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where Plink,l represents the power necessary to
operate the in-line power amplifier(s) along
fiber link l, and α is a weighting factor with val-
ues between 0 and 1. Note that with values of α
equal to 0 WPA-LR behaves as a pure power
minimization approach, while for values of α
close to 1 WPA-LR tends to provision connec-
tion requests according to shorter routes.

As a result of this first phase k paths are sort-
ed in ascending order based on their power con-
sumption. At this point, the first computed path
satisfying the wavelength continuity constraint is
chosen to provision the connection request. If,
no continuous wavelength can be found among
the k computed paths, or no candidate path
exists, the connection request is blocked.

TRADEOFF ASSESSMENT
This section presents the impact that the WPA-
LR strategy has on a series of network perfor-
mance parameters, e.g., blocking probability,
average fiber link utilization, path length. The
results shown here are obtained via extensive
simulations considering two network topologies:
COST 239 [11] (with 11 nodes and 26 bidirec-
tional fiber links), and NSFNET [12] (with 14
nodes and 21 bidirectional fiber links). It is
assumed that each fiber carries a maximum of
sixteen wavelengths. It is also assumed that
wavelength conversion is not available in the
network.

Source — destination pairs for the incoming
lightpath connection requests are uniformly cho-
sen among the networks nodes. Connection
request arrivals follow a Poisson distribution
while the service time for each connection is
exponentially distributed. The load varies from
15 to 375 Erlangs in the experiments for the
COST239 network topology, and from 15 to 210
in the experiments for the NSFNET topology.
These values are chosen to investigate low,
medium and high load conditions within each
network. Simulation results are averaged over a

series of experiments to achieve a confidence
interval of 10 percent or better, with a confi-
dence level of 90 percent.

It is assumed that EDFAs, transceivers and
OXCs can be put in sleep mode immediately
when not in use and that they can be turned on
in a negligible transient time. It is also assumed
that the process of setting to sleep mode and to
waking up components does not require any
additional energy, i.e., signaling issues are
ignored in this work.

The following assumptions are made for the
power consumption figures of the optical com-
ponents: EDFAs — placed every 80 km — con-
sume 12 W each, a transceiver 7 W (for a
transmission speed of 10 Gb/s), and an OXC 6.4
W. These values are obtained, for each compo-
nent, by averaging power consumption figures
from commercially available data sheets. This
study does not include any power consumed by
equipment at higher layers different than the
WDM layer (e.g., electronic layer). In this study
it is also assumed that the amount of power con-
sumed by a network element in sleep mode is
negligible. This was done to provide an upper
bound for the power savings that can be
achieved.

For the presented results a series of values
for the power-weighting factor α in the range
between 10–4 and 1 are considered. In this study
no more than k = 3 candidate paths are comput-
ed for each connection request, while wave-
lengths are assigned using a First Fit approach.
The choice of k = 3 was based on the observa-
tion that benefit of having multiple candidate
paths was obvious when increasing k from 1 to 3
while for k > 3 the reduction of blocking proba-
bility was negligible. On the other hand, the sim-
ulation time increased significantly with k.

POWER MINIMIZATION VS.
BLOCKING PROBABILITY

The first set of results presents a trade-off
between the power consumed to provision the
incoming connection requests and the blocking
probability. Figures 2a and 2b show the values of
the network blocking probability, and the per-
centage of the average power saved per request,
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Figure 2. a) network blocking probability; b) average power saved per request – COST 239 network.
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respectively. Both metrics are presented as a
function of the network load.

For any given load value, the average power
per request is defined as the ratio between the
total network power consumption and the num-
ber of provisioned connection requests. The
average power saved per request is computed as
the difference between the total network power
consumption obtained when α = 1 and the total
network power consumption for any other given
value of α.

The figures show that considerable power
savings (up to 50 percent) are achievable, but
at the expense of a significant increase in the
network blocking probability. This confirms
that an approach that accounts only for the
minimization of the network power consump-
tion might lead to unacceptable performance
degradation.  This is  especial ly  true in a
resource limited network scenarios, where net-
work blocking cannot be ignored. The figures
also present the possible trade-off between
lower operational expenditure (OPEX) due to
the reduction of the power consumption and
the (possible) loss of revenue due to a higher
blocking probability. For example with values
of α between 0.66 and 1, there is no significant
impact on the blocking probability while the
power saved per request is between 30 percent
and 15 percent for low and medium traffic
conditions. An explanation for the observed
trade-off is provided next, where the analysis
of the impact of the power-weighting factor α
on the fiber link utilization and on the path
length values is presented.

FIBER LINK UTILIZATION

Figures 3a and 3b show the percentage of fiber
links used in the network and the average num-
ber of wavelengths used per fiber link as a func-
tion of the network load, respectively. As
expected the power saving figures presented pre-
viously are the consequence of an efficient uti-
lization of network elements that are already
powered-on. In Fig. 3a it can be observed that
when the WPA-LR strategy focuses solely on the
minimization of the length of the provisioned
paths (i.e., values of α close to 1) the fiber links
utilization raises very quickly with an increased
value of the load. This is reasonable since, with
this value of α, the routing strategy is oblivious
of the power status of the network elements, and
cares only about guaranteeing the shortest avail-
able path to the provisioned connection requests.

This behavior can be observed already at low
traffic conditions, where more than 75 percent
of the network fiber links are in use to accom-
modate the traffic. Conversely, when the value
of α is close to 0 (i.e., when the WPA-LR strate-
gy tries to minimize the power consumption by
limiting the number of the powered on ele-
ments) the fiber link utilization increases almost
linearly with the load. This translates into more
fiber links (and consequently more EDFAs) that
are left unused in the network.

The difference in the way fiber links are uti-
lized has also an immediate impact on the fiber
link occupancy, as shown in Fig. 3b. Fiber links
are on average less utilized when α is close to 1,
since with this value of α WPA-LR tends to use

Figure 3. Average fiber link utilization statistics – COST 239 network.
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the shortest available path to provision a connec-
tion request. As a result the traffic is spread
more evenly over the network and the chance to
have a bottleneck is decreased. In contrast, when
α gets closer to 0 the WPA-LR strategy tends to
provision as much as possible connection
requests using network elements already pow-
ered. This results in fiber links that are on aver-
age more utilized, with a higher chance to create
bottlenecks, and increased blocking probability
values. It can also be noted that with higher
number of occupied wavelengths on some of the
fiber links, the robustness of the network is
reduced since it may be more difficult to reroute
all the affected lightpaths upon a link failure.

Figure 3c groups fiber links based on the
number of their active wavelengths. This figure
confirms the consideration made above on the
fiber link utilization. It shows that with any
power-aware optical routing strategy (α values
close to 0) the percentage of lightly loaded fiber
links (e.g., the ones with up to four active wave-
lengths) tends to decrease, while the percentage
of medium and highly loaded fiber links (e.g.,
the ones with 5 or more active wavelengths)
increases.

PATH LENGTH
This set of results investigates the impact power-
aware strategies have on the path length of the
provisioned connection requests. Figures 4a and

4b present the average path length, while Figs.
4c and 4d show the maximum path length. For
each set of figures both the number of hops and
the geographical distance values are provided as
a function of the network load. The presented
results show that with a power-aware routing
strategy the average and maximum path lengths
are higher than the ones resulting from any
power un-aware approach. This can be expected
since longer paths are more likely to efficiently
use network resources already powered-on. A
trade-off similar to the one presented in Figs. 1a
and 1b can be also observed here. For values of
α between 0.66 and 1 the average path length
increase is limited to 6.6 percent, an acceptable
value considering the achieved energy savings.

It can also be noted that an increase in the
path length degrades the signal quality at the
receiver. Obviously, the impact can differ
depending on length of spans, fiber type, optical
amplifier and fiber characteristics, and so on.
Moreover, connection reliability performance
can be also affected, as longer paths might be
more susceptible to experience fiber cuts.

TRADEOFF RESULTS FOR THE
NSFNET TOPOLOGY

In order to be able to draw more general conclu-
sions and confirm the validity of the findings
observed so far we conduct simulation experi-

Figure 4. Average path lengths statistics – COST 239 network.
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ments using the NSFNET network topology [12].
To obtain a fair comparison with the results
obtained with the COST 239 network topology,
the range of load values is changed to guarantee
comparable performance figures in terms of
blocking probability.

From the results presented in Fig. 5 it can be
noticed that in general the WPA-LR strategy
presents the same trade-off between power mini-
mization and blocking probability. A similar con-
clusion can be drawn for the trend of the other
network performance metrics summarized in
Table 1.

Two main differences, on the other hand, are
evident. The blocking probability seems to expe-
rience a faster increase, and maximum energy
savings are observed at lower load values. One
possible explanation for this behavior is the
lower average nodal degree of the NSFNET
topology compared to the COST239 giving a
lower number of candidate paths to support
energy efficient routing.

CONCLUSIONS
Although it is obvious that transparent WDM
networks are promising candidates to reduce the
power consumption of telecommunication net-
works, energy can be further saved by a proper
WDM network design and a power aware light-
path provisioning. While investigating the green
provisioning problem in WDM networks it was
found that power minimization and some net-

work performance metrics, e.g., blocking proba-
bility, are in conflict. The reason lays in the
length of the paths originating from a pure
power-aware provisioning approach. They may
be too long thus increasing the network
resources fragmentation level, with a detrimental
effect on the network blocking probability.

The article addresses this specific issue and
investigates an approach, called Weighted
Power-Aware Lightpath Routing (WPA-LR),
which jointly considers power minimization and
resource blocking in a single cost function. Simu-
lation results confirm the advantage of the pro-
posed approach in terms of both power and
resource usage efficiency and suggest that a solu-
tion using only power related information can
lead to a significant degradation of the network
performance.

It must be noted that the article does not
provide a “one solution fits all” strategy. On the
other hand, WPA-LR is instrumental to offer
interested parties (e.g., network operators) the
possibility to fine-tune the power consumption in
their networks taking into account an acceptable
level of blocking probability.
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Figure 5. a) network blocking probability; b) average power saved per request: NSFNET.
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Table 1. Comparison of performance results for the COST 239 and the
NSFNET network topology in load conditions where the maximum energy
per request savings is observed.
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