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The vision of nomadic computing with its ubiquitous access has stimulated 
much interest in the Mobile Ad Hoc Networking (MANET) technology. 
Those infrastructure-less, self-organized networks that either operate au-
tonomously or as an extension to the wired networking infrastructure, are 
expected to support new MANET-based applications. However, the pro-
liferation of this networking paradigm strongly depends on the availability 
of security provisions, among other factors. The absence of infrastructure, 
the nature of the envisioned applications, and the resource-constrained en-
vironment pose some new challenges in securing the protocols in the ad hoc 
networking environments. Moreover, the security requirements can differ 
significantly from those for infrastructure-based networks, while the provi-
sion of security enhancements may take completely different directions as 
well. In particular, practically any node in the open, collaborative MANET 
environment can abuse the network operation and disrupt or deny com-
munication. In this paper we introduce our approach to this multifaceted 
and intriguing problem: a set of protocols that secure the fundamental net-
working operations of routing and data transmission. Moreover, we survey 
solutions that address the management of trust in ad hoc networks. 

2 Introd uction 

Mobile ad hoc networks comprise freely roaming wireless nodes that coop-
eratively make up for the absence of fixed infrastructure, with the nodes 
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themselves supporting the network functionality. Nodes form transient as-
sociations with their peers that are within the radio connectivity range of 
their transceiver, and implicitly agree to assist in provision of the basic net-
work services. These associations are dynamically created and torn down, 
often without prior notice or the consent of the communicating parties. The 
MANET technology targets networks that can be rapidly deployed or formed 
in an arbitrary environment to enable communications or to serve, in some 
cases, a common objective dictated by the supported application. Such net-
works can be highly heterogeneous, with various types of equipment, usage, 
transmission, and mobility patterns. 

Secure communication, being an important aspect of any networking en-
vironment, becomes an especially significant challenge in ad hoc networks. 
This is due to the particular characteristics of this new networking paradigm 
and due to the fact that traditional security mechanisms may be inapplica-
ble. 

The peer-to-peer node interaction opens MANET protocols to abuse. 
The MANET paradigm seeks to enable communication across networks 
whose topology and membership may change very frequently, based on the 
cooperative support of the network functionality. Malicious nodes can dis-
rupt or even deny the communications of potentially any node within their 
ad hoc networking domain. This is so, exactly because each and every node 
is not only entitled, but is, in fact, required to assist the network operation. 

With migrating nodes joining and leaving MANET domains and tran-
sient associations between nodes constantly established and torn down, it is 
particularly difficult to distinguish which nodes are trustworthy and support-
ive. First, the practically invisible or non-existent administrative boundaries 
encumber the a priori classification of a subset of nodes as trusted. Second, 
it is impractical, in such a volatile communication environment, to deter-
mine which nodes can be trusted based on the network interaction - the 
overhead and especially the delay to make such an inference would be pro-
hibitive, with additional overhead and complexity imposed if such inferences 
were to propagate in the form of recommendations or accusations. In most 
cases, transiently associated nodes will assist each other with the provision 
of basic networking services, such as route discovery and data forwarding. 
As a result, the nodes, or, practically the users of the devices, may have 
no means to establish a trust relationship, since not all mobile nodes would 
necessarily pursue collectively a common mission. 

In other words, in mobile ad hoc networks, the particular challenge is to 
safeguard the correct operation of the network layer protocols. Nodes may be 
designated as trusted or non-trusted at the application layer - for example, 
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access to a service or participation to its collaborative support would be 
allowed only to nodes that present the necessary credentials. However, only 
closed, mission-oriented networks could satisfy such an assumption of full 
trust. Thus, the reliance on trusted nodes solely would drastically narrow 
the scope and limit the potential of ad hoc networking. 

We first outline the primary goals of security enhancements for MANET 
and shed light on the commensurate challenges. In Section 5 we present 
the Secure Routing Protocol (SRP) and the Secure Link State Protocol 
(SLSP), which safeguard the discovery of routing information assisted by 
the Neighbor Lookup Protocol (NLP). The Secure Message 'fransmission 
(SMT) protocol, which enhances the security and robustness of the data 
transmission, follows in Section 6. Next, we discuss approaches for managing 
trust in the MANET environment in Section 7, briefly survey related work 
in Section 8 and conclude with a discussion. 

3 Security Goals 

The overall problem of securing a distributed system comprises the security 
of the networked environment, and the security of each individual network 
node. The latter issue is important due to the pervasive nature of MANET, 
which does not allow us to assume that networked devices will always be 
under the continuous control of their owner. As a result, the physical se-
curity of the node becomes an important issue, leading to the requirement 
of tamper-resistant nodes [43], if comprehensive security is to be provided. 
However, security problems manifest themselves in a more emphatic manner 
in a networked environment, and especially in mobile ad hoc networks. This 
is why in this work we focus on the network-related security issues. 

Security encompasses a number of attributes that have to be addressed: 
availability, integrity, authentication, confidentiality, non-repudiation and 
authorization. These goals, which are not MANET-specific only, call for 
approaches that have to be adapted to the particular features of MANET. 

Availability ensures the survivability of network services despite misbe-
havior of network nodes; for instance, when nodes exhibit selfish behavior 
or when denial-of-service (DoS) attacks are mounted. DoS attacks can be 
launched at any layer of an ad hoc network. For example, an adversary 
could use jamming to interfere with communication at the physical layer, 
or, at the network layer, it could disable the routing protocol operation, 
by disrupting the operation of the route discovery procedure. Moreover, 
an adversary could bring down high-level services. One such target is the 
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key management service, an essential service for an implementation of any 
security framework. 

Integrity guarantees that an in-transit message is not altered. A message 
could be altered because of benign failures, such as radio propagation im-
pairments, or because of malicious attacks on the network. Integrity viewed 
in the context of a specific connection, that is, the communication of two 
or more nodes, can provide the assurance that no messages are removed, 
replayed, re-ordered (if re-ordering would cause loss of information), or un-
lawfully inserted. 

Authentication enables a node to ensure the identity of the peer node 
that it is communicating with. Without authentication, an adversary could 
masquerade a node, possibly gain unauthorized access to resources and sen-
sitive information, and interfere with the operation of other nodes. 

Confidentiality ensures that certain information is never disclosed to 
unauthorized entities. Confidentiality is required for the protection of sensi-
tive information, such as strategic or tactical military information. However, 
confidentially is not restricted to user information only; routing information 
may also need to remain confidential in certain cases. For example, routing 
information might be valuable for an enemy to identify and to locate targets 
in a battlefield. 

Non-repudiation ensures that the origin of a message cannot deny having 
sent the message. Non-repudiation is useful for detection and isolation of 
compromised nodes. When a node A receives an erroneous message from a 
node B, A can use this message to accuse B and to convince other nodes 
that B is compromised. 

Finally, authorization establishes rules that define what each network 
node is or is not allowed to do. In many cases, it is required to determine 
which resources or information across the network a node can access. This 
requirement can be the result of the network organization, or the supported 
application, when, for instance, a group of nodes or a service provider wishes 
to regulate the interaction with the rest of the network. Another example 
could be when specific roles are attributed to nodes in order to facilitate the 
network operation. 

The security of mobile ad hoc networks has additional dimensions, such 
as privacy, correctness, reliability, and fault-tolerance. In particular, the 
resilience to failures, which in our context can be the result of malicious 
acts, and the protection of the correct operation of the employed protocols 
are of critical importance and should be considered in conjunction with the 
security of the mobile ad hoc network. 
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4 Threats and Challenges 

Mobile ad hoc networks are vulnerable to a wide range of active and pas-
sive attacks that can be launched relatively easily, since all communications 
take place over the wireless medium. In particular, wireless communica-
tion facilitates eavesdropping, especially because continuous monitoring of 
the shared medium, referred to as promiscuous mode, is required by.many 
MANET protocols. Impersonation is another attack that becomes more fea-
sible in the wireless environment. Physical access to the network is gained 
simply by transmitting with adequate power to reach one or more nodes in 
proximity, which may have no means to distinguish the transmission of an 
adversary from that of a legitimate source. Finally, wireless transmissions 
can be intercepted, and an adversary with sufficient transmission power and 
knowledge of the physical and medium access control layer mechanisms can 
obstruct its neighbors from gaining access to the wireless medium. 

Assisted by these" opportunities" the wireless communication offers, ma-
licious nodes can meaningfully alter, discard, forge, inject and replay control 
and data traffic, generate floods of spurious messages, and, in general, avoid 
complying with the employed protocols. The impact of such malicious be-
havior can be severe, especially because the cooperation of all network nodes 
provides for the functionality of the absent fixed infrastructure. In partic-
ular, as part of the normal operation of the network, nodes are transiently 
associated with a dynamically changing, over time, subset of their peers; 
that is, the nodes within the range of their transceiver, or the ones that 
provide routing information and implicitly agree to relay their data packets. 
As a result, a malicious node can obstruct the communications of potentially 
any node in the network, exactly because it is entitled, or, even, expected 
to assist in the network operation. 

In addition, freely roaming nodes join and leave MANET sub-domains 
independently, possibly frequently, and without notice, making it difficult 
in most cases to have a clear picture of the ad hoc network membership. 
In other words, there may be no ground for an a priori classification of a 
subset of nodes as trusted to support the network functionality. 'frust may 
only be developed over time, while trust relationships among nodes may 
also change, when, for example, nodes in an ad hoc network dynamically 
become affiliated with administrative domains. This is in contrast to other 
mobile networking paradigms, such as Mobile IP or cellular telephony, where 
nodes continue to belong to their administrative domain, in spite of mobility. 
Consequently, security solutions with static configuration would not suffice, 
and the assumption that all nodes can be bootstrapped with the credentials 



Secure Communication in Adverse Mobile Ad Hoc Networks 453 

of all other nodes would be unrealistic for a wide range of MANET instances. 
From a slightly different point of view, it becomes apparent that nodes 

cannot be easily classified as 'internal' or 'external,' that is, nodes that 
belong to the network or not; i.e., nodes that are expected to participate 
and be dedicated to supporting a certain network operation and those that 
are not. In other words, the absence of an infrastructure impedes the usual 
practice of establishing a line of defense, separating nodes into trusted and 
non-trusted. As a result, attacks cannot be classified as internal or external 
either, especially at the network layer. Of course, such a distinction could 
be made at the application layer, where access to a service, or participation 
to its collaborative support, may be allowed only to authorized nodes. In 
the latter example, an attack from a compromised node within the group, 
that is, a group node under the control of an adversary would be considered 
as an internal one. 

The absence of a central entity makes the detection of attackers a very 
difficult problem, since highly dynamic large networks cannot be easily mon-
itored. Benign failures, such as transmission impairments, path breakages, 
and dropped packets, are naturally a fairly common occurrence in mobile 
ad hoc networks, and, consequently, malicious failures will be more difficult 
to distinguish. This will be especially true for adversaries that vary their 
attack pattern and misbehave intermittently against a set of their peers 
that also changes over time. As a result, short-lived observations will not 
allow detection of the adversaries. Moreover, abnormal situations may oc-
cur frequently, because nodes behave in a selfish manner and do not always 
assist the network functionality. It is noteworthy that such behavior may 
not be malicious, but only necessary when, for example, the node shuts its 
transceiver down in order to preserve its battery. 

Most of the currently considered MANET protocols were not originally 
designed to deal with malicious behavior or other security threats. Thus 
they are easy to abuse. Incorrect routing information can be injected by 
malicious nodes that respond with or advertise inexistent or stale routes 
and links. In addition, compromised routes, i.e., routes that are not free 
of malicious nodes, may be repeatedly chosen with the "encouragement" 
provided by the malicious nodes themselves.2 The result being that the pair 
of the communicating end-nodes will experience DoS, and they may have to 
rely on cycles of time-out and new route discovery to find operational routes, 
with successive query broadcasts imposing additional overhead. Or, even 

2For instance, by the malicious nodes claiming that they possess an inexpensive (short) 
route to the destination. 
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worse, the end nodes may be easily deceived for some period of time that 
the data flow is undisrupted, while no actual communication takes place. 
For example, the adversary may drop a route error message, "hiding" a 
route breakage, or it can corrupt both the data and their checksum, or forge 
network and transport layer acknowledgments. 

Finally, mobile or nomadic hosts have limited computational capabili-
ties, due to constraints stemming from the nature of the envisioned MANET 
applications. Expensive cryptographic operations, especially if they have to 
be performed for each packet and over each link of the traversed path, make 
such schemes implausible for the vast majority of mobile devices. Cryp-
tographic algorithms may require computation delays ranging from one to 
several seconds [7, 14]. Such delays, imposed, for example, by the genera-
tion or verification of a single digital signature, affect the data rate of secure 
communication. But, more importantly, mobile devices become ideal targets 
of DoS attacks due to their limited computational resources. An adversary 
would generate bogus packets, forcing the device to consume substantial 
portion of its resources. Worse even, a malicious node with valid creden-
tials would generate control traffic, such as route queries, at a high rate not 
only to consume bandwidth, but also to impose cumbersome cryptographic 
operations on sizable portion of the network nodes. 

5 Secure Routing 

The secure operation of the MANET routing protocol is of central impor-
tance, primarily because of the absence of a fixed infrastructure. Attackers 
can "effectively" obstruct the flow of data by systematically disrupting the 
discovery of routing information and thus distorting or even dictating the 
topology knowledge of benign nodes. 

Protocols proposed to secure Internet routing share goals with MANET 
secure routing protocols, seeking to safeguard the correct operation of the 
topology discovery. However, they cannot be readily transplanted into the 
MANET context, since they are designed to operate in a fundamentally dif-
ferent networking environment. They establish a line of defense, separating 
the fixed routing infrastructure from all other network entities. Routers are 
equipped with credentials (public keys, certificates) that signify the router's 
authority to act within the limits of the employed protocol (e.g., advertise 
certain routes), and allow all routing traffic to be authenticated, not re-
pudiated and protected from tampering [33]. Clearly, the volatility and 
the salient features of the MANET environment, as discussed in Section 4, 
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impede such an approach. 
Our design seeks to overcome such limitations and furthermore provide 

protocols applicable to a wide range of MANET instances. More specifically, 
we do not require that each node be able to present and validate creden-
tials, such as public keys, for all other network nodes. In addition, the 
operation of our protocols does not rely on any assumption on the network 
membership, which may change frequently. At the same time, we do not 
make any assumption on the node mobility, node equipment (such as Global 
Positioning System (GPS)), and network size. Finally, our protocols do not 
rely on intrusion detection or monitoring techniques and do not assume any 
regularity or patterns of malicious behavior in order to identify and isolate 
adversarial nodes. Instead, they are capable of operating in the presence of 
adversaries that actively disrupt the discovery and distribution of routing 
information. 

The scope of the proposed protocols is broadened by their ability to 
operate under the least restrictive assumptions. Nevertheless, differing op-
erational conditions may call for different topology discovery approaches. 
First, we propose a reactive routing protocol, the Secure Routing Protocol 
(SRP). Additionally, a proactive protocol, the Secure Link State Protocol 
(SLSP), is presented. Finally, we introduce the Neighbor Lookup Protocol 
(NLP), which can complement and strengthen both SRP and SLSP. 

NLP addresses the correctness of communication with the node's imme-
diate neighbors, that is nodes within its transceiver range. In essence, NLP 
is responsible for countering attackers that exploit the wireless communica-
tion over the shared medium. Its purpose is to identify traffic that violates 
specific criteria, and notify the conceptually overlying routing protocol. As 
a result, the routing protocol discards such traffic. 

The goal of both SRP and SLSP is to safeguard the acquisition of topo-
logical information by countering attacks that disrupt or exploit the route 
discovery operation to deny communication. In particular, they provide cor-
rect, i.e., factual, up-to-date and authentic topology information, and they 
robust against individual Byzantine adversaries. 

5.1 The Neighbor Lookup Protocol 

The Neighbor Lookup Protocol (NLP), which can be an integral part of 
the routing protocol, is responsible for the following tasks: (i) it maintains 
a mapping of MAC and IP layer addresses of the node's neighbors, (ii) it 
identifies potential discrepancies, such as the use of multiple IP addresses 
by a single data-link interface, and (iii) it measuring the rates at which con-



456 P. Papadimitratos and Z. Haas 

trol packets are received from each neighbor, by differentiating the traffic 
primarily based on MAC addresses. The measured rates of incoming con-
trol packets are provided to the routing protocol. This way, control traffic 
originating from nodes that selfishly or maliciously attempt to overload the 
network can be discarded. 

Basically, NLP extracts and retains the 48-bit hardware source address 
for each received (overheard) frame, along with the encapsulated IP address. 
This requires a simple modification of the device driver [50], so that the data 
link address is "passed up" to the routing protocol along with each packet. 
With nodes operating in promiscuous mode, the extraction of such pairs 
of addresses from all overheard packets leads to a significant reduction in 
the use of the neighbor discovery and query/reply mechanisms for medium 
access control address resolution. 

Each node updates its neighbor table by retaining both, the data-link 
and the network interface addresses. The mappings between the two ad-
dresses are retained in the table as long as transmissions from the corre-
sponding neighboring nodes are overheard; a lost neighbor timeout period 3 

is associated with each table entry. 
NLP issues a notification to the routing protocol, according to the con-

tent of a received packet, in the event that: (i) a neighbor used an IP address 
different from the address currently recorded in the neighbor table, (ii) two 
neighbors used the same IP address (that is, a packet appears to originate 
from a node that may have "spoofed" an IP address), (iii) a node uses the 
same medium access control address as the detecting node (in that case, the 
data link address may be "spoofed"). Upon reception of the notification, 
the routing protocol discards the packet bearing the address that violated 
the aforementioned policies. 

Each notification is used by the routing protocol to discard the corre-
sponding transmission originating from the node suspected to be misbehav-
ing. This is the primary goal of NLP, which can be secondarily used to 
identify the attacker itself. The unambiguous identification of the attacker 
and the later use of such information to protect the network is a partic-
ularly difficult task for MANET. Its feasibility depends on the underlying 
trust between nodes, among other factors. On the other hand, the prompt 
detection of traffic that can harm the network operation individually at each 
node avoids such limitations and can be readily beneficial. 

3The lost neighbor timeout should be longer than the timeout periods associated with 
the flushing of routing information (link state, routing table entries), related to the par-
ticular neighbor. 
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The operation of NLP can be adjusted to the requirements of the routing 
protocol, by employing cryptography or not. This depends on the require-
ments and operation of the routing protocol. For example, in the context of 
SRP that assumes solely an end-to-end security association, NLP would not 
be expected to utilize cryptography. Nevertheless, the cryptographic opera-
tion of NLP can be orthogonal to end-to-end security associations. Such an 
example is SLSP, which requires a portion of its traffic to be cryptographi-
cally validated by immediate neighbors and thus strengthen NLP. 

5.2 The Secure Routing Protocol 

The Secure Routing Protocol (SRP) [31] for mobile ad hoc networks pro-
vides correct end-to-end routing information over an unknown, frequently 
changing network, in the presence of malicious nodes. We require that any 
two nodes that wish to employ SRP have a Security Association (SA) instan-
tiated by a symmetric shared secret key. Communication takes place over 
a broadcast medium, with no need for cryptographic operations on control 
traffic at intermediate nodes, two factors that render the scheme efficient and 
scalable. SRP places the overhead on the end nodes, an appropriate choice 
for a highly decentralized environment, and contributes to the robustness 
and flexibility of the scheme. 

The novelty of SRP lies in the verification of the correctness of the dis-
covered route(s) from the route "geometry" itself. False or corrupted control 
traffic is discarded in parts by the end nodes, thanks to the end-to-end se-
curity association, and in parts by the intermediate benign nodes, without 
cryptographic processing in the latter case. Basically, route requests prop-
agate verifiably to the sought trusted destination and route replies are re-
turned strictly over the reversed route, as accumulated in the route request 
packet. Moreover, intermediate nodes do not relay route replies unless their 
downstream node had previously relayed the corresponding query. In order 
to guarantee this crucially important functionality, the interaction of the 
protocol with the IP-related functionality is explicitly defined. An intact 
reply implies that (i) the reported path is the one placed in the reply packet 
by the destination, and (ii) the corresponding connectivity information is 
correct, since the reply was relayed along the reverse of the discovered route 
and consists of all nodes that participated in both phases of the route dis-
covery. 

The securing of the route discovery deprives the adversarial nodes of 
an "effective" means to systematically disrupt the communications of their 
peers. Despite our minimal trust assumptions, attackers cannot imperson-



458 P. Papadimitratos and Z. Haas 

ate the destination and redirect data traffic, cannot respond with stale or 
corrupted routing information, are prevented from broadcasting forged con-
trol packets to obstruct the later propagation of legitimate queries, and are 
unable to influence the topological knowledge of benign nodes. To that 
extent, SRP provides very strong assurances on the correctness of the link-
level connectivity information as well. It precludes adversarial nodes from 
controlling multiple potential routes per source-destination pair, and from 
forming" dumb" relays, that is, from not placing themselves in a route whose 
discovery they assisted. 

The security features of SRP do not undermine its efficiency, that is, 
the ability of nodes to quickly respond to topological changes and discover 
correct routes. In addition, the protocol retains its ability to operate when 
under attack, with adversaries actively disrupting the route discovery. Fur-
thermore, its low cryptographic processing overhead renders SRP applicable 
for nodes with very limited computational resources. Finally, the reliance on 
the basic and widely accepted reactive route discovery mechanism (broad-
casted route query packets traverse the network as the relaying intermediate 
nodes append their identifier (IP address)) allows SRP to naturally extend a 
number of existing protocols. In particular, the IERP [16] of the Zone Rout-
ing Protocol (ZRP) [17] framework, the Dynamic Source Routing (DSR) 
[20], and ABR [48] are protocols that can incorporate the features of SRP 
with minimal or limited modifications. 

5.2.1 The Generation of Route Requests 

A source node S maintains a query sequence number QSEQ for each destina-
tion it securely communicates with. The 32-bit QSEQ increases monotoni-
cally, for each request generated by S, and allows T to detect outdated route 
requests. The sequence number is initialized at the establishment of the SA 
and although it is not allowed to wrap around, it provides approximately 
a space of four billion query requests per destination. If the entire space is 
used, a new security association has to be established. 

For each outgoing ROUTE REQUEST, S generates a 32-bit random 
Query Identifier Q/D, which is used by intermediate nodes as a means to 
identify the request. Q/D is the output of a secure pseudo-random num-
ber generator [28]; its output is statistically indistinguishable from a truly 
random one and is unpredictable by an adversary with limited computa-
tional power. Since intermediate nodes have limited memory of past queries, 
uniqueness and randomness can be efficiently achieved, by using a one-way 
function (e.g., SHA-1 [42] or MD5 [41]) and a small random seed as input. 
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This renders the prediction of the query identifiers practically impossible, 
and combats the following attack: malicious nodes simply broadcast fabri-
cated requests only to cause subsequent legitimate queries to be dropped. 

Along with QID and QSEQ, the ROUTE REQUEST header includes 
a Message Authentication Code (MAC). The MAC is a 96-bit long field, 
generated by a keyed hash algorithm [9], which calculates the truncated 
output of a one-way or hash function. The one-way function input is the 
entire IP header, the route request packet and most importantly, KS,T the 
key shared by the two communicating nodes. However, the packet fields 
where the addresses of the intermediate nodes are accumulated as the packet 
propagates towards the destination are excluded. 

The querying node regulates the rate of queries it generates in order 
to avoid overloading the network. It can also indicate the number of route 
replies per query the destination should return by including a field protected 
the request MAC. This value may be increased in case of a failed route 
discovery or when the node needs to enrich its view of the network topology. 

5.2.2 The Processing of Route Requests 

Nodes parse received ROUTE REQUEST packets to determine whether 
an SRP header is present. If the SRP header is not present the packet 
is dropped. Intermediate nodes extract the QID value to determine if they 
have already relayed a packet corresponding to the same request. If not, they 
compare the last entry in the accumulated route to the IP datagram source 
address, which belongs to the neighboring node that relayed the request. 
Request packets are dropped in the case of a mismatch or if an NLP provides 
a notification that the relaying neighbor violated one of the enforced policies. 
Otherwise, the packet is relayed (re-broadcasted), with the intermediate 
node inserting its IP address. 

The QID, the source and the destination address field values are placed 
in the query table. In addition, intermediate nodes retain the IP addresses 
of their neighbors overheard forwarding (re-broadcasting) the query, in a 
FO RW ARD L1 ST associated with the query table entry. As it will be 
explained below, this information ensures that intermediate nodes cannot 
hide themselves from a discovered route. 

In order to guarantee the responsiveness of the routing protocol, nodes 
maintain a priority ranking of their neighbors according to the rate of queries 
observed by NLP. The highest priority is assigned to the nodes generating (or 
relaying) requests with the lowest rate and vice versa. Quanta are allocated 
proportionally to the priorities and not serviced low-priority queries are 



460 P. Papadimitratos and Z. Haas 

eventually discarded. Within each class, queries are serviced in a round-
robin manner. 

Selfish or malicious nodes that broadcast requests at a very high rate are 
throttled back, first by their immediate neighbors and then by nodes farther 
from the source of potential misbehavior. On the other hand, non-malicious 
queries, that is, queries originating from benign nodes that regulate in a non-
selfish manner the rate of their query generation, will be affected only for 
a period equal to the time it takes to update the priority (weight) assigned 
to a misbehaving neighbor. In the mean time, the round robin servicing of 
requests provides the assurance that benign requests will be relayed even 
amidst a "storm" of malicious or extraneous requests. 

When requests arrive at the sought destination, they are validated thanks 
to the security binding with the querying node. First, QSEQ is compared 
to SMAX(S), the latest (highest) query sequence number received from S, 
within the lifetime of the S-T SA. If QSEQ < SMAX(S), the request is 
discarded as outdated or replayed. If QSEQ SMAX(S), T verifies the 
integrity and authenticity of the origin of the request packet. It generates a 
route reply, up to the point it has responded to the number of valid requests 
indicated by the query packets. 

5.2.3 The Generation and Processing of Route Replies 

The ROUTE REPLY is identified by the QSEQ and QlD of the corre-
sponding ROUTE REQUEST. The reverse of the route accumulated in 
the request packet is used as the source route of the reply packet. The 
destination calculates, using KS,T, and appends a MAC covering the entire 
SRP header, and the source route of the reply packet. The reply is routed 
strictly along the reverse of the discovered route. This way, the source is 
provided with evidence that the request had reached the destination and 
that the reply was indeed returned along the reverse of the discovered route. 

As the reply propagates along the reverse route, each intermediate relay-
ing node check whether the source address of the ROUTE REPLY data-
gram is the same as the address of its downstream node, as reported in the 
reply. If not, or if and NLP notification has been received, the reply packet 
is discarded. Clearly, replies are discarded if the corresponding request is 
not previously received and relayed, that is, there is no entry in the node's 
query table. 

Additionally, the reply packet is discarded if it originates from a node 
that is not listed in FORWARD LIST. This last control practically elim-
inates the possibility of a "dumb" or "Byzantine" relay, if a malicious node 
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relayed both the route request and route reply while 'hiding' itself from the 
discovered route. This further strengthens the defense provided by NLP, 
which would issue a notification upon receiving the packet that the mali-
cious node would relay attempting to mount the attack. If NLP is employed 
alone, a collision at the receiver (benign node) could prevent the detection of 
the · first stage of the attack. On the other hand, such a collision could lead 
to discarding a benign reply, but it ensures that the Byzantine link attack 
cannot be mounted. The choice of either or both countermeasures is clearly 
a design decision, dependent on the envisioned networking environment. 

Ultimately, the source validates the reply: it first checks whether it cor-
responds to a pending query. Then, it suffices to validate the MAC, and 
extract the route from the IP source route of the ROUTE REPLY, which 
already provides the (reversed) discovered route. 

5.2.4 The SRP Extension 

The basic operation of SRP can be extended in order to allow for nodes, 
other than the destination, to provide route replies or feedback on the status 
of utilized routes. This may be possible if a subset of nodes share a common 
objective, belong to the same group G and mutually trust all the group 
members. 

In that case, the mutual trust could be instantiated by all group members 
sharing a secret key KG . In that case, a querying node can append to 
each query an additional MAC calculated with the group key KG, which 
we call Intermediate Node Reply Token (INRT). The functionality of SRP 
remains as described above, with the following addition: each group member 
maintains the latest query identifier seen from each of its peers, and can thus 
validate both the freshness and origin authenticity of queries generated from 
other group nodes. 

Nodes other than the sought destination respond to a validated request, 
if they have knowledge of a route to the destination in question. The 
replies are generated as above, except for the MAC calculation that uses 
KG. The correctness of such a route is conditional upon the correctness of 
the information provided by the intermediate node, regarding the second 
portion of the route. When the reply is generated by the destination, an 
additional MAC(KG, ROUTE REPLY) is appended, apart from the end-
to-end M AC(Ks,T, ROUTE REPLY). This would allow an intermediate 
node V that is part of the route and a member of the group G to utilize the 
discovered route suffix (i.e., the V to T part). 

The INRT functionality can be provided independently from and in par-
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allel with the one relying solely on the end-to-end security associations. For 
example, it could be useful for frequent intra-group communication; any 
two members can benefit from the assistance of their trusted peers, which 
may already have useful routes. Finally, the shared KG can be utilized 
for purposes that are beyond the discovery of routes. One example is the 
authentication of ROUTE ERROR messages, as explained below. 

5.2.5 The Route Maintenance Procedure 

Intermediate node that fails to deliver a data packet to the next hop generate 
a ROUTE ERROR packet which is strictly source-routed back to the source 
node S along the prefix of the route being reported as broken. The upstream 
nodes, with respect to the point of breakage, check if the source address of 
the ROUTE ERROR datagram is the same as the one of their downstream 
node, as reported in the broken route. If there is no NLP notification that 
the relaying neighbor violated one of the enforced policies, the packet is 
relayed towards the source. 

The source node compares the source-route of the error message to the 
prefix of the corresponding active route. This way, it verifies that the pro-
vided route error message refers to the actual route, and that it is not 
generated by a node that is not part of the route. The correctness of the 
feedback (Le., whether it reports an actual failure to forward a packet) can-
not be verified though. As a result, a malicious node lying on a route can 
mislead the source by corrupting error messages generated by another node, 
or by masking a dropped packet as a link failure. However, this allows it to 
harm only the route it belongs to, something that was possible in the first 
place, if it simply dropped or corrupted in-transit data packets. 

If the reporting intermediate node does not have a security association 
with the source node, ROUTE ERROR messages do not include a MAC. 
This allows an adversary that can spoof a data link address and lies within 
one hop of an end-to-end data flow (route) to inject a ROUTE ERROR. 
This would be possible if it impersonated a node that is part of the route. 
Although the NLP of the victim would issue a notification, the forged error 
packet would be in-transit towards the source. 

Consequently, ROUTE ERROR messages can be used in the following 
cases: (i) an end-to-end secure mechanism is present and thus the source 
node can infer the status of the utilized route(s), and (ii) the intermediate 
issuing node has a security association with the source node. In case (i) holds 
but (ii) does not, route errors can be used in a complementary manner. 
For example, the Secure Message Transmission (SMT) protocol which we 
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describe Section 6, can utilize unauthenticated ROUTE ERROR messages 
to update the 'rating' of the utilized route(s) only when the end-to-end 
secure feedback reports a failed transmission. In case (ii), an intermediate 
node, which is for example member of the same group as the source of the 
broken route, can use the group key to generate a MAC that covers the 
entire route error packet and its IP source route. 

5.3 The Secure Link State Protocol 

The Secure Link State Protocol (SLSP) for mobile ad hoc networks [34] is 
responsible for securing the discovery and distribution of link state informa-
tion. The scope of SLSP may range from a secure neighborhood discovery 
to a network-wide secure link state protocol. SLSP nodes disseminate their 
link state updates and maintain topological information for the subset of 
network nodes within R hops, which is termed as their zone [38]. Never-
theless, SLSP is a self-contained link state discovery protocol, even though 
it draws from, and naturally fits within, the concept of hybrid routing. 

Each node is equipped with a public/private key pair, namely Ev and 
Dv, and with a single network interface per node within a MANET domain.4 

Key certification can be provided in a number of ways, as we explain in detail 
in Section 7. 

Nodes are identified by their IP addresses, which may be assigned by a 
variety of schemes, e.g., dynamically or even randomly [12, 15]. Although 
Ev does not need to be tied to the node's IP address, it could be beneficial 
to use IP addresses derived from the nodes' public keys [29]. Nodes are 
equipped with a one-way or hash function H and a public key cryptosystem 
(e.g., [40]). 

To counter adversaries, SLSP protects link state update (LSU) packets 
from malicious alteration, as they propagate across the network. It dis-
allows advertisements of non-existent, fabricated links, stops nodes from 
masquerading their peers, strengthens the robustness of neighbor discovery, 
and thwarts deliberate floods of control traffic that exhausts network and 
node resources. 

To operate efficiently in the absence of a central key management, SLSP 
provides for each node to distribute its public key to nodes within its zone. 
Nodes periodically broadcast their certified key, so that the receiving nodes 
validate their subsequent link state updates. As the network topology 

4To support operation with multiple interfaces, one key pair should be assigned to each 
interface. 
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changes, nodes learn the keys of nodes that move into their zone, thus keep-
ing track of a relatively limited number of keys at every instance. 

SLSP defines a secure neighbor discovery that binds each node V to its 
Medium Access Control (MAC) address and its IP address, and allows all 
other nodes within transmission range to identify V unambiguously, given 
that they already have Ev. Each node commits its Medium Access Control 
(MAC) address and its IP address, the (MACv, 1Pv) pair, to its neigh-
bors by broadcasting signed hello messages. Receiving nodes validate the 
signature and retain the information; in the case of SUCV addresses [29] 
the confirmation for the IP address can be done in a memory-less manner. 

5.3.1 The Link State Updates 

Nodes advertise the state of their incident links by broadcasting periodi-
cally signed link state updates. SLSP restricts the propagation of the LSU 
packets to within the zone of their origin node. Receiving nodes validate 
the updates, suppress duplicates, and relay previously unseen updates that 
have not already propagated R hops. Link state information acquired from 
validated LSU packets is accepted only if both nodes incident on each link 
advertise the same state of the link. 

Link state updates are identified by the IP address of their originator and 
a 32-bit sequence number, which provides an ample space of approximately 
four billion updates. To ensure that the LSU's propagate only within the 
zone of its origin, i.e., R hops away, the node selects a random number X 
and calculates a hash chain: Xi = Hi(X), i = 1, ... , R, HO(X) = X. It 
places XR and Xl in the zone radius and the hops traversed fields of the 
LSU header,5 respectively, and sets TTL equal to R - 1, with R placed in 
the RLSU field. Finally, a signature is appended. 

Receiving nodes check if they have the public key of the originating 
node, unless the key is attached to the LSU (see Section 5.3.2 below). 
For an LSU that has already travelled over i hops (i = R - TTL), if i 
is less than the radius of the originating node, the packet is not relayed 
unless HR-i(hops traversed) equals zone radius. Each relaying node sets 
hops traversed equal to H(hops traversed), decrements TTL, and rebroad-
casts the LSU. 

The provided information is discarded after a confirmLs timeout, unless 
both nodes incident on a link report the same state. Finally, NLP notifi-
cations result in discarding an update relayed by a misbehaved node. The 

5Hash chains have a wide range of applications; in the MANET context, they have 
been used to assist in hop count authentication [52]. 
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flooding of the LSU packets renders the protocol resilient against malicious 
failures (e.g., packet dropping, alteration, or modification of the packet's 
hops traversed field). Meanwhile, the localized flooding keeps the transmis-
sion and processing overhead low. 

5.3.2 The Public Key Distribution 

Nodes use Public Key Distribution (PKD) packets, or attach their certified 
keys to LSU packets. PKD packets are flooded throughout the zone, or they 
may be distributed less frequently throughout an extended zone. 

Alternatively, the keys can be distributed attached to LSU packets. This 
approach can provide for timely acquisition of the key and thus validation 
of routing information to nodes that move into a new zone. It can also 
reduce to a great extent the transmission of PKD packets, thus reducing the 
message complexity. On the other hand, the distribution within an extended 
zone can reduce the delay of validating new keys when nodes outside a zone 
eventually enter the zone. 

Key broadcasts are timed according to the network conditions and the 
device characteristics. For example, a node can rebroadcast its key when it 
detects a substantial change of the topology of its zone; that is, if at least 
some percentage of nodes has departed from the node's neighborhood since 
the last key broadcast. 

The node's certificate "vouches" for the public key. Additionally, the 
authenticity and freshness of the PKD packet are verified by a signature 
from the node that possesses and distributes the key. The PKD sequence 
number is set to the next available value, following the increasing values used 
for LSU packets. When the LSU-based key broadcast is used, no additional 
PKD signature is required. 

Nodes validate PKD packets only if they are not already aware of the 
originator's public key. Upon validation, Ev and the corresponding source 
IP address are stored locally, along with the corresponding sequence num-
ber.6 Each node can autonomously decide whether to validate a key broad-
cast or not. For example, if it communicates with a nearby destination, it 
might have no incentive to validate a PKD that originates from a node a 
large distance away. Similarly, a validation could be avoided if the node 

6This information is maintained in a FIFO manner. If the entire sequence is covered, a 
new key is generated and distributed, after the node voluntarily remains "disconnected" 
for a period equal to NLP's neighbor lost. This temporary disconnection ensures that the 
possible change of the node's IP address does not cause neighbors to perceive this as a 
possible attack (Le., spoofing of an IP address). 
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considers its topology view broad enough, or sufficient to support its com-
munication. This could happen for a dense network or zone, when not all 
physically present links are necessary. 

Malicious floods of spurious PKD packets are countered by several mech-
anisms: (i) NLP imposes a bottleneck thanks to the lost neighbor timeout, 
(ii) PKD packets will not propagate more than R hops, unless they are" car-
ried" farther by adversaries (e.g., when they don't update the hops traversed 
field), (iii) nodes can autonomously decide whether to validate a public key 
or not (e.g., for an very high R), and (iv) PKD packets are also subject to 
restrictions imposed by the above-mentioned penalizing priority mechanism. 

6 Secure Data Forwarding 

No secure routing protocol, including SRP and SLSP, can guarantee that 
the nodes along a correctly discovered route will indeed relay the data as 
expected. An adversary may misbehave in an intermittent manner, that 
is, initially provide correct routing information during the route discovery 
stage, and later forge or corrupt data packets during the data forwarding 
stage. 

Clearly, upper layer mechanisms, such as reliable transport protocols, 
or mechanisms currently assumed by MANET routing protocols, such as 
reliable data link or acknowledged routing, cannot cope with malicious dis-
ruptions. In fact, the communicating nodes may be easily deceived for long 
periods of time that the data flow is undisrupted, with no actual communi-
cation taking place.7 

To cope with such attacks, the integrity of the exchanged traffic can 
be cryptographically protected. However, cryptographic protection of the 
data cannot shield the communication against denial of service (DoS). Com-
promised routes, i.e., routes that are not free of malicious nodes, may be 
repeatedly chosen, and to communicate nodes may have to rely on long cy-
cles of disconnection detection and new route discovery, with the successive 
query broadcasts imposing additional overhead. 

Below, we present a simple, efficient and effective protocol, the Secure 
Message Transmission (SMT) protocol, to secure the flow of data traffic in 
the presence of malicious nodes, after the routes between the source and the 
destination have been discovered. We emphasize that the goal of SMT is 

7For example, the adversary can corrupt the data and their checksum, forge network 
or transport layer acknowledgments, or, it may drop a route error message and "hide" a 
route breakage. 
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not to securely discover routes in the network - this is achieved by protocols 
such as the SRP and SLSP. 

6.1 The Secure Message Transmission Protocol 

SMT is a secure end-to-end data forwarding protocol that safeguards the 
communication across an unknown frequently changing network, in the pres-
ence of adversaries [32] . SMT can counter attacks against the data transmis-
sion without network monitoring and misbehavior detection, which would 
impose complexity and excessive overhead to the network operation. At the 
same time, such an improvement is achieved without restrictive assump-
tions on the trust, membership and size of the network, or the types of 
misbehavior. As a result, SMT is a practical, broadly applicable protocol. 

Furthermore, SMT is capable of supporting real-time traffic, while adapt-
ing to the frequently changing network conditions. SMT can be continuously 
reconfigured to provide either enhanced security and resilience, or highly ef-
ficient operation in a relatively safer environment. Finally, the proposed 
SMT, a network layer protocol, does not rely on restrictive assumptions on 
cross-layer interactions, providing a self-contained solution tailored to the 
MANET characteristics. 

Figure 1: The Secure Message Transmission Protocol makes use of multiple 
diverse paths connecting the source and the destination. In particular, the 
Active Path Set (APS) contains paths that have not been detected as failed, 
either due to path breakage or because of the presence of an adversary on 
the path. 

The basic idea behind the SMT protocol is to combine efficient end-to-
end security services and a robust feedback mechanism, with dispersion of 



468 P. Papadimitratos and Z. Haas 

transmitted data and simultaneous usage of multiple paths. At the same 
time, continuous reconfiguration driven by an easy-to-implement method 
allows the adaptation of SMT to the requirements of the networking envi-
ronment. 

6.2 The SMT Operation 

Our protocol determines a set of diverse routes, as shown in Figure 1. It 
disperses each outgoing message by introducing limited redundancy and 
dividing the data with the redundant information into a number of pieces. 
The information dispersal is based on the algorithm proposed in [39], which 
is in essence an error correction code. 

Due to the message dispersion, the reception of a sufficient number of 
pieces allows successful reconstruction at the receiver's side. A low-cost 
cryptographic header is appended to each piece and the dispersed message is 
transmitted across a set of diverse, preferably node-disjoint paths. Diversity 
is welcome, so that a malicious node cannot harm more than one piece. 

The receiver validates the incoming packets and acknowledges the suc-
cessfully received packets, with the feedback cryptographically protected as 
well. If a sufficient number of pieces were received, the receiver reconstructs 
the message. Otherwise, it awaits the additional needed packets to be re-
transmitted by the sender. Once the message is successfully reconstructed, 
it is passed to the upper protocol layers. 

Figure 2: Simple example of the SMT protocol operation. 

An illustrative example of a single message transmission is shown in 
Figure 2. The sender disperses the message, so that any three out of four 
packets are sufficient for successful reconstruction. The four packets are 
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routed over four disjoint paths and two of them arrive intact at the receiver. 
The remaining two packets are compromised by malicious nodes lying on the 
corresponding paths; for example, one packet is dropped, and one (dashed 
arrow) is modified. 

The receiver extracts the information from the first incoming validated 
packet and waits for subsequent packets, while setting a reception timer. 
When the fourth packet arrives, the cryptographic integrity check reveals the 
data tampering and the packet is rejected. At the expiration of the timer, 
the receiver generates an acknowledgement reporting the two successfully 
received packets and transmits it across the two operational paths. 

It is sufficient for the sender to receive and cryptographically validate 
only one acknowledgement, ignoring duplicates. The two missing pieces are 
then retransmitted; however, one of the two packets is lost, for example, 
because of intermittent malicious behavior, or a benign path breakage. The 
receiver acknowledges the successful reception immediately, before the timer 
expiration, since an adequate number of packets have been received. In all 
cases, the sender sets a retransmission timer, so that total loss of all the 
message pieces or of all the acknowledgments is detected. 

The two communicating end nodes make use of the Active Path Set 
(APS), comprising diverse paths that are not deemed failed. The sender in-
vokes the underlying route discovery protocol, updates its network topology 
view, and then determines the APS for a specific destination. This model 
can be extended to multiple destinations, with one APS per destination. At 
the receiver's side, the APS is used for the feedback transmission, but if 
links are not bi-directional, the destination will have to determine its own 
"reverse" APS. 

The routing decisions are made by the querying node, based on the 
feedback that the destination and the underlying secure routing protocol 
provide. At the same time, no additional processing overhead is imposed on 
intermediate nodes, which do not perform any cryptographic operation but 
simply relay the message pieces. 

The dispersion of messages is coupled to the APS characteristics, and 
with the appropriate selection of the dispersion algorithm parameters dis-
cussed below. Once dispersed, the message pieces are transmitted across 
APS in cryptographically protected packets. If the message cannot be re-
constructed at the destination, the source re-transmits the pieces that were 
not received, according to the feedback that is verifiably provided by the 
destination. 

Message pieces are re-transmitted by SMT a maximum number of times, 
RetrYMAx , which is a protocol-selectable parameter. If all re-transmissions 



470 P. Papadimitratos and Z. Haas 

fail, the message is discarded. This way, a number of re-transmissions by 
SMT enhance its efficiency, by alleviating the overhead from re-transmitting 
the entire amount of data. On the other hand, SMT does not assume the role 
of a transport or application layer protocol; its goal is to promptly detect 
and tolerate compromised transmissions, while adapting its operation to 
provide secure data forwarding with low delays. 

The transmission of data is continuous over the APS, with re-transmissions 
placed at the head of the queue upon reception of the feedback. The con-
tinuous usage of the APS allows SMT to update fast its assessment on the 
quality of the paths. Moreover, the simultaneous routing over a number of 
paths, if not the entire APS, provides the opportunity for low-cost probing 
of the paths. The source can easily tolerate the loss of a piece that was 
transmitted over a low-rated path, and the benefit from doing so can be 
two-fold: either the piece will be lost but the rating of a failing path will 
be further decreased and removed from the APS, or, the piece will be suc-
cessfully received and contribute to the re-construction of the message, if an 
adversary lying on the path misbehaves intermittently. 

6.3 The SMT Adapation 

The protocol can continuously adapt its configuration in order to achieve 
both enhanced robustness in a highly adverse environment and efficiency in 
low-risk conditions. The adaptation of SMT takes into consideration the 
network state and the requirements of the supported application. 

Intuitively, path diversity is the primary goal to meet in order to provide 
increased protection by disallowing any single malicious node to compro-
mise more than one data flow. In general, the sender needs to determine 
a sufficiently high number of paths in order for the dispersed message to 
be successfully received. Although this is the most obvious solution, one 
cannot expect that in every occasion a high number of paths will be found. 
In low connectivity conditions (small number of disjoint paths), the sender 
could increase the transmission redundancy in order to provide increased 
assurance. 

More specifically, the protocol adaptation is the result of the interplay 
among the following parameters: (i) K, the (sought) cardinality of the APS, 
(ii) k, the (S,T)-connectivity, i.e., the maximum number of 8 T node-
disjoint paths from the source (8) to the destination (T), (iii) r, the redun-
dancy factor of the information dispersal, and (iv) x, the maximum number 
of malicious nodes. 

If we assume that no more than X% of the nodes may act · maliciously 
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at any time instance, then x = X x a, with the number of network nodes 
denoted by a. In particular, nodes may either estimate or be given an 
estimate or prediction of the percentage of malicious nodes, which can be 
viewed as the probability that any single node is malicious. Instead of a, a 
node can use the number of nodes in its topology view. 

If M out of N transmitted packets are required for successful transmis-
sion, r = N / M, and, for an allocation of one piece per path, K should be 
at least N. The larger K is, the higher the number of faults that can be 
tolerated. Equivalently, the higher x is, the larger K should be for a fixed r. 
For an APS of K paths, the required number of packets is Klr. The rela-
tionship among the interacting parameter values is shown by the condition 
for successful reception, which is x r K x (1 - r -1) l-

Our protocol adapts its operation as follows: K, the required number of 
paths, is determined as a function of r, so that the probability of successful 
transmission is maximized. In order to do so, the source starts by construct-
ing an APS of k node-disjoint paths, depending on the actual node connec-
tivity of its topology view. This can be done by constructing knode-disjoint 
paths connecting the two end nodes, using an algorithm such as [46] with 
the number of hops as cost, so that the shortest k-path set has the minimum 
sum of the path lengths. Alternatively, a minimum-cost maximum-flow al-
gorithm [1 J with unit node capacities and a fixed goal of k paths can yield 
the same result. We should note that other cost measures could be used as 
well. 

Then, let PaoAL be the target probability of successful reconstruction of 
a dispersed message. PaoAL can be provided from the application layer and 
correspond to the features of the supported application for example. The 
source determines the sought number of paths and redundancy factor to 
achieve a secure transmission. The calculation of the probability of success 
as a function of rand K can use the approximation provided in [43]. Given 
PaoAL and k, the node calculates the corresponding redundancy factor, 
raOAL. Then, outgoing messages are dispersed with the redundancy value 
closest or equal to raOAL. Note that the source may achieve similar results 
with different values of M and N, a flexibility that is proven valuable. 

If N < k, the node selects the N paths of the APS with the highest 
rating. Similarly, the few first most highly rated paths are selected for re-
transmissions, that is, transmission of fewer than M pieces. As this process 
continues, paths will be deemed failed, thus reducing k. Then, the node 
repeats the above-mentioned algorithm. 

On the other hand, if k K, then the sender can enhance the resilience 
of the communication by determining additional, partially disjoint paths. 
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Given a set of k node-disjoint paths, additional K - k paths can be cal-
culated, partially overlapping with the node-disjoint ones. If less than k 
malicious nodes lie on the selected paths, at least one or more packets will 
reach the destination. For any additional non-disjoint path, the number of 
faulty paths that can be tolerated increases in practice, but no guarantee 
can be provided for the worst case, without knowing the actual overlapping 
information. If the adversarial nodes constitute a cut of cardinality ex, the 
result would be either a partitioned network (ex 2 k) as seen by Sand T, 
or a mere failure to reconstruct the message at the receiver (ex 2 k - M). 

While transmitting across the APS, the source updates the rating of the 
paths. For each successful or failed piece, the rating of the corresponding 
path is increased or decreased, respectively. When the rating drops below 
a threshold, the path is discarded, which implies that its constituent links 
are discarded as well. This last procedure implies that the determination 
of the APS by SMT is performed in parallel and it can contribute to the 
update of the topology view of the node. The reverse interaction is also 
possible, if for example route error messages are taken into consideration, 
in a complementary manner, to update the path rating. Furthermore, an 
alternative implementation could reduce a metric for each of the path's 
constituent links, when it is removed from APS, and discard links only 
when their metric drops below a threshold. We should note that in all 
cases it is desirable to promptly discard connectivity that corresponds to 
non-operational paths. 

7 Trust Management 

The use of cryptographic techniques is necessary for the provision of any type 
of security services, and mobile ad hoc networks are not an exception to this 
rule. The definition and the mechanisms for security policies, credentials, 
and trust relationships, i.e., the components of what is collectively identified 
as trust management, are a prerequisite for any security scheme. A large 
number of solutions have been presented in the literature for distributed 
systems, but they cannot be readily transplanted into the MANET context, 
since they rely on the existence of network hierarchy and on the existence 
of a central entity. Envisioned applications for the ad hoc networking en-
vironment may require a completely different notion of establishing a trust 
relationship, while the network operation may impose additional obstacles 
to the effective implementation of such solutions. 

For small-scale networks, of the size of a personal or home network, trust 
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can be established in a truly ad hoc manner, with relationships being static 
and sporadically reconfigured manually. In such an environment, the owner 
of a number of devices or appliances can imprint them, that is, distribute 
their credentials along with a set of rules that determine the allowed inter-
action with and between devices [43]. The proposed security policy follows 
a master-slave model, with the master device being responsible for reconfig-
uring slave devices, issuing commands or retrieving data. The return to the 
initial state can be done only by the master device, or by some trusted key 
escrow service. 

This model naturally lends itself to represent personal area networking, 
in particular network instances such as Bluetooth [6], in the sense that 
within a Piconet the interactions between nodes can be determined by the 
security policy. The model can be extended by allowing partial control or ac-
cess rights to be delegated, so that the secure interaction of devices becomes 
more flexible [44]. However, if the control over a node can be delegated, 
the new master should be prevented from eradicating prior associations and 
assuming full control of the node. 

A more flexible configuration, independent of initial bindings, can be 
useful when a group of people wish to form a collaborative computing en-
vironment [13]. In such a scenario, the problem of establishing a trust 
relationship can be solved by a secure key agreement, so that any two or 
more devices are able to communicate securely. The mutual trust among 
users allows them to share or establish a password using an off-line secure 
channel or perform a "pre-authentication" step through a localized channel 
[3] . Then, they can execute a password-based authenticated key exchange 
over the insecure wireless medium. Schemes that derive a shared symmetric 
key could use a two- or a multi-party version of the password authenticated 
Diffie-Hellman key-exchange algorithm [4, 11]. 

The human judgment and intervention can greatly facilitate the estab-
lishment of spontaneous connectivity among devices. Users can select a 
shared password or manually configure the security bindings between de-
vices, as seen above. Furthermore, they could assess subjectively the 'se-
curity' of their physical and networking environment and then proceed ac-
cordingly. However, human assistance may be impossible for the envisioned 
MANET environment with nodes acting as mobile routers, even though 
the distinction between an end device and a router may be only logical, 
with nodes assuming both roles. Frequently, the sole requirement for two 
transiently associated devices will be to mutually assist each other in the 
provision of basic networking services, such as route discovery and data for-
warding. This could be so since mobile nodes do not necessarily pursue 



474 P. Papadimitratos and Z. Haas 

collectively a common goal. As a result, the users of the devices may have 
no means to establish a trust relationship in the absence of a prior context. 

There is no reason to believe that a more general trust model would 
not be required in the MANET context. For instance, a node joining a 
domain may have to present its credentials in order to access an available 
service, and, at the same time, authenticate the service itself. Similarly, two 
network nodes may wish to employ a secure mode of, possibly multi-hop, 
communication and verify each other's identity. Clearly, support for such 
types of secure interaction, either at the network or at the application layer, 
will be needed. 

A public key cryptosystem can be a solution, with each node bound to a 
pair of keys, one publicly known and one private. However, the deployment 
of a public key infrastructure (PKI) requires the existence of a certification 
authority (CA), a trusted third party responsible for certifying the binding 
between nodes and public keys. The use of a single point of service for key 
management can be a problem in the MANET context, especially because 
such a service should always remain available. It is possible that network 
partitions or congested links close to the CA server, although they may be 
transient, cause significant delays in getting a response. Moreover, in the 
presence of adversaries, access to the CA may be obstructed, or the resources 
of the CA node may be exhausted by a DoS attack. One approach is not to 
rely on a CA and thus abolish all the advantages of such a facility. Another 
approach is to instantiate the CA in a way that answers the particular 
challenges of the MANET environment. 

The former approach can be based on the bootstrapping of all network 
nodes with the credentials of every other node. However, such an assumption 
would dramatically narrow the scope of ad hoc networking, since it can be 
applied only to short-lived mission-oriented and thus closed networks. An 
additional limitation may stem from the need to ensure a sufficient level 
of security, which implies that certificates should be refreshed from time to 
time, requiring, again, the presence of a CA. 

Alternatively, it has been suggested that users certify the public keys of 
other users. One such scheme proposes that any group of K nodes may pro-
vide a certificate to a requesting node. Such a node broadcasts the request 
to its one-hop neighborhood, each neighbor provides a partial certificate, 
and if sufficient K such certificates are collected, the node acquires the com-
plete certificate [53, 24]. Another scheme proposes that each node selects 
a number of certificates to store, so that, when a node wants the public key 
of one of its peers, the two certificate repositories are merged, and if a chain 
of certificates is discovered, the public key is obtained [19]. 
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The solution of a key management facility that meets the requirements of 
the MANET environment has been proposed in [53] . To do so, the proposed 
instantiation of the public key infrastructure provides increased availability 
and fault-tolerance. The distributed certification authority (CA) is equipped 
with a private/public key pair. All network nodes know the public key of 
the CA, and trust all certificates signed by the CA's private key. Nodes 
that wish to establish secure communication with a destination, query the 
CA and retrieve the required certificate, thus being able to authenticate 
the other end, and establish a secret shared key for improved efficiency. 
Similarly, nodes can request an update from the CA, that is, change their 
own public key and acquire a certificate for the new key. 

Key Managenll'lIt Servke J(jk 
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Figure 3: The configuration of a key management service comprIsmg n 
servers. The service, as a whole, has a public/private key pair K/k. The 
public key is known to all nodes in the network, whereas the private key k is 
divided into n shares 81,82, ... 8n , with one share for each server. Moreover, 
each server has a public/private key pair Kdki and knows the public keys 
of all nodes. Reprinted with permission from [L. Zhou and Z.J . Haas. "Securing 
Ad Hoc Networks," IEEE Network Magazine, vol. 13, no. 6, November/ December 
1999] @1999 IEEE. 

The CA is instantiated by a set of nodes (servers), as shown in Figure 3, 
for enhanced availability. However, this is not done through nave replication, 
which would increase the vulnerability of the system, since the compromise 
of a single replica would be sufficient for the adversary to control the CA. 
Instead, the trust is distributed among a set of nodes, which share the key 
management responsibility. In particular, each of the n servers has its own 
pair of public/private key and they collectively share the ability to sign 
certificates. This is achieved with the use of threshold cryptography, which 
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allows any t + lout of n parties to perform a cryptographic operation, while 
t parties cannot do so. To accomplish this, the private key of the service, 
as a whole, is divided into n shares, with each of the servers holding one 
share. When a signature has to be computed, each server uses its share 
and generates a partial signature. All partial signatures are submitted to a 
combiner, a server with the special role to generate the certificate signature 
out of the collected partial signatures, as shown in the example of Figure 3. 
This is possible only with at least t + 1 valid partial signatures. 

The application of threshold cryptography provides protection from com-
promised servers, since more than t servers have to be compromised before it 
assumes control of the service. If less than t + 1 servers are under the control 
of an adversary, the operation of the CA can continue, since purposefully 
invalid partial signatures, 'contributed' by rogue servers, will be detected. 
Moreover, the service provides the assurance that the adversary will not be 
able to compromise enough servers over a long period of time. This is done 
with the help of share refreshing, a technique that allows the servers to cal-
culate new shares from the old ones without disclosing the private key of the 
service. The new shares are independent from the older ones and cannot be 
combined with the old shares in an attempt to recover the private key of the 
CA. As a result, to compromise the system, all t+ 1 shares have to be com-
promised within one refresh period, which can be chosen appropriately short 
in order to decrease vulnerability. The vulnerability can be decreased even 
further, when a quorum of correct servers detects compromised or unavail-
able servers and re-configures the service, that is, generates and distributes 
a new set of n' shares, t' + 1 of which need be combined now to calculate 
a valid signature. It is noteworthy that the public/private key pair of the 
service is not affected by share refreshing and re-configuration operations, 
which are transparent to all clients. 

The threshold cryptography key management scheme can be adapted 
further by selecting different configurations of the key management service 
for different network instances. For example, the numbers of servers can be 
selected according to the size or the rate of membership changes of the 
network; for a large number of nodes within a large coverage area, the 
number of servers should also be large, so that the responsiveness of the 
service can be high. Nodes will tend to interact with the closest server, 
which can be only a few hops away, or with the server that responds with the 
least delay. Another possibility is to alternate among the servers within easy 
reach of the client, something that can happen naturally in a dynamically 
changing topology. This way, the load from queries and updates will be 
balanced among different servers, and the chances of congestion near one 
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.n 

Figure 4: The calculation of a threshold signature. As an example, the 
service consists of three servers a (3,2) threshold cryptography scheme. K/k 
is the public/private key pair of the service and each server has a share Si of 
the service private key. To calculate the threshold signature on a message 
m, each server generates a partial signature PS(m, Si) and correct servers 1 
and 3 forward their signatures to a combiner c. Even though server 2 fails 
to submit a partial signature, c is able to generate the signature < m > k of 
m signed by service private key k. Reprinted with permission from [L. Zhou and 
Z.J. Haas. "Securing Ad Hoc Networks," IEEE Network Magazine, vol. 13, no. 6, 
November/ December 1999] ©1999 IEEE. 

of the servers will be reduced. At the same time, the storage requirements 
can be traded off for inter-server communication, by storing at each server 
a fraction of the entire database. 

Additionally, the efficient operation of the CA can be enhanced, when 
it is combined with secure route discovery and data forwarding protocols. 
Such protocols could, in fact, approximate the assumption of reliable links 
between servers in [47] even in the presence of adversaries. In particular, the 
above-discussed protocols SRP, SLSP and SMT, lend themselves naturally 
to this model. Any two servers 8 can discover and maintain routes to each 
other, and forward service-related traffic, regardless of whether intermediate 
nodes are trusted or not. 

8 Any two servers of the key management service have a mutual security binding. 
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8 Related Work 

A number of secure routing protocols for MANET have appeared in the 
literature and are related to our protocols. They fall mainly into two cat-
egories: solutions that target to secure the route discovery, or solutions to 
mitigate malicious or selfish behavior regarding the forwarding of data. 

In the former category, it has been proposed to tackle the protection 
of the route discovery by classifying nodes into different trust and privilege 
levels [51] . At each trust level, nodes share symmetric encryption and 
decryption keys to provide protection (e.g., integrity) of the routing protocol 
traffic against adversaries outside a specific trust level. 

A number of works proposed the enhancement of existing MANET rout-
ing protocols with cryptographic primitives. Such schemes require that each 
node has obtained and trusts the credentials of all other nodes in the net-
work. 

It has been proposed to extend the Ad Hoc On-demand Distance Vector 
(AODV) routing protocol [36] with public key signatures. [52] authenticates 
control traffic at each relaying and utilizes a hash chain mechanism to protect 
the path length (hop count) . [10] proposes an onion-like digital signature 
scheme to protect control traffic and a two-phase discovery of possibly the 
shortest path to the destination. 

The authentication of all nodes that relay control traffic has also been 
proposed to secure the route discovery of the DSR protocol [18] . The scheme 
utilizes a broadcast authentication technique, which was initially introduced 
for the protection of multicast traffic flows, and requires that all nodes are 
equipped with synchronized clocks. 

Secure link state routing protocols proposed for the "wired" Internet 
bear resemblance to SLSP but have additional requirements or features per-
tinent to the fixed-infrastructure routing. For example, [36] utilizes a robust 
flooding protocol and a central entity to distribute all keys throughout the 
network, along with the reliable flooding of link state updates throughout 
the entire network. [30] enhances the security of OSPF and seeks to syn-
chronize the topology maps across all nodes or to support the full exchange 
of link state databases. [35] provides nodes with credentials to prove their 
authorization to advertise specific routing information due to the continu-
ously changing network connectivity and membership. Finally, a number of 
non-link state protocols, which we review in [33], authorize the participation 
of nodes in routing based on their possession of credentials. 

The Internet security architecture (IPsec) [21] provides authentication 
and integrity [22], confidentiality [23], or their combination, in addition to 
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a framework [27] for the establishment of keys for the participating entities. 
The IPsec protocols that assume the existence of a fixed routing infrastruc-
ture may not be applicable to MANET. 9 Nevertheless, the goals such as the 
end-to-end protection of packets, and in particular, authentication, integrity 
and replay protection apply equally to the MANET context as well. 

Transport layer protocols such as [45] relies on the services of IPsec and 
bear some remote resemblance to SMT. Another transport protocol [5], 
which utilizes the Information Dispersal Algorithm (IDA) [39] to introduce 
redundancy, protects against dropped ATM (Asynchronous Transfer Mode) 
cells to avoid TOP segments to be dropped. 

As for security solutions targeting MANET, it has been proposed to 
detect misbehaving nodes and report such events to the rest of the network 
[26]. [8] takes the same direction, but, additionally, all nodes are assumed 
capable to authenticate traffic from all other network nodes. Both of the 
two previously mentioned schemes seek to detect the misbehaving nodes, 
i.e., nodes that do not forward packets. Similarly, [2] proposes to test 
each utilized path, after a threshold rate of failures has been observed, to 
determine where the failure occurred, without exchanging alerts. A different 
approach [9] provides incentive to nodes, so that they comply with protocol 
rules and properly relay user data. 

9 Discussion 

The fast development of the mobile ad hoc networking technology over the 
last few years, with satisfactory solutions to a number of technical prob-
lems, supports the vision of widely deployed mobile ad hoc networks with 
self-organizing features and without the necessity of a pre-existing infras-
tructure. In this context, the secure operation of such infrastructure-less 
networks becomes a primary concern. Nevertheless, the provision of secu-
rity services is dependent on the characteristics of the supported application 
and the networked environment, which may vary significantly. At one ex-
treme, we can think of a library or an Internet caf, which provide short-range 
wireless connectivity to patrons, without any access constraint other than 
the location of the mobile device. At the other extreme, a military or law 
enforcement unit can make use of powerful mobile devices, capable to per-

9The " Router Implementation" of IPsec does not make sense within a MANET domain. 
Similarly, the "Tunnel Mode" will not be applicable, unless a master/slave association 
exists (e.g., Bluetooth [6]), even though the dependent devices would be practically 
invisible at the routing layer. 
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form expensive cryptographic operations. Such devices would communicate 
only with the rest of the other trusted devices. 

Between these two ends of the spectrum, a multitude of MANET in-
stances will provide different services, assume different modes of interaction 
and trust models, and admit solutions such as the ones surveyed above. 
However, it is probable that instead of a clear-cut distinction among net-
work instances, devices and users with various security requirements will 
coexist in a large, open, frequently changing ubiquitous network. 

The circumstantial co-existence of disparate nodes, or the requirement 
of fine-grained trust relationships call for solutions that can adapt to specific 
context and support the corresponding application. However, although the 
requirements of the application are expected to dictate the characteristics 
of the required security mechanisms, some aspects of security, such as confi-
dentiality, may not be different at all in the MANET context. Instead, the 
greatest challenge is to safeguard the basic network operation. 

In particular, the securing of the network topology discovery and data 
forwarding is a prerequisite for the secure operation of mobile ad hoc net-
works in any adverse environment. Additionally, the protection of the func-
tionality of the networking protocols will be in many cases orthogonal to the 
security requirements and the security services provided at the application 
layer. For example, a transaction can be secured when the two commu-
nicating end nodes execute a cryptographic protocol based on established 
mutual trust, with the adversary being practically unable to attack the pro-
tocol. But this does not imply that the nodes are secure against denial of 
service attacks; the adversary can still abuse the network protocols, and in 
fact, do it with little effort compared to the effort needed to compromise the 
cryptographic protocol. 

The self-organizing networking infrastructure has to be protected against 
misbehaving nodes, with the use of low-cost cryptographic tools, under the 
least restrictive trust assumptions. Moreover, the overhead stemming from 
such security measures should be imposed mostly, if not entirely, on nodes 
that communicate in a secure manner and that directly benefit from these 
security measures. Furthermore, we believe that the salient MANET fea-
tures and the unique operational requirements of these networks call for 
security mechanisms that are primarily present at, and closely interwoven 
with, the network-layer operation, in order to realize the full potential of 
this promising new technology. 
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