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#### Abstract

In this study, we investigate a vector-valued Witsenhausen model where the second decision maker (DM) acquires a vector of observations before selecting a vector of estimations. Here, the first DM acts causally whereas the second DM estimates non-causally. When the vector length grows, we characterize, via a single-letter expression, the optimal tradeoff between the power cost at the first $D M$ and the estimation cost at the second DM. In this paper, we show that the best linear scheme is achieved by using the time-sharing method between two affine strategies, which coincides with the convex envelope of the solution of Witsenhausen in 1968. Here also, Witsenhausen's two-point strategy and the scheme of Grover and Sahai in 2010 where both devices operate non-causally, outperform our best linear scheme. Therefore, gains obtained with block-coding schemes are only attainable if all DMs operate non-causally.


## I. Introduction

In 1968, Witsenhausen proposed his celebrated counterexample [1] showing that the optimal control law of the Linear-Quadratic-Gaussian (LGQ) problem is not linear when the information pattern is nonclassical. Nowadays, it still serves as an important toy example in distributed decision-making field [2]-[5] and information-theoretic control [6]-[13].

Despite the simplicity of Witsenhausen counterexample, finding its globally optimal strategy and optimal cost remains an open problem. To understand the difficulty, we consider a decentralized stochastic decision problem where the first DM knows the state of the system perfectly but has a power cost. The second DM estimates the interim state from a noisy observation which causes an estimation cost. Thus, the first DM aims to serve two purposes of control, steer the state at low cost as well as enable effective state estimation (dual role of control). Numerous studies over the last decades have aimed to enhance understanding and propose solutions using approaches such as numerical optimization [14, 15], neural networks [16], hierarchical search [17], learning [18], and optimal transport [19].

Motivated by the vector-valued extension of the counterexample formulated in [20], advanced coding schemes using methods from information theory provide new insights. For example, [20] established a lowerbound where both the DMs have non-causal access to the entire sequences of observation employing block-coding. Additionally, [21]

[^0]obtained a lattice-based optimal solution for finite-length vector case. The vector-valued approaches simplify the characterization of fundamental bounds in the limit of large vector lengths, additionally facilitating performance gains from block-coding through non-causal operations.

However, it remained open whether causal control schemes also could offer any advantage or even surpass the performance of Witsenhausen's two-point strategy. In [22], the optimal Gaussian cost for the Witsenhausen problem is under study where the first DM is non-causal and the second DM is causal. This optimal Gaussian cost was achieved through a so-called time-sharing strategy, which convexifies the linear cost region by utilizing two operational points. In this paper, we flip the causality property to explore the optimal Gaussian cost for the scenario where the first DM acts causally while the second DM acts non-causally. To this end, we employ the theoretical result of the characterization of the achievable Witsenhausen cost region and the information constraints derived in [23]. Despite differences with the cost region of [22], both frameworks end up to have the same optimal Gaussian cost. Moreover, we uncover the remarkable finding that across five vector-valued Witsenhausen problem setups that feature at least one causal controller, there exists an identical optimal Gaussian cost outcome, regardless of the presence of any feedback or feed-forward information. Surprisingly, this optimal vector-valued Gaussian cost featuring causal DMs is again outperformed by Witsenhausen's two-point strategy [1] and the non-causal strategy by Grover and Sahai [20].

This paper is structured as follows: Section II introduces the model of causal encoding and noncausal decoding. The main result of the optimal Gaussian cost, a lemma determining the relation of Gaussian covariance coefficients given Markov chains and a corollary implied by the main result are presented in Section III. Section IV discusses the numerical results and the theorem's implications which serve as our main contribution. The proofs of the main theorem, supportive lemmas and corollary are shown in Appendix.

## II. System Model

In this section, we introduce the setup and recapitulate some foundational results to our problem. Throughout this paper, capital letters, e.g. $X_{0}$ denote random variables while lowercase letters, e.g. $x_{0}$ denote realisations. The notation $X_{0}^{n}$ denotes a random vector of length $n \in \mathbb{N}, X_{0, t}$ denotes the $t$-th entry of $X_{0}^{n}$, and $X_{0}^{t}=\left(X_{0,1}, \ldots, X_{0, t}\right)$ represents the segment of $X_{0}^{n}$ up to stage $t$, where $t \in\{1, \ldots, n\}$.

Let's consider the vector-valued Witsenhausen counterexample setup with causal source states and channel noises


Fig. 1. The i.i.d. state and the channel noise are drawn according to Gaussian distributions $X_{0}^{n} \sim \mathcal{N}(0, Q \mathbb{I})$ and $Z_{1}^{n} \sim \mathcal{N}(0, N \mathbb{I})$.
that are drawn independently according to the i.i.d. Gaussian distributions $X_{0}^{n} \sim \mathcal{N}(0, Q \mathbb{I})$ and $Z_{1}^{n} \sim \mathcal{N}(0, N \mathbb{I})$, for some $Q, N \in \mathbb{R}^{+}$, where $\mathbb{I}$ is the identity matrix, see Figure 1 . We denote by $X_{1}$ the memoryless interim state and $Y_{1}$ and output of the memoryless additive channel, generated by
$\begin{array}{ll}X_{1}=X_{0}+U_{1} & \text { with } X_{0} \sim \mathcal{N}(0, Q), \text { (1) } \\ Y_{1}=X_{1}+Z_{1}=X_{0}+U_{1}+Z_{1} & \text { with } Z_{1} \sim \mathcal{N}(0, N) . \text { (2) }\end{array}$
We denote by $\mathcal{P}_{X_{0}}=\mathcal{N}(0, Q)$ the generative Gaussian probability distribution of the state, and by $\mathcal{P}_{X_{1}, Y_{1} \mid X_{0}, U_{1}}$ the channel probability distribution according to (1) and (2).

Definition II.1. For $n \in \mathbb{N}$, a "control design" with causal encoder and noncausal decoder is a tuple of conditional distributions $c=\left(\left\{f_{U_{1, t} \mid X_{0}^{t}}^{(t)}\right\}_{t=1}^{n}, g_{U_{2}^{n} \mid Y_{1}^{n}}\right)$, where at time instant $t \in\{1, \ldots, n\}, f_{U_{1, t} \mid X_{0}^{t}}^{(t)}$ selects a channel input $U_{1, t}$ based on the past source sequence $X_{0}^{t}$ up to $t$, while $g_{U_{2}^{n} \mid Y_{1}^{n}}$ selects the whole estimation sequence $U_{2}^{n}$ based on the whole channel output sequence $Y_{1}^{n}$. This induces a distribution over sequences of symbols:
$\prod_{t=1}^{n} \mathcal{P}_{X_{0, t}} \times \prod_{t=1}^{n} f_{U_{1, t} \mid X_{0}^{t}}^{(t)} \times \prod_{t=1}^{n} \mathcal{P}_{X_{1, t}, Y_{1, t} \mid X_{0, t}, U_{1, t}} \times g_{U_{2}^{n} \mid Y_{1}^{n}}$,
We denote by $\mathcal{C}_{e}(n)$ the set of control designs with causal encoder and non-causal decoder.

We evaluate the power cost and the estimation cost by considering their respective average over the sequences of symbols.

Definition II.2. We define the two $n$-stage cost functions $c_{P}\left(u_{1}^{n}\right)=\frac{1}{n} \sum_{t=1}^{n}\left(u_{1, t}\right)^{2}$ and $c_{S}\left(x_{1}^{n}, u_{2}^{n}\right)=\frac{1}{n} \sum_{t=1}^{n}\left(x_{1, t}-\right.$ $\left.u_{2, t}\right)^{2}$. The pair of costs $(P, S) \in \mathbb{R}^{2}$ is achievable if for all $\varepsilon>0$, there exists $\bar{n} \in \mathbb{N}$ such that for all $n \geq \bar{n}$, there exists a control design $c \in \mathcal{C}_{e}(n)$ such that

$$
\mathbb{E}\left[\left|P-c_{P}\left(U_{1}^{n}\right)\right|+\left|S-c_{S}\left(X_{1}^{n}, U_{2}^{n}\right)\right|\right] \leq \varepsilon
$$

The optimal achievable pairs of costs $(P, S) \in \mathbb{R}^{2}$, which we refer to as the Witsenhausen cost, are characterized in the following theorem.

Theorem II. 3 ([23, Theorem I]). The pair of Witsenhausen costs $(P, S)$ is achievable if and only if there exists a joint distribution over the random variables $\left(X_{0}, W_{1}, W_{2}, U_{1}, X_{1}, Y_{1}, U_{2}\right)$ that decomposes according to

$$
\begin{equation*}
\mathcal{P}_{X_{0}} \mathcal{P}_{W_{1}} \mathcal{P}_{W_{2} \mid X_{0}, W_{1}} \mathcal{P}_{U_{1} \mid X_{0}, W_{1}} \mathcal{P}_{X_{1}, Y_{1} \mid X_{0}, U_{1}} \mathcal{P}_{U_{2} \mid W_{1}, W_{2}, Y_{1}} \tag{3}
\end{equation*}
$$

such that

$$
\begin{align*}
& I\left(W_{1}, W_{2} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}\right) \geq 0  \tag{4}\\
& P=\mathbb{E}\left[U_{1}^{2}\right], \quad S=\mathbb{E}\left[\left(X_{1}-U_{2}\right)^{2}\right] \tag{5}
\end{align*}
$$

where $\mathcal{P}_{X_{0}}$ and $\mathcal{P}_{X_{1}, Y_{1} \mid X_{0}, U_{1}}$ are the given Gaussian distributions, $W_{1}, W_{2}$ are two auxiliary random variables, and where the mutual information $I\left(W_{1}, W_{2} ; Y_{1}\right)$ is the KullbackLeibler divergence between the joint distribution $\mathcal{P}_{W_{1}, W_{2}, Y_{1}}$ and the product of the marginal distributions $\mathcal{P}_{W_{1}, W_{2}} \mathcal{P}_{Y_{1}}$.

Condition (4) characterizes the feasibility set of the Witsenhausen costs. The auxiliary random variables $W_{1}, W_{2}$ are introduced specifically for forming the single-letter solutions (3) and (4). They have operational meanings: $W_{1}$ is used for codewords adapted to the channel assisting a reliable communication, and $W_{2}$ is used for a description of the compressed source states. Therefore, the dual role of control is explicitly captured by the two auxiliary random variables. Since the region characterized above is optimal, $W_{1}, W_{2}$ also provide all freedom for the optimization process.
Remark II.4. The following Markov chains follow from the joint probability distribution (3):

The first two Markov chains are consequences of causal encoding. The third Markov chain is related to the the processing order of the Gaussian channel. The last Markov chain comes from the non-causal decoding and the symbolwise reconstruction. These Markov chains play a crucial role in the proof of the main theorem.

## III. Optimal Gaussian Cost

In the following, we fix a power cost $P \geq 0$ and investigate the optimal estimation cost at the decoder obtained from using Gaussian random variables.

Definition III.1. Given a power cost parameter $P \geq 0$, we define the estimation cost obtained by jointly Gaussian random variables to be

$$
\begin{align*}
& S_{\mathrm{G}}(P)=\inf _{\mathcal{P} \in \mathbb{P}(P)} \mathbb{E}\left[\left(X_{1}-U_{2}\right)^{2}\right]  \tag{7}\\
& \mathbb{P}(P)=\left\{\left(\mathcal{P}_{W_{1}}, \mathcal{P}_{W_{2} \mid X_{0}, W_{1}}, \mathcal{P}_{U_{1} \mid X_{0}, W_{1}}, \mathcal{P}_{U_{2} \mid W_{1}, W_{2}, Y_{1}}\right)\right. \\
& \quad \text { s.t. } P=\mathbb{E}\left[U_{1}^{2}\right], I\left(W_{1}, W_{2} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}\right) \geq 0 \\
& \left.\quad X_{0}, W_{1}, W_{2}, U_{1}, X_{1}, Y_{1}, U_{2} \text { are jointly Gaussian }\right\} . \tag{8}
\end{align*}
$$

The set $\mathbb{P}(P)$ denotes the optimization domain.
Note that the minimum mean-squared error (MMSE) estimation for the decoder is given by the conditional expectation. We have the following proposition.

Proposition III.2. Given a power cost parameter $P \geq 0$, the estimation cost $S_{\mathrm{G}}(P)$ satisfies

$$
\begin{align*}
& S_{\mathrm{G}}(P)=\inf _{\mathcal{P} \in \mathbb{P}_{\mathrm{G}}(P)} \mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right]  \tag{9}\\
& \mathbb{P}_{\mathrm{G}}(P)=\left\{\left(\mathcal{P}_{W_{1}}, \mathcal{P}_{W_{2} \mid X_{0}, W_{1}}, \mathcal{P}_{U_{1} \mid X_{0}, W_{1}}\right) \quad \text { s.t. } P=\mathbb{E}\left[U_{1}^{2}\right]\right. \\
& \quad I\left(W_{1}, W_{2} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}\right) \geq 0, \text { and }  \tag{10}\\
& \left.\quad X_{0}, W_{1}, W_{2}, U_{1}, X_{1}, Y_{1}, U_{2} \text { are jointly Gaussian }\right\}
\end{align*}
$$

The best linear strategy below in our setting is again the same as the one in Witsenhausen's paper [1] following the same arguments.

Lemma III. 3 ([1, Lemma 11], [22, Lemma 5]). The best linear policy is $U_{1}=-\sqrt{\frac{P}{Q}} X_{0}$, if $P \leq Q$, otherwise $U_{1}=$ $-X_{0}+\sqrt{P-Q}$, which induces the estimation cost

$$
S_{\ell}(P)= \begin{cases}\frac{(\sqrt{Q}-\sqrt{P})^{2} \cdot N}{(\sqrt{Q}-\sqrt{P})^{2}+N} & \text { if } P \in[0, Q]  \tag{11}\\ 0 & \text { otherwise }\end{cases}
$$

The best linear cost provides an upper bound for the optimal Gaussian cost. However, the function $P \mapsto S_{\ell}(P)$ is not always convex. The best Gaussian estimation cost derived in Theorem III. 4 below obtains the convex envelope of $S_{\ell}$, which coincides with the solution proposed by Witsenhausen in [1, Lemma 12] and the solution for the problem of flipped causality [22, Theorem 2].

The proofs of Theorem III.4, Lemma III. 5 and Corollary III. 6 stated in the following are shown in the appendix.

Theorem III. 4 (Main Result). The optimal Gaussian estimation cost for Witsenhausen problem with causal encoder and non-causal decoder is given by

$$
S_{\mathrm{G}}(P)= \begin{cases}\frac{N \cdot(Q-N-P)}{Q} & \text { if } Q>4 N \text { and } P \in\left[P_{1}, P_{2}\right]  \tag{12}\\ S_{\ell}(P) & \text { otherwise. }\end{cases}
$$

where the parameters

$$
\begin{align*}
& P_{1}=\frac{1}{2}\left(Q-2 N-\sqrt{Q^{2}-4 Q N}\right)  \tag{13}\\
& P_{2}=\frac{1}{2}\left(Q-2 N+\sqrt{Q^{2}-4 Q N}\right) \tag{14}
\end{align*}
$$

In this theorem, $P_{1}$ and $P_{2}$ given in (13) and (14) are the two operating points for conducting the time-sharing strategy, which enables us to achieve a cost gain from the affine policy.

The following lemma states the general relation of Gaussian covariance coefficients given a Markov chain. It is a direct consequence combining several well-known results.
Lemma III.5. If the jointly Gaussian random vector $(X, Y, Z)$ satisfy the Markov chain $X \mapsto Y \mapsto Z$ and have a covariance matrix

$$
\Sigma_{X, Y, Z}=\left(\begin{array}{ccc}
P & \rho_{1} \sqrt{P Q} & \rho_{2} \sqrt{P V}  \tag{15}\\
\rho_{1} \sqrt{P Q} & Q & \rho_{3} \sqrt{Q V} \\
\rho_{2} \sqrt{P V} & \rho_{3} \sqrt{Q V} & V
\end{array}\right)
$$

with the covariance coefficients $\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \in[-1,1]^{3}$ ensuring that $\operatorname{det}\left(\Sigma_{X, Y, Z}\right) \geq 0$, then, we have

$$
\begin{equation*}
\rho_{2}=\rho_{1} \rho_{3} . \tag{16}
\end{equation*}
$$

In other words, with the context of the Markov chain of jointly Gaussian $X \bullet Y \multimap Z$, if $X$ and $Y$ (or if $Z$ and $Y$ ) are uncorrelated (i.e., if $\rho_{1}=0$ or $\rho_{3}=0$ ), it follows that $X$ and $Z$ are also uncorrelated (i.e., $\rho_{2}=0$ ).

Corollary III.6. The problem for causal encoder and noncausal decoder with channel feedback (i.e., channel output $Y_{1}$ is available to the first DM) has the same cost result (12).

From this corollary, we get that having channel feedback information to assist communication does not yield any performance gain in the Gaussian case.
Next, we recall Witsenhausen's two-point strategy. It outperforms the best Gaussian cost (12) for some values of $Q$ and $N$.

Theorem III. 7 ( [1, Sec. 6], [22, Prop. 11]). For some parameter $a \geq 0$, Witsenhausen's two-point strategy is given by

$$
U_{1}=a \cdot \operatorname{sign}\left(X_{0}\right)-X_{0}
$$

The power and estimation costs are given by

$$
\begin{align*}
& P_{2}(a)=Q+a\left(a-2 \sqrt{\frac{2 Q}{\pi}}\right) \\
& S_{2}(a)=a^{2} \sqrt{\frac{2 \pi}{N}} \phi\left(\frac{a}{\sqrt{N}}\right) \int \frac{\phi\left(\frac{y_{1}}{\sqrt{N}}\right)}{\cosh \left(\frac{a y_{1}}{N}\right)} d y_{1} \tag{17}
\end{align*}
$$

where $\phi(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}$ and the optimal receiver's strategy is given by $\mathbb{E}\left[X_{1} \mid Y_{1}=y_{1}\right]=a \tanh \left(\frac{a y_{1}}{N}\right)$.

## IV. Discussions

The numerical results of the best affine cost $S_{\ell}(P)$ in (11), the optimal Gaussian cost $S_{\mathrm{G}}(P)$ in (12), Witsenhausen's two-point strategy cost $S_{2}(P)$ in (17), and the Dirty Paper Coding (DPC) based cost for cases where both DMs are noncausal $S_{\mathrm{dpc}}(P)$ in [20, App. D.1-D.7] and [22, Eq.(47)] are illustrated in Fig 2, for the parameters $(Q, N)=(0.8,0.1)$.
Remark IV.1. Now, we discuss the optimal Gaussian cost for the case where both DMs are causal.

- The optimal Gaussian strategy discussed in [22, App. BB] is a single-letter (causal) approach, which provides a valid control strategy for a more restrictive setup assuming that the second DM is also causal. Therefore, (12) is an upper bound of this cost.
- From the genie-aided argument, a lower bound for the optimal cost is given by the optimal cost of a more superior system, such as the setup discussed in Corollary III.6. Therefore, (12) is a lower bound of the optimal cost of causal encoding and causal decoding Witsenhausen setup.
Consequently, the optimal Gaussian cost for the causal encoding and decoding setup is the same as (12).


Fig. 2. Comparison of the four cost functions $S_{\ell}(P), S_{\mathrm{G}}(P), S_{2}(P)$ and $S_{\mathrm{dpc}}(P)$. In this particular case, $S_{2}(P)$ outperforms $S_{\mathrm{G}}(P)$ and $S_{\ell}(P)$, and the cost induced by the non-causal strategy $S_{\mathrm{dpc}}(P)$ outperforms all other cost functions.

Remark IV.2. Our discussions above lead us to a remarkable conclusion: Even though the optimal achievable cost regions are different, the optimal Gaussian costs for the following five distinct configurations are the same:

1) Causal encoding and causal decoding.
2) Causal encoding and non-causal decoding.
3) Causal encoding and non-causal decoding with channel feedback.
4) Non-causal encoding and causal decoding.
5) Non-causal encoding and causal decoding with source feedforward.
This equality is surprising since these settings all have different single-letter optimal regions, but these regions coincide if we restrict to Gaussian schemes. Therefore, block-coding gains can be obtained only if both DMs are non-causal.

## Appendix

Proof of the Main Result. Without loss of generality, we consider the joint Gaussian random variables $\left(X_{0}, W_{1}, W_{2}, U_{1}\right) \sim \mathcal{N}(0, K)$ optimal for problem (9), are centered with the covariance matrix

$$
K=\left(\begin{array}{cccc}
Q & \rho_{1} \sqrt{Q V_{1}} & \rho_{2} \sqrt{Q V_{2}} & \rho_{3} \sqrt{Q P}  \tag{18}\\
\rho_{1} \sqrt{Q V_{1}} & V_{1} & \rho_{4} \sqrt{V_{1} V_{2}} & \rho_{5} \sqrt{V_{1} P} \\
\rho_{2} \sqrt{Q V_{2}} & \rho_{4} \sqrt{V_{1} V_{2}} & V_{2} & \rho_{6} \sqrt{V_{2} P} \\
\rho_{3} \sqrt{Q P} & \rho_{5} \sqrt{V_{1} P} & \rho_{6} \sqrt{V_{2} P} & P
\end{array}\right)
$$

Since $X_{0} \Perp W_{1}, \rho_{1}=0$. Also, given the Markov chain $U_{1} \ominus\left(X_{0}, W_{1}\right) \ominus W_{2}$, from Lemma III.5, we can obtain $\rho_{6}=$ $\rho_{2} \rho_{3}+\rho_{4} \rho_{5}$. Moreover, other active correlation coefficients $\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \in[-1,1]^{4}$ are chosen such that

$$
\operatorname{det}(K)=Q V_{1} V_{2} P\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right)\left(-1+\rho_{3}^{2}+\rho_{5}^{2}\right) \geq 0
$$

Given (18) and (2), the covariance matrix $K_{2}$ of $\left(X_{0}, W_{1}, W_{2}, Y_{1}\right)$ could be easily computed, with a determinant given by
$\operatorname{det}\left(K_{2}\right)=Q V_{1} V_{2}\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right)\left(P\left(-1+\rho_{3}^{2}+\rho_{5}^{2}\right)-N\right)$.

The positive semi-definite property of $K_{2}$ must also be satisfied with properly chosen $\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)$.

We have the following lemma determining the explicit formulas of the information constraint (4) and the optimization object (9).

Lemma IV.3. Assume $\left(X_{0}, W_{1}, W_{2}, U_{1}\right) \sim \mathcal{N}(0, K)$, then

$$
\begin{align*}
& I\left(W_{1}, W_{2} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}\right) \\
& =I\left(W_{1} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}, Y_{1}\right)  \tag{19}\\
& =\frac{1}{2} \log \left(\frac{T_{1}}{T_{1}-T_{2}}\right) \tag{20}
\end{align*}
$$

where the terms

$$
\begin{aligned}
& T_{1}=\left(P+Q+N+2 \rho_{3} \sqrt{Q P}\right)\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right) \\
& T_{2}=N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)-P \rho_{5}^{2}\left(1-\rho_{4}^{2}\right)
\end{aligned}
$$

And the object to minimize is

$$
\begin{align*}
& \mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right] \\
& =\frac{N \cdot f_{1}\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)}{\left(1-\rho_{4}^{2}\right) \cdot N+f_{1}\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)} \tag{21}
\end{align*}
$$

where $f_{1}\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)=-P \rho_{2}^{2} \rho_{3}^{2}-\left(Q+2 \rho_{3} \sqrt{P Q}\right)(-1+$ $\left.\rho_{2}^{2}+\rho_{4}^{2}\right)+P\left(1-\rho_{4}^{2}\right)\left(1-\rho_{5}^{2}\right)$.
Proof of Lemma IV.3.

$$
\begin{aligned}
& I\left(W_{1}, W_{2} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}\right) \\
= & I\left(W_{1} ; Y_{1}\right)+I\left(W_{2} ; Y_{1} \mid W_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}\right) \\
\stackrel{(\text { a) }}{=} & I\left(W_{1} ; Y_{1}\right)+I\left(W_{2} ; Y_{1} \mid W_{1}\right)-I\left(W_{2} ; X_{0}, Y_{1} \mid W_{1}\right) \\
= & I\left(W_{1} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}, Y_{1}\right) \\
= & \frac{1}{2} \log \left(\frac{\sigma_{W_{1}}^{2} \cdot \sigma_{Y_{1}}^{2} \cdot \operatorname{det}\left(K_{2}\right)}{\operatorname{det}\left(\Sigma_{W_{1}, W_{2}, Y_{1}}\right) \cdot \operatorname{det}\left(\Sigma_{X_{0}, W_{1}, Y_{1}}\right)}\right) \\
= & \frac{1}{2} \log \left(\frac{T_{1}}{T_{1}-T_{2}}\right),
\end{aligned}
$$

where (a) comes from the Markov chain $Y_{1} \rightarrow\left(X_{0}, W_{1}\right)-$ $\ominus W_{2}$, and thus $I\left(W_{2} ; Y_{1} \mid X_{0}, W_{1}\right)=0$. Additionally,

$$
\begin{aligned}
& \mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right] \\
& =\operatorname{Var}\left(X_{1} \mid W_{1}, W_{2}, Y_{1}\right) \\
& \stackrel{\text { (b) }}{=} \sigma_{X_{1}}^{2}-\Sigma_{X_{1} W}^{\top} \Sigma_{W W}^{-1} \Sigma_{X_{1} W} \\
& =\frac{N \cdot f_{1}\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)}{\left(1-\rho_{4}^{2}\right) \cdot N+f_{1}\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)},
\end{aligned}
$$

where step (b) is obtained using the Schur complement. Here, $W=\left(W_{1}, W_{2}, Y_{1}\right)^{\top}, \Sigma_{X_{1} W}=\left(\sigma_{X_{1}, W_{1}}, \sigma_{X_{1}, W_{2}}, \sigma_{X_{1}, Y_{1}}\right)^{\top}$, and $\Sigma_{W W}$ is the covariance matrix of $\left(W_{1}, W_{2}, Y_{1}\right)$.

Thus, given the expression of (20), we can obtain a new expression of the original information constraint

$$
\frac{1}{2} \log \left(\frac{T_{1}}{T_{1}-T_{2}}\right) \geq 0 \Leftrightarrow T_{1} \geq T_{2} \geq 0 \text { or } T_{1} \leq T_{2} \leq 0
$$

If $1-\rho_{4}^{2}=0$, from (21), we can get that

$$
\mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right]=N
$$

Next, we focus on the case if $1-\rho_{4}^{2} \neq 0$. In this case, (21) is of the form

$$
\begin{equation*}
\frac{N \cdot f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)}{N+f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)} \tag{22}
\end{equation*}
$$

where $f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)=f_{1}\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) /\left(1-\rho_{4}^{2}\right)=$ $\frac{-P \rho_{2}^{2} \rho_{3}^{2}-\left(Q+2 \rho_{3} \sqrt{P Q}\right)\left(-1+\rho_{\rho}^{2}+\rho_{4}^{2}\right)+P\left(1-\rho_{4}^{2}\right)\left(1-\rho_{5}^{2}\right)}{\left(1-\rho_{4}^{2}\right)}$.

Note that, the function $x \mapsto \frac{N \cdot x}{N+x}$ is nonnegative and strictly increasing over the region $(-\infty,-N] \cup[0, \infty)$. Therefore, our goal of minimizing (22) is now transformed to either minimizing the nonnegative object

$$
f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \geq 0
$$

or minimizing the negative object

$$
f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \leq-N
$$

subject to the following constraints:

1. $\operatorname{det}(K) \geq 0 \Longrightarrow$

$$
Q V_{1} V_{2} P\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right)\left(-1+\rho_{3}^{2}+\rho_{5}^{2}\right) \stackrel{(\mathrm{A})}{\geq} 0,
$$

2. $\operatorname{det}\left(K_{2}\right) \geq 0 \Longrightarrow$

$$
Q V_{1} V_{2}\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right)\left(P\left(-1+\rho_{3}^{2}+\rho_{5}^{2}\right)-N\right) \stackrel{(B)}{\geq} 0,
$$

3. $T_{1} \geq T_{2} \geq 0 \Longrightarrow$

$$
\begin{aligned}
& \left(Q+P+N+2 \rho_{3} \sqrt{Q P}\right)\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right) \\
& \stackrel{(\text { C1) }}{\geq} N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)-P \rho_{5}^{2}\left(1-\rho_{4}^{2}\right) \stackrel{\text { (D1) }}{\geq} 0, \\
& \text { or, } T_{1} \leq T_{2} \leq 0 \Longrightarrow \\
& \left(Q+P+N+2 \rho_{3} \sqrt{Q P}\right)\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right) \\
& \stackrel{\text { (C2) }}{\leq} N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)-P \rho_{5}^{2}\left(1-\rho_{4}^{2}\right) \stackrel{\text { (D2) }}{\leq} 0 .
\end{aligned}
$$

To simplify the above constraints, we consider the following two distinct cases:

Case 1, if $-1+\rho_{2}^{2}+\rho_{4}^{2} \geq 0$, constraints (A) and (B) together yield $-1+\rho_{3}^{2}+\rho_{5}^{2} \geq \frac{N}{P}$. Moreover, constraint (C1) gives us $f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \leq-N$. In this case, our optimization problem boils down to minimizing

$$
\begin{equation*}
f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \leq-N \tag{23}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \text { 1. }-1+\rho_{2}^{2}+\rho_{4}^{2} \geq 0  \tag{24}\\
& \text { 2. }-1+\rho_{3}^{2}+\rho_{5}^{2} \geq \frac{N}{P}  \tag{25}\\
& \text { 3. } N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)-P \rho_{5}^{2}\left(1-\rho_{4}^{2}\right) \geq 0 \text {. } \tag{26}
\end{align*}
$$

Notice that $f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)$ is decreasing function of $\rho_{5}^{2}$. From (26), we get that $\rho_{5}^{2} \leq \frac{N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)}{P\left(1-\rho_{4}^{2}\right)}$. Therefore, the optimizer is given by $\left(\rho_{5}^{*}\right)^{2}=\frac{N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)}{P\left(1-\rho_{4}^{2}\right)}$. By plugging $\left(\rho_{5}^{*}\right)^{2}$ into (23), we obtain that

$$
\begin{aligned}
& f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}^{*}\right) \\
& =\frac{-\left(-1+\rho_{2}^{2}+\rho_{4}^{2}\right)\left(Q+P+2 \rho_{3} \sqrt{P Q}\right)-N \rho_{2}^{2}}{1-\rho_{4}^{2}} .
\end{aligned}
$$

Since

$$
\frac{\partial f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}^{*}\right)}{\partial \rho_{4}^{2}} \leq 0
$$

we know that $f$ decreases to $-\infty$ as $\rho_{4}^{2}$ approaches 1 . Moreover, since $\mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right]$ is continuous and converges to $N$ when $\rho_{4}^{2} \rightarrow 1$, in this case, the minimal value of $N$ is obtained at the boundary $\rho_{4}^{2}=1$.

Case 2, If $-1+\rho_{2}^{2}+\rho_{4}^{2} \leq 0$, conditions (A) and (B) together give us $-1+\rho_{3}^{2}+\rho_{5}^{2} \leq 0$, and (C2) gives us $f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \geq-N$ (but only $f \geq 0$ contributes to a nonnegative estimation cost). Therefore, in this case, our optimization problem boils down to minimizing

$$
\begin{equation*}
f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right) \geq 0, \tag{27}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \text { 1. }-1+\rho_{2}^{2}+\rho_{4}^{2} \leq 0 \text {, }  \tag{28}\\
& \text { 2. }-1+\rho_{3}^{2}+\rho_{5}^{2} \leq 0 \text {, }  \tag{29}\\
& \text { 3. } N \rho_{2}^{2}+P \rho_{2}^{2}\left(1-\rho_{3}^{2}\right)-P \rho_{5}^{2}\left(1-\rho_{4}^{2}\right) \leq 0 . \tag{30}
\end{align*}
$$

Since $f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)$ is reduced especially when $\rho_{5}^{2}$ is increased, therefore, from (29), we get that $\left(\rho_{5}^{*}\right)^{2}=1-\rho_{3}^{2}$. By replacing $\left(\rho_{5}^{*}\right)^{2}$ into (27), we get that

$$
\begin{equation*}
f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}^{*}\right)=\frac{\left(1-\rho_{2}^{2}-\rho_{4}^{2}\right)\left(\sqrt{P} \rho_{3}+\sqrt{Q}\right)^{2}}{\left(1-\rho_{4}^{2}\right)} \tag{31}
\end{equation*}
$$

Therefore, when $P \geq Q$, taking $\rho_{3}^{*}=-\sqrt{\frac{Q}{P}}$ and any $\rho_{2}, \rho_{4}$ satisfy the constraints results in the optimal value of $f\left(\rho_{2}, \rho_{3}^{*}, \rho_{4}, \rho_{5}^{*}\right)=0$. In this case, $\mathbb{E}\left[\left(X_{1}-\right.\right.$ $\left.\left.\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right]=0$.

When $P<Q, f\left(\rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}^{*}\right)$ is a decreasing function of $\rho_{2}^{2}$. The constraint (30) gives us the optimal value of $\rho_{2}^{2}$ :

$$
\begin{equation*}
\left(\rho_{2}^{*}\right)^{2}=\frac{P\left(1-\rho_{3}^{2}\right)\left(1-\rho_{4}^{2}\right)}{N+P\left(1-\rho_{3}^{2}\right)} \tag{32}
\end{equation*}
$$

Plugging the $\left(\rho_{2}^{*}\right)^{2}$ in (32) into (31), we have

$$
f\left(\rho_{2}^{*}, \rho_{3}, \rho_{4}, \rho_{5}^{*}\right)=\frac{N\left(\sqrt{P} \rho_{3}+\sqrt{Q}\right)^{2}}{N+P\left(1-\rho_{3}^{2}\right)} .
$$

Then, taking $\frac{\partial f}{\partial \rho_{3}}=0$ gives us the optimum

$$
\rho_{3}^{*}=-\frac{P+N}{\sqrt{Q P}}
$$

which is valid only if the following condition holds

$$
\left(\rho_{3}^{*}\right)^{2}=\frac{(P+N)^{2}}{Q P} \leq 1 \Longrightarrow\left\{\begin{array}{l}
Q>4 N  \tag{33}\\
P \in\left[P_{1}, P_{2}\right]
\end{array}\right.
$$

where $P_{1}=\frac{1}{2}\left(Q-2 N-\sqrt{Q^{2}-4 Q N}\right), \quad P_{2}=$ $\frac{1}{2}\left(Q-2 N+\sqrt{Q^{2}-4 Q N}\right)$. In this case, $\left(\rho_{5}^{*}\right)^{2}=$ $\frac{Q P-(P+N)^{2}}{Q P}$, and $f\left(\rho_{2}^{*}, \rho_{3}^{*}, \rho_{4}^{*}, \rho_{5}^{*}\right)=\frac{N(Q-N-P)}{N+P}$, which results in the estimation cost of

$$
\mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right]=\frac{N(Q-N-P)}{Q} .
$$

In the case when the condition (33) is unmet, we always have $-\frac{P+N}{\sqrt{Q P}}<-1$. Since $\frac{\partial f}{\partial \rho_{3}}>0$, function $f$ increases when $\rho_{3} \in[-1,1]$ increases. Therefore, the minimal value of $f$ achieves at the left boundary $\rho_{3}^{*}=-1$, which gives us $\rho_{2}^{*}=\rho_{5}^{*}=0$ and $f\left(\rho_{2}^{*}, \rho_{3}^{*}, \rho_{4}^{*}, \rho_{5}^{*}\right)=(\sqrt{Q}-\sqrt{P})^{2}$. Hence,

$$
\mathbb{E}\left[\left(X_{1}-\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]\right)^{2}\right]=\frac{N \cdot(\sqrt{Q}-\sqrt{P})^{2}}{N+(\sqrt{Q}-\sqrt{P})^{2}}
$$

Obviously, the mimimal estimation cost value $N$ from case 1 is always larger than the cost derived in case 2 . Therefore, summarizing our above analysis, the optimal Gaussian cost $S_{\mathrm{G}}(P)$ is given by (12).
Proof of Lemma III.5. From the Markov chain, we have that

$$
\begin{aligned}
0 & =I(X ; Z \mid Y) \\
& =H(X, Y)+H(Y, Z)-H(Y)-H(X, Y, Z) \\
& =\frac{1}{2} \log \left(\frac{\operatorname{det}\left(\Sigma_{X, Y}\right) \cdot \operatorname{det}\left(\Sigma_{Y, Z}\right)}{\sigma_{Y}^{2} \cdot \operatorname{det}\left(\Sigma_{X, Y, Z}\right)}\right)
\end{aligned}
$$

where all the information of the last step can be obtained from the covariance matrix (15). Therefore,

$$
\begin{aligned}
& 0=\operatorname{det}\left(\Sigma_{X, Y}\right) \cdot \operatorname{det}\left(\Sigma_{Y, Z}\right)-\sigma_{Y}^{2} \cdot \operatorname{det}\left(\Sigma_{X, Y, Z}\right) \\
& =\left(1-\rho_{1}^{2}\right)\left(1-\rho_{3}^{2}\right) P Q^{2} V-\left(1-\rho_{1}^{2}-\rho_{2}^{2}-\rho_{3}^{2}\right) P Q^{2} V \\
& =P Q^{2} V\left(\rho_{1} \rho_{3}-\rho_{2}\right)^{2}
\end{aligned}
$$

which implies the result (16).
Proof of Corollary III.6. The information constraint for the Witsenhausen counterexample with causal encoder and noncausal decoder, together with the channel feedback $Y_{1}$ assisting the transmission could be easily shown to be

$$
\begin{equation*}
I\left(W_{1} ; Y_{1}\right)-I\left(U_{2} ; X_{0} \mid W_{1}, Y_{1}\right) \geq 0 \tag{34}
\end{equation*}
$$

Moreover, in the Gaussian settings, the MMSE estimator of $X_{1}$ can be represented as $U_{2}=\mathbb{E}\left[X_{1} \mid W_{1}, W_{2}, Y_{1}\right]=a$. $W_{1}+b \cdot W_{2}+c \cdot Y_{1}$, with constants $a, b, c \in \mathbb{R}$. Consequently, within a causal encoding non-causal decoding Witsenhausen framework that incorporates the channel feedback $Y_{1}$, the information constraint can be written as

$$
\begin{aligned}
& I\left(W_{1} ; Y_{1}\right)-I\left(U_{2} ; X_{0} \mid W_{1}, Y_{1}\right) \\
& =I\left(W_{1} ; Y_{1}\right)-I\left(a \cdot W_{1}+b \cdot W_{2}+c \cdot Y_{1} ; X_{0} \mid W_{1}, Y_{1}\right) \\
& =I\left(W_{1} ; Y_{1}\right)-I\left(W_{2} ; X_{0} \mid W_{1}, Y_{1}\right)
\end{aligned}
$$

which recovers the information constraint for the framework without channel feedback (19). Thus, the optimization domain for this optimization problem is exactly the same as the one without channel feedback, i.e., (8).
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