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“ It is a well kept secret that the theory of Kac-Moody algebras has been
a disaster. True, it is a generalization of a very important object, the simple
finite-dimensional Lie algebras, but a generalization too straightforward to ex-
pect anything interesting from it. True, it is remarkable how far one can go
with all these ei’s, fi’s and hi’s. Practically all, even most difficult results of
finite-dimensional theory, such as the theory of characters, Schubert calculus
and cohomology theory, have been extended to the general set-up of Kac-Moody
algebras. But the answer to the most important question is missing: what are
these algebras good for? Even the most sophisticated results, like the connections
to the theory of quivers, seem to be just scratching the surface. However, there
are [...] notable exceptions. The best known one is, of course, the theory of
affine Kac-Moody algebras. This part of the Kac-Moody theory has deeply pen-
etrated many branches of mathematics and physics. The most important single
reason for this success is undoubtedly the isomorphism of affine algebras and
central extensions of loop algebras, often called current algebras. ” [Ka1]

- Victor G. Kac
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Introduction

In this essay we consider infinite-dimensional generalizations of complex finite-
dimensional semisimple Lie algebras. The first of these (based purely on the
Chevalley-Serre presentation) was obtained independently by V.Kac [Ka2] and
R.Moody [Moo] in the late 1960’s through a straightforward generalization of
the Cartan matrix. The study of these algebras however turned out much richer
and intricate than was initially anticipated. Several basic questions about gen-
eral Kac-Moody algebras still remain open. A particular well-understood class
of infinite-dimensional Kac-Moody algebras, the affine Lie algebras, have found
numerous applications throughout mathematics and physics. Aside from con-
nections to number theory (e.g modular forms), algebra (e.g tame quivers) and
geometry (e.g geometric Langlands program) they have been curiously related
to sets of combinatorial identities, the so called Macdonald identities [Mac]
through Weyl character formula [Ka3]. In physics, affine Lie algebras are as-
sociated with conformal field theories. Since finite-dimensional semisimple Lie
algebras are classified by discrete data they are inherently rigid objects within
their own category. However in the mid 1980’s, V.Drinfeld [Dri] and M.Jimbo
[Ji1] independently showed that the universal enveloping algebra of a semisim-
ple Lie algebra admits a deformation inside the category of Hopf-algebras. The
resulting algebra, coined ’quantum group’, derives from earlier works in math-
ematical physics where similar algebras had been developed as solutions to the
quantum Yang-Baxter equation [KR].

This work can be summarized as the study of below big-picture diagram; the ob-
jects involved, their finite-dimensional representation theories and their pairwise
analogies.

g ĝ

Uq(g) Uq(ĝ)

Quantization

Affinization

Affinization

Quantization

g - finite-dimensional simple Lie algebra

ĝ - affine Lie algebra

Uq(g) - quantized enveloping algebra (or quantum group)

Uq(ĝ) - quantum affine algebra

Underlying field in this essay is C unless otherwise stated.
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About this essay

A very thin introductory section §1.1 has been provided in order to summa-
rize background about finite-dimensional semisimple Lie algebras. The reader
is referred to [Hum] and [FH] for further details. In the first chapter we treat
fundamental aspects of Kac-Moody algebras. Main references for this chapter
are [Kac] and [Car]. The second chapter collects facts about affine Lie algebras.
Results are used for comparison in the third chapter where quantum affine
algebras are considered. References for the second chapter are [Kac], [CP2],
[CFS] and [Rao]. The third chapter begins by stating facts about quantized
enveloping algebras. These are drawn from [CP1],[CP3] and [BG]. Subsequent
sections develop the theory of affine Lie algebras and are additionally based on
[CP4] and [CP5]. Reference for the final section on q-characters is given by [FR].

Despite the essay-premise the text contains pieces of novel material. In chap-
ter 2 we prove that the center of an affine Lie algebra (without derivation) acts
trivially on unfaithful representations. From this we deduce the well-known fact
that the finite-dimensional representation theory of affine Lie algebras reduces
to the finite-dimensional representation theory of the loop algebra (Proposition
2.2.1). In the same chapter we also give an alternative proof of the result that
finite-dimensional representations of affine Lie algebras decompose into tensor
products of evaluation representations. In Chapter 3 we give missing details
(of the sketch proof in [CP3]) of a straightforward extension (to arbitrary finite-
dimensional simple Lie algebras g) of the theorem by Chari and Pressley stating
that finite-dimensional irreducible type 1 representations of quantum affine al-
gebras admit bijective parametrization by Drinfeld polynomials. Finally the
drawn parallels between representation theories, the reorganization and detail
expansion of the exposition (including the numerous calculations and checks
throughout the essay) are personal contributions, so the blame for any mistakes
found therein should be laid at the author.

Acknowledgement

The author would like to thank Alexandre Bouayad for providing guidance,
proof reading and giving valuable input on the drafts of this essay.
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Chapter 1

Kac-Moody Algebras

This chapter introduces the basic notions associated with the underlying object
of this essay - the Kac-Moody algebra. Our study begins where the classical
finite-dimensional theory left off, namely with the Cartan-Killing classification
of complex finite-dimensional semisimple Lie algebras. After recalling familiar
concepts from classical theory we generalize to a much wider class of Lie algebras
known as Kac-Moody algebras. One of the key objects from finite-dimensional
theory is the Cartan matrix which encodes everything necessary to recover the
Lie algebra from the Chevalley-Serre presentation. By relaxing its axioms we
will see in detail how the Kac-Moody algebra is constructed and characterize its
dimensionality through familiar notions. Subsequent sections will be spent gen-
eralizing further notions from standard theory. We will finally describe how the
(indecomposable) generalized Cartan matrices split into a trichotomy of finite,
affine and indefinite type. Very little is known about Kac-Moody algebras of
indefinite type. The reason is largely due to the difficulty of finding good con-
crete realizations for them. This stands in contrast to the affine situation where
a nice realization exists and enables a fruitful study of its representation the-
ory (the following chapter will make the concrete affine realization more precise).

We shall begin the chapter with a brief summary of the classification programme
for finite-dimensional semisimple Lie algebras.
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1.1 Summary of finite-dimensional semisimple
Lie algebras

In finite-dimensional theory, the role of finite dimension manifests itself most
prominently via the presence of inductive dimension-arguments. Along with the
underlying field assumptions (algebraic closure and characteristic 0) this enables
the proofs of several major results, including classical theorems by Engel, Lie
and Cartan (see [Hum]). Yet a classical result, of general interest for this essay,
concerns the complete reducibility of finite-dimensional representations of finite-
dimensional semisimple Lie algebras, due to Weyl:

Theorem 1.1.1. (Weyl’s Theorem).
Let g be a finite-dimensional semisimple Lie algebra and V a finite-dimensional
g-module. Then V = V1 ⊕ · · · ⊕ Vn for some irreducible g-submodules Vi, 1 ≤
i ≤ n.

Weyl’s theorem implies it is sufficient to understand the finite-dimensional irre-
ducible representations in order to understand all finite-dimensional represen-
tations.

The Lie algebra central to the theory is sl2, the Lie algebra generated by E,F,H
with relations

[E,F ] = H, [H,E] = 2E, [H,F ] = −2F

As is noticed from the relations, H acts diagonally on E and F through the
Lie bracket. With the aim of generalizing the role of H in sl2 to arbitrary
semisimple Lie algebras one makes the following important definition:

Definition 1.1.2. (Cartan subalgebra).
Let g be a semisimple Lie algebra. Then h ≤ g is a Cartan subalgebra if it
is maximal with respect to being abelian and consisting only of semisimple (i.e
ad-diagonalizable) elements.

We remark that Lie homomorphisms preserve semisimple elements (indeed they
preserve the whole Jordan decomposition). Thus the elements of the Cartan
subalgebra h act diagonalizably on every finite-dimensional g-module. By stan-
dard linear algebra we have that any commuting family of diagonalizable linear
endomorphisms is simultaneously diagonalizable. We may hence decompose any
g-module V into simultaneous h-eigenspaces

V =
⊕
α∈W

Vα

where Vα = {v ∈ V : Hv = α(H)v ∀H ∈ h} and W = {α ∈ h∗ : Vα 6= 0}. The
generalized eigenvalues α ∈ h∗ are called weights and Vα the corresponding
weight spaces. By considering the adjoint representation

ad : g −→ gl(g)

(adX)(Y ) 7−→ [X,Y ]

we get a special set of non-zero weights Φ called roots. The corresponding
weight space decomposition has a name:
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Definition 1.1.3. (Cartan decomposition).
Let g be a semisimple Lie algebra.
Then

g = h⊕
⊕
α∈Φ

gα

is the Cartan decomposition of g where gα are the weight spaces of the
adjoint representation.

We state a few important properties related to this decomposition.

Proposition 1.1.4.

i) g0 = h

ii) [gα, gβ ] ⊆ gα+β ∀α, β ∈ Φ

iii) dimgα = 1 ∀α ∈ Φ

iv) α ∈ Φ ⇔ −α ∈ Φ

v) Xα ∈ gα ⇒ ∃Yα ∈ g−α s.t sα := 〈Xα, Yα, Hα〉 ∼= sl(2), Hα = [Xα, Yα]

vi) β(Hα) ∈ Z ∀α ∈ Φ and for all weights β of a finite-dimensional
g-module V .

Remark 1.1.5.
i) says that the zero weight space is precisely the Cartan subalgebra. In other
words h is self-centralizing.
ii) says that g is graded by the root lattice (indeed more generally gαVβ ⊆ Vα+β).
iii) will no longer hold in the infinite-dimensional case as can be seen in §1.3.
v) suggests that every semisimple Lie algebra is built up from copies of sl2. We
will see how this happens more explicitly in the Chevalley-Serre presentation at
the end of this section.
vi) is not difficult to see if one notices that every weight β of a g-module V

induces a weight of an sl2-module, namely
⊕
k∈Z

Vβ+kα, via restriction of the

action of g to sα. It is a standard fact that sl2-modules have integral weights.
It therefore follows that β must take integral values on Hα.

We can also think about roots more geometrically which is the motivation behind
the next definition.

Definition 1.1.6. (Weight lattice).
The weight lattice is defined by

∧
W := {β ∈ h∗ : β(Hα) ∈ Z for all roots α}

Proposition 1.1.5(vi) justifies the name of this lattice since it contains all weights
and hence all integral linear combination of them. The fact that every represen-
tation may be sliced into sl2-representations (as implied by Remark 1.1.5 (vi))
yields plenty of information about the symmetry of the weights in

∧
W . This

symmetry arises from the fact that weights of sl2-representations are symmetric
about 0 in Z. In other words it follows that weights are symmetric with respect
to reflections in hyperplanes Ωα perpendicular to each root α where

Ωα = {β ∈ h∗ : β(Hα) = 0 }.
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We also have a set of associated root-preserving involutions acting on the weights
via reflections in Ωα

Wα : h∗ −→ h∗

β 7−→ β − 2β(Hα)

α(Hα)
α = β − β(Hα)α

These reflections form more than a set, they also generate a (finite) group.

Definition 1.1.7. (Weyl group).
Let g be a finite-dimensional semisimple Lie algebra and let W be the group
generated by the reflections Wα, α ∈ Φ. We call W the Weyl group of g.

We can now begin to summarize the classification of finite-dimensional semisim-
ple Lie algebras. A convenient approach to the classification is through the
definition of a root system.

Definition 1.1.8. (Root system).
A subset Φ of a Euclidean space E endowed with a positive definite symmetric
bilinear form ( , ) is called a root system in E if the following axioms are sat-
isfied:
(R1) Φ spans E and does not contain 0
(R2) α ∈ Φ⇔ −α ∈ Φ

(R3) α, β ∈ Φ ⇒ 〈β, α〉 := 2 (α,β)
(α,α) ∈ Z

(R4) α ∈ Φ⇒Wα(Φ) ⊆ Φ where Wα(β) = β − 〈β, α〉α

As we have noted throughout the section the roots of every finite-dimensional
semisimple Lie algebra satisfy the axioms of a root system by setting

〈β, α〉 := β(Hα) and Wα(β) := β − β(Hα)α = β − 〈β, α〉α

Since one can attach a root system to every finite-dimensional semisimple Lie
algebra, focus may be shifted to understanding the possible (abstract) root
systems. Moreover every finite-dimensional semisimple Lie algebra is a direct
sum of simple Lie algebras as a consequence of Cartan’s Criterion [Hum Thm
5.2]. It is hence enough to do the classification for finite-dimensional simple
Lie algebras. Therefore it is helpful to work with a corresponding notion of
irreducibility for root systems.

Definition 1.1.9. (Irreducible root system).
A root system Φ is irreducible if it cannot be written as a disjoint union
Φ = Φ1 t Φ2 of two non-empty subsets Φ1,Φ2 ⊆ Φ such that (α, β) = 0 ∀α ∈
Φ1, β ∈ Φ2

Below facts ensure the notion is well-defined.

Proposition 1.1.10. Let g, g1 and g2 be finite-dimensional semisimple Lie
algebras. Then

i) g1 ∼= g2 ⇔ Φg1
∼= Φg2

ii) g = g1 ⊕ g2 ⇒ Φg1
t Φg2
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iii) g simple ⇔ Φg irreducible

The proposition implies we may cut down our investigation to irreducible root

systems. Since 〈α, β〉 = 2 ||β||||α||cos θ we have by axiom (R3) that

〈β, α〉〈α, β〉 = 4cos2θ ∈ {0, 1, 2, 3} whenever β 6= ±α

This immediately puts severe finite restrictions on the possible angles and length
ratios between roots. It is moreover not necessary to keep track of all elements
of the root system.

Definition 1.1.11. (Base).
A subset ∆ of a root system Φ is a base if:
(B1) ∆ is a basis of E,

(B2) ∀β ∈ Φ, β =
∑
α∈∆

kαα where kα ∈ Z and all kα have the same sign.

The elements of ∆ are called simple roots.
It is enough to maintain pairwise angle and length relationships between the
simple roots. This information can be recorded more compactly as a graph.

Definition 1.1.12. (Dynkin Diagram).
Let ∆ = {α1, ..., αn} be a base for a root system Φ. Then the Coxeter graph
with respect to Φ is the graph G(Φ) with vertices ∆ where the number of edges
between nodes labelled by roots αi and αj is given by 〈αi, αj〉〈αj , αi〉.
The Dynkin diagram with respect to Φ is the Coxeter graph with respect to Φ
where nodes connected by 2 or 3 edges have an arrow pointing from the shorter
to the longer root.

The class of Dynkin diagrams corresponding to irreducible root systems are
subject to certain constraints:

Proposition 1.1.13.
Let ∆ = {α1, ..., αn} be a base for an irreducible root system Φ of a finite-
dimensional simple Lie algebra. Then

i) The Dynkin diagram is connected.

ii) Any subdiagram of a Dynkin diagram is a Dynkin diagram.

iii) There are at most n − 1 pairs of connected nodes, in particular there are
no cycles.

iv) The maximum degree of any node is 3.

v) Contracting any degree 2 node leaves a Dynkin diagram.

These restrictions leave only a handful number of cases for valid Dynkin dia-
grams of irreducible root systems. These consist of four infinite families of dia-
grams labelledAn, Bn, Cn, Dn and 5 exceptional diagrams labelled E6, E7, E8, F4, G2.
It is then possible to work backwards and explicitly identify complex finite-
dimensional simple Lie algebras having Dynkin diagrams covering remaining
possibilities. This identification completes the classification. As an exam-
ple, the families An, Bn, Cn, Dn correspond to the familiar simple Lie algebras
sl(n+ 1), so(2n+ 1), sp(2n), so(2n) respectively.
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A yet more compressed way of encoding the information in the Dynkin dia-
gram is by way of a matrix.

Definition 1.1.14. (Cartan matrix).
Let ∆ be a base of a root system Φ.
Fix an ordering (α1, . . . , αn) of the simple roots.
The Cartan matrix of Φ is defined to be the n × n matrix A = (Aij) where
Aij = 〈αj , αi〉.

Proposition 1.1.15. (Cartan matrix classification).
Cartan matrices A = (Aij) corresponding to simple finite-dimensional Lie alge-
bras satisfy:
(C1) Aii = 2,
(C2) Aij = 0⇔ Aji = 0,
(C3) Aij ∈ Z≤0 for i 6= j,
(C4) det(A) > 0,
(C5) A indecomposable.

Note that axiom (C5) is a consequence of the Lie algebra being simple. Drop-
ping it gives the matrices for finite-dimensional semisimple Lie algebras. Worth
keeping in mind is the following correspondence between irreducible objects:

g simple ↔ Φ irreducible ↔ G(Φ) connected ↔ A indecomposable.

The following remarkable theorem by Serre allows us to recover a semisimple
Lie algebra from its Cartan matrix.

Theorem 1.1.16. (Serre’s Theorem).
Let A = (Aij) be the Cartan matrix of a root system.
Let g be the Lie algebra generated by ei, fi, hi for 1 ≤ i ≤ n subject to relations:
(S1) [hi, hj ] = 0
(S2) [hi, ej ] = Aijej, [hi, fj ] = −Aijfj
(S3) [ei, fj ] = δijhi
(S4) (ad ei)

1−Aij (ej) = 0, (ad fi)
1−Aij (fj) = 0 (i 6= j)

where 1 ≤ i, j ≤ n. Then g is finite-dimensional and semisimple with Cartan
subalgebra h spanned by {h1, . . . , hn}. Moreover the root system corresponding
to g has Cartan matrix A.

Remark 1.1.17.
Relations (S1), (S2), (S3) are called Chevalley relations and (S4) Serre rela-
tions. The presentation given by Serre’s theorem is sometimes referred to as the
Chevalley-Serre presentation. Note in particular the subalgebras

〈ei, fi, hi〉 ∼= sl2 (i = 1, . . . , n).

This shows rather explicitly how the Lie algebras generated by this presentation
is a result of stringing together copies of sl2 according to the coefficients in the
Cartan matrix. This is one of the reasons sl2 occasionally earns the nickname
’The mother of all Lie algebras’. The Serre relations restrict the ”freeness” of
the bracket. It is therefore plausible that a large exponent will make it difficult
for the presentation to remain finite-dimensional. Indeed axiom (C3) can be
strengthened to Aij ∈ {0,−1,−2,−3}.
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1.2 Definitions

Since the Cartan matrix can be characterized axiomatically this opens up possi-
bilities for straightforward generalizations. By dropping axiom (C4) we retrieve
a wider class of matrices from which a wider class of Lie algebras may be ob-
tained, most of which are no longer finite-dimensional. It is this seemingly
innocent generalization that is the starting point for the rich theory of Kac-
Moody algebras. Let us begin by defining explicitly the notion of a generalized
Cartan matrix.

Definition 1.2.1. (Generalized Cartan Matrix (GCM)).
A Generalized Cartan Matrix (GCM) is an n×nmatrixA = (Aij) satisfying:
(GCM1) Aii = 2,
(GCM2) Aij = 0⇔ Aji = 0,
(GCM3) Aij ∈ Z≤0 for i 6= j.

Note that this relaxation implies the GCM may hold arbitrary rank.
In finite-dimensional theory we defined roots to be non-zero functionals on the
dual space of the Cartan subalgebra. Flexing the size of the Cartan subalgebra
presents consequences for the domain on which the roots are defined. Since the
Cartan matrix was obtained from a set of simple roots, the linear independence
of the roots was baked into the definition. When det(A) = 0 we cannot simply
plug the matrix back into the Chevalley-Serre presentation as defined in Serre’s
Theorem and hope to get linearly independent roots on the domain generated
by {h1, . . . , hn}. In fact this will always be false due to the presence of zero
eigenvalues. More explicitly a zero eigenvalue guarantees the existence of a
non-zero vector v = (λi) ∈ Cn such that

Av = 0⇒
n∑
i=0

λiAij = 0 for 1 ≤ j ≤ n ⇒
n∑
i=0

λiαi(hj) = 0 for 1 ≤ j ≤ n.

Since the roots are determined by the values they take on {h1, . . . , hn} we have
a non-trivial relation

n∑
i=0

λiαi ≡ 0

Hence the roots are linearly dependent.

To get around this minor technical issue we may enlargen our Cartan subal-
gebra until we get linear independence between the roots. This is the main
motivation behind the definition of a realization of a GCM. Although a realiza-
tion can be defined for any complex matrix we will throughout restrict ourselves
to GCMs in order to avoid any confusion.

Definition 1.2.2. (Realization).
Let A be an n× n GCM.
A realization of A is a triple (h,Π,Π∨) such that:
h is a finite-dimensional vector space over C,
Π = {α1, . . . , αn} is a linearly independent subset of h∗ called simple roots,
Π∨ = {α∨1 , . . . , α∨n} is a linearly independent subset of h called simple coroots,
αj(α

∨
i ) = Aij for all i, j
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This way we end up with linearly independent simple roots by construction.
The question that remains is how large the vector space h needs to be for this
to work?

Proposition 1.2.3. (Lower bound on dim h).
Let A be an n× n GCM and (h,Π,Π∨) a realization of A.
Then dim h ≥ 2n− rank(A).

Proof.
This is a rather straightforward piece of linear algebra. Recall that Aij = αj(α

∨
i )

and extend Π, Π∨ to bases of h∗, h respectively such that the corresponding
matrix (

A B
C D

)
of rank dim h is non-singular. Then the submatrix (A B) on the first n rows
has rank n since its rows are linearly independent. B must therefore have rank

at least n− rank(A). The rank of

(
B
D

)
is dim h−n and is moreover at least

the rank of B. Hence dim h ≥ 2n− rank(A).

Since we have lower bounds on the dimension it makes sense to talk about
minimal realizations.

Definition 1.2.4. (Minimal realization).
A realization (h,Π,Π∨) of a GCM A is minimal if dim h = 2n− rank(A)

By [Car Prop 14.2, 14.3] every GCM admits a minimal realization and every
minimal realization is unique up to isomorphism. We may therefore construct an
auxillary Lie algebra g̃(A) that depends only on A and defined via something
that closely resembles the Chevalley-relations in Theorem 1.1.16. We must
however enlargen our set of generators to maintain the linear independence
properties of the realization.

Definition 1.2.5. (Auxillary Lie algebra).
Let A be an n× n GCM and let (h,Π,Π∨) be a minimal realization of A.
Define the auxillary Lie algebra g̃(A) to be the Lie algebra generated by ei, fi
(i = 1, . . . , n) and the vector space h subject to relations
[ei, fj ] = δijα

∨
i for i, j = 1, . . . , j

[h, h
′
] = 0 ∀h, h′ ∈ h

[h, ei] = αi(h)ei for i = 1, . . . , n; h ∈ h
[h, fi] = −αi(h)fi for i = 1, . . . , n; h ∈ h

Definition 1.2.6. (Root lattice).
Let A be an n× n GCM and let (h,Π,Π∨) be a realization of A.
Define ∧

Π =

n∑
i=1

Zαi,
∧+

Π =

n∑
i=1

Z+αi

The lattice
∧

Π is called the root lattice.
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Definition 1.2.7. (Height).

For α =

n∑
i=1

kiαi we call the number ht α =

n∑
i=1

ki the height of α.

We now proceed to give a detailed proof of the main result of this section
concerning the structure decomposition of g̃(A).

Theorem 1.2.8. (Auxillary decomposition).
Let A be an n× n GCM.
Denote by ñ+ the subalgebra of g̃(A) generated by e1, . . . , en.
Denote by ñ− the subalgebra of g̃(A) generated by f1, . . . , fn.
Then

i) g̃(A) = ñ+ ⊕ h⊕ ñ− as a vector space direct sum.

ii) ñ+ (resp ñ−) is freely generated by e1, . . . , en (resp f1, . . . , fn).

iii) With respect to h one has the root space decomposition

g̃(A) = (
⊕
α∈

∧+
Π

α 6=0

g̃−α)⊕ h⊕ (
⊕
α∈

∧+
Π

α 6=0

g̃α)

where g̃α = {x ∈ g̃(A) : [h, x] = α(h)x}
and g̃±α ⊆ ñ± for α ∈

∧+
Π, α 6= 0

iv) dim g̃α <∞

v) The set {iEg̃(A) : i∩h = {0}} has a unique maximal element m. Moreover

m = (m ∩ ñ−)⊕ (m ∩ ñ+)

Lemma 1.2.9.
Let V be an n-dimensional complex vector space with basis v1, . . . , vn and let
T (V ) denote the tensor algebra of V .
Let λ ∈ h∗ and define a linear map ρ : g̃(A) −→ End(T (V )) via

(a) ρ(fi)(w) = vi ⊗ w for w ∈ T (V ),

(b) ρ(h)(1) = λ(h)1,

(c) ρ(h)(vj⊗w) = −αj(h)vj⊗w+vj⊗ρ(h)(w) inductively on s, for w ∈ T s−1(V ),
j = 1, . . . , n,

(d) ρ(ei)(1) = 0,

(e) ρ(ei)(vj⊗w) = δijρ(α∨i )(w)+vj⊗ρ(ei)(w) inductively on s for w ∈ T s−1(V ),
j = 1, . . . , n.

Then ρ is a representation of g̃(A).

Proof.
We need to check that ρ is a well-defined Lie algebra homomorphism i.e that

ρ([x, y]g̃(A)) = [ρ(x), ρ(y)]End(T (V )) = ρ(x)ρ(y)− ρ(y)ρ(x) ∀x, y ∈ g̃(A)
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It is enough to verify that ρ preserves the defining bracket relations of g̃(A) (see
Definition 1.2.5):

(ρ(ei)ρ(fi)− ρ(fi)ρ(ei))(w) (a)
= ρ(ei)(vj ⊗ w)− vj ⊗ ρ(ei)(w)
(e)
= δijρ(α∨i )(w) + vj ⊗ ρ(ei)(w)− vj ⊗ ρ(ei)(w)

= δijρ(α∨i )(w)

= ρ([ei, fj ])(w)

It follows by (b) and (c) that h defines a diagonal action on T (V ).
Therefore given h, h′ ∈ h and w ∈ T (V ) there exists k, k′ ∈ C such that

ρ(h)(w) = kw, ρ(h′)(w) = k′w.

Hence

(ρ(h)ρ(h′)− ρ(h′)ρ(h))(w) = k′kw − kk′w = 0 = ρ(0)(w) = ρ([h, h′])(w)

The preservation of the third relation ([h, ei] = αi(h)ei) is proved by induction
on s. For s = 0 we have

(ρ(h)ρ(ei)− ρ(ei)ρ(h))(1) (d)(b)
= ρ(h)(0)− λ(1)ρ(ei)(1)(d)

= 0 (d)
= αi(h)ρ(ei)(1) = ρ([h, ei])(1)

For s > 0 let w = vk ⊗ w′ where w′ ∈ T s−1(V ), k ∈ {1, . . . , n}.
Then

(ρ(h)ρ(ei)− ρ(ei)ρ(h))(vk ⊗ w′) (c)(e)
= ρ(h)(δikρ(α∨i )(w′)) + ρ(h)(vk ⊗ ρ(ei)(w

′))

− ρ(ei)(−αk(h)vk ⊗ w′ + vk ⊗ ρ(h)(w′))
(c)(e)

= δikρ(α∨i )(ρ(h)(w′))

− αk(h)vk ⊗ ρ(ei)(w
′) + vk ⊗ ρ(h)(ρ(ei)(w

′))

+ αk(h)δikρ(α∨i )(w′) + αk(h)vk ⊗ ρ(ei)(w
′)

− δikρ(α∨i )(ρ(h)(w′))− vk ⊗ ρ(ei)(ρ(h)(w′))

= αk(h)δikρ(α∨i )(w′) + vk ⊗ (ρ(h)ρ(ei)− ρ(ei)ρ(h))(w′)
I.H
= αk(h)δikρ(α∨i )(w′) + vk ⊗ ρ([h, ei])(w

′)

= αi(h)(δikρ(α∨i )(w′) + vk ⊗ ρ(ei)(w
′))

= αi(h)ρ(ei)(vk ⊗ w′)
= ρ(αi(h)ei)(vk ⊗ w′)
= ρ([h, ei])(vk ⊗ w′)

Hence the bracket is preserved by induction. Finally for the fourth relation
([h, fi] = −αi(h)fi) we have

(ρ(h)ρ(fi)− ρ(fi)ρ(h))(w) = ρ(h)(vi ⊗ w)− vi ⊗ ρ(h)(w)

= −αi(h)vi ⊗ w + vi ⊗ ρ(h)(w)− vi ⊗ ρ(h)(w)

= −αi(h)ρ(fi)(w)

= ρ([h, fi])(w)

Thus ρ is a well-defined homomorphism and hence a representation of g̃(A).
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Lemma 1.2.10.
g̃(A) = ñ− + h + ñ+

Proof.
We first check

[h, ñ±] ⊆ ñ± and [ñ−, ñ+] ⊆ ñ− + h + ñ+

Let ws denote an arbitrary Lie word on s (not necessarily distinct) letters.
Then ∃k ∈ N such that ws = [wk, ws−k] for some Lie words wk, ws−k.
Now argue by induction on s. For s = 1 we have by definition

[h, ei] = αi(h)ei ∈ ñ+ ∀h ∈ h and [ei, fj ] = δijα
∨
i ∈ h ⊆ h + ñ+

For s > 1 let ws be a Lie word of length s in {e1, . . . , en}.
Then by Jacobi identity

[h, ws] = [h, [wk, ws−k]] = [ [h, wk]︸ ︷︷ ︸
∈ ñ+ by I.H

, ws−k]− [wk, [h, ws−k]︸ ︷︷ ︸
∈ ñ+ by I.H

] ∈ ñ+

[ws, fj ] = [[wk, ws−k], fj ] = [wk, [ws−k, fj ]︸ ︷︷ ︸
∈ h + ñ+ by I.H

] + [ws−k, [wk, fj ]︸ ︷︷ ︸
∈ h + ñ+ by I.H

] ∈ h + ñ+

Hence by induction and a similar argument we have

[ñ+, fj ] ⊆ h + ñ+, j = 1, . . . , n (1.1)

[h, ñ±] ⊆ ñ± (1.2)

To prove [ñ−, ñ+] ⊆ ñ− + h + ñ+ we do yet another induction.
By (1.1) we get the base case

[ñ+, fj ] ⊆ ñ− + h + ñ+

For s > 0 let ws be a Lie word of length s in {f1, . . . , fn}.
A similar calculation using Jacobi identity, (1.2) and inductive hypothesis yields

[ñ+, [wk, ws−k]] = [[ñ+, wk], ws−k]− [wk, [ñ+, ws−k]]

⊆ [ñ− + h + ñ+, ws−k]− [wk, ñ− + h + ñ+]

⊆ ñ− + h + ñ+

Hence by induction
[ñ−, ñ+] ⊆ ñ− + h + ñ+ (1.3)

The final induction on the length of a general Lie word will give us the lemma.
There is nothing to do for the base case.
Suppose s > 1 and let ws be a Lie word in {ei, fi, h : h ∈ h, i = 1, . . . , n}.
Using inductive hypothesis, (1.2) and (1.3) we have

ws = [wk, ws−k] ∈ [ñ− + h + ñ+ , ñ− + h + ñ+] ⊆ ñ− + h + ñ+

Thus g̃(A) ⊆ ñ− + h + ñ+ by induction.
Hence g̃(A) = ñ− + h + ñ+

Lemma 1.2.11.
Let h be a finite-dimensional commutative Lie algebra and V an h-module such
that
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V =
⊕
α∈h∗

Vα where Vα = {v ∈ V : h(v) = α(h)v ∀h ∈ h}

Then for any submodule U ≤ V we have U =
⊕
α∈h∗

(U ∩ Vα).

Proof.

Let u ∈ U and write u =

n∑
i=1

vi where vi ∈ Vαi .

We want to show vi ∈ U for all i = 1, . . . , n.
Let α1, . . . , αn be a basis of h∗.
The subspaces hij = {h ∈ h : αi(h) = αj(h)}, i 6= j must be proper.
If not then αi ≡ αj for some i 6= j so α1, . . . , αn are not linearly independent
contrary to basis assumption. Moreover from linear algebra we know h cannot

be a union of finitely many proper subspaces and hence ∃h ∈ h \
⋃
i,j

hij such

that α1(h), . . . , αn(h) are pairwise distinct. Since U is a submodule we have

n∑
i=1

αki (h)vi =

n∑
i=1

hkvi = hku ∈ U for k = 0, . . . , n− 1

This may be expressed as a matrix equation Av = u where A is the
Vandermonde matrix, v = (vi)1≤i≤n and u = (hku)0≤k≤n−1.
It is well-known that the Vandermonde matrix has determinant∏
i<j

(αi(h)− αj(h)) which is non-zero as α1(h), . . . , αn(h) are pairwise distinct.

Therefore A is invertible and so each of v1, . . . , vn is expressible as a linear
combination in u, hu, h2u, . . . , hn−1u ∈ U finishing the proof.

Proof. (Auxillary Decomposition)
Let ρλ : g̃(A) −→ End(T (V )) be the family of representations in Lemma 1.2.9
where λ ∈ h∗. By Lemma 1.2.10 we have g̃(A) = ñ− + h + ñ+. To prove (i) it
remains to show that the sum is direct. Suppose n−+h+n+ = 0 where n± ∈ ñ±
and h ∈ h. By definition of the action of ei on 1 it follows ρ(n+)(1) = 0 and so

0 = ρλ(n− + h+ n+)(1) = ρλ(n−)(1) + λ(h)

Since ñ− acts by appending basis elements of V to every tensor monomial it
follows that ρ(n−)(1) cannot contain a non-zero scalar term.
Since λ(h) is the lone scalar on the right hand side we must have

λ(h) = 0 ∀λ ∈ h∗ =⇒ h = 0.

Therefore ρλ(n−)(1) = 0.
We want to show n− = 0.
Define the Lie algebra homomorphism

φ : ñ− −→ T (V )

fj 7−→ ρ(fj)(1)
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where T (V ) is equipped with the canonical Lie bracket. All Lie words on X :=
{ρ(f1)(1), . . . , ρλ(fn)(1)} are contained in T (V ). So the image of φ is the free
Lie algebra F (X) on X. On the other hand by definition of free Lie algebra the
map

ψ : X −→ ñ−

ρλ(fj)(1) 7−→ fj

extends uniquely to a Lie algebra homomorphism

ψ̃ : F (X) −→ ñ−

ρλ(fj)(1) 7−→ fj .

Clearly φ and ψ̃ are mutually inverse on their images.
Hence

ñ− ∼= φ(ñ−) = F (X) ∼= F (f1, . . . , fn).

This shows half of (ii) and that n− = 0 since φ(n−) = ρλ(n−)(1) = 0.
Therefore n+ = 0 since n− + h+ n+ = 0. Hence the sum is direct proving (i).
The second half of (ii) is obtained by invoking the automorphism given by

ei 7−→ −fi , fi 7−→ −ei , h 7−→ −h (h ∈ h). (1.4)

This map is an involution sending ñ+ to ñ− (and vice versa) so (ii) follows.
Since ad(h) acts diagonally on g̃(A) (by definition of g̃(A)) we have an eigenspace
decomposition

g̃(A) = g̃0 ⊕
⊕
α∈h∗
α6=0

g̃α

where g̃α = {x ∈ g̃(A) : [h, x] = α(h)x ∀h ∈ h}.
The ei (resp fi) lie in positive (resp negative) root spaces by definition of g̃(A).
Since [g̃α, g̃β ] ⊆ g̃α+β and ei, fi generate ñ+, ñ− respectively we have that

ñ+ ⊆
⊕
α∈

∧+
Π

α6=0

g̃α and ñ− ⊆
⊕
α∈

∧+
Π

α6=0

g̃−α.

From the decomposition in part (i) we infer equality in above inclusions since
h ⊆ g̃0. The decomposition in part (iii) follows. Each positive (resp negative)
root space g̃α is certainly in the span of all Lie words of length |ht α| on the gen-
erators ei (resp fi). Since there are only finitely many general non-commutative
words of length |ht α| on n letters, and only finitely many ways to bracket each
|ht α|-length word, there are only finitely many Lie words of length |ht α| in the
ei (resp fi). Hence dim g̃α <∞. This finishes (iv).

For part (v):
Let iE g̃(A) such that i ∩ h = {0}.
View g̃(A) =

⊕
α∈h∗

g̃α as an h-module.

By Lemma 1.2.11 we have i =
⊕
α∈h∗

(i ∩ g̃α).
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By (iii) we know that g̃±α ⊆ ñ±, α 6= 0.
Therefore i = (i ∩ ñ−)⊕ (i ∩ ñ+).
In particular i ⊆ ñ− ⊕ ñ+.

So m =
∑

i∈{iEg̃(A) : i∩h=0}

i ⊆ ñ− ⊕ ñ+ is the unique max ideal not meeting h.

Proposition 1.2.12. (Non-trivial h intersection).
Let g be a finite-dimensional semisimple Lie algebra and let iE g.
Then i ∩ h 6= {0}

Proof.
Consider the usual Cartan decomposition

g = h⊕
⊕
α∈Φ

gα.

Applying Lemma 1.2.11 we see that

i = (h ∩ i)⊕
⊕
α∈Φ

(i ∩ gα).

It follows that i must intersect at least one of the spaces non-trivially.
If i ∩ h 6= {0} then we are done. Otherwise i ∩ gα 6= {0} for some α ∈ Φ.
Since dim gα = 1 we have that gα ⊆ i. By a standard result dim [g−α, gα] = 1
[Hum Prop 8.3]. Finally since i is an ideal and [g−α, gα] ⊆ g0 = h we have
[g−α, gα] ⊆ i ∩ h.

Proposition 1.2.12 tells us that it is sensible to throw away the ideals which
intersect h trivially in our endeavour to make g̃(A) reasonable generalization.
We finally arrive at the main definition.

Definition 1.2.13. (Kac-Moody algebra).
Let A be a GCM with minimal realization (h,Π,Π∨).
Let m be the unique maximal ideal of g̃(A) such that m ∩ h = {0}
and let

g(A) = g̃(A)/m

Then g(A) is called the Kac-Moody algebra with GCM A.

Remark 1.2.14.
There are two slightly different definitions of a Kac-Moody algebra.
One can also define a Kac-Moody algebra purely in terms of generators and
relations as the Chevalley-Serre presentation. The definition we have made will
simplify matters when it comes to proving the existence of a non-degenerate
bilinear form and has an inbuilt mechanism for testing whether a Lie algebra
is a Kac-Moody algebra. Instead of proving the Serre relations it is enough to
show there are no non-zero ideals trivially intersecting h (the presence of such an
ideal would contradict the maximality of m). This fact serves as a useful criteria
in many arguments. Kac proves in [Kac Thm 9.11] that the two definitions are
equivalent at least in the case where the GCM is symmetrizable (see Definition
1.4.1). Nevertheless the Serre relations always hold in g(A) (see Proposition
1.2.16).
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Note that there is a natural epimorphism

θ : g̃(A)� g(A)

Therefore the analogous decompositions in Theorem 1.2.8 hold for Kac-Moody
algebras as well. In particular we have the so called triangular decomposition

g(A) = n− ⊕ h⊕ n+

where n± = θ(ñ±) and h is identified with its image because θ(h) ∼= h since
m ∩ h = {0}.

In contrast to the finite-dimensional case, not only do we get infinitely many
roots (see Example 1.3.1), the root spaces gα = {x ∈ g(A) : [h, x] = α(h)x ∀h ∈
h} need no longer be one-dimensional (see Example 1.3.2).
We therefore make the following definition:

Definition 1.2.15. (Multiplicity).
Let α be a root of g(A).
Then the number mult α = dim gα is called the multiplicity of α.

Note that the multiplicity is a well-defined number by Theorem 1.2.8 (iv).
By the root space decomposition in Theorem 1.2.8(iii) it follows that every root
is either positive or negative. We denote the set of all roots by Φ, the set of
positive roots by Φ+ and the set of negative roots by Φ−.

We conclude this section with two applications that follow from the triangu-
lar decomposition and will be useful in subsequent discussions.

Proposition 1.2.16. (Serre relations hold in g(A)).
The following relations are satisfied between the Chevalley generators in g(A):

(ad ei)
1−Aijej = 0; (ad fi)

1−Aijfj = 0

Proof.
We prove the second relation.
The first relation is then deduced by invoking the involution in (1.4).
View g(A) as an sl2-module by restricting the adjoint action of g(A) to each of
the subalgebras si = 〈ei, α∨i , fi〉 ∼= sl2. By definition of the Chevalley relations
we have:

[α∨i , fj ] = −Aijfj ; [ei, fj ] = 0 for i 6= j

Via induction on the exponent we have that

[ei, (ad fi)
1−Aijfj ] = (1−Aij)(−Aij − (1−Aij) + 1)(ad fi)

Aijfj = 0.

Again by induction using Jacobi identity for k 6= i, j one shows

[ek, (ad fi)
1−Aijfj ] = (ad fi)

1−Aij [ek, fj ] = 0.

If k = j we have

[ej , (ad fi)
1−Aijfj ] = (ad fi)

1−Aij [ej , fj ] = (ad fi)
1−Aijα∨i .
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So if 1 − Aij > 1 then above expression is 0 since α∨i acts by a scalar on fi.
Otherwise if 1 − Aij = 1 then Aij = 0 so α∨i acts by the zero scalar. Hence
(ad fi)

1−Aijfj commutes with each ei. Thus the ideal of g(A) generated by
the element (ad fi)

1−Aijfj is contained in n− and hence intersects h trivially
by the triangular decomposition. This contradicts the definition of g(A) unless
(ad fi)

1−Aijfj = 0.

Proposition 1.2.17. (Center of g(A)).

Z(g(A)) = {h ∈ h : αi(h) = 0 , i = 1, . . . , n} ⊆
n∑
i=1

Cα∨i .

Moreover dimZ(g(A)) = corank(A).

Proof.
Let c ∈ Z(g(A)). Then in particular [h, c] = 0 ∀h ∈ h so c ∈ g0. By Theorem
1.2.8(iii) g0 = h so c ∈ h. Finally 0 = [c, ei] = αi(c)ei =⇒ αi(c) = 0 for
i = 1, . . . , n. Conversely if h ∈ h and αi(h) = 0 for i = 1, . . . , n then [h, ei] =
αi(h)ei = 0 and [h, fi] = −αi(h)fi = 0 so h commutes with all Chevalley
generators and therefore belongs to the center. Hence

Z(g(A)) = {h ∈ h : αi(h) = 0 , i = 1, . . . , n} ⊆ h.

Since αi(α
∨
j ) = Aji, each α∨j picks out the jth row of A over i = 1, . . . , n.

Therefore any linear combination of the rows induces a linear combination of the
coroots. So linear combinations of rows summing to zero are in correspondence
with elements of the center, so the dimension of the null space of A (i.e the
corank) is in correspondence with the maximal number of linearly independent

elements of

n∑
i=1

Cα∨i also contained in the center.

Thus

corank(A) = dim

(
Z(g(A)) ∩

n∑
i=1

Cα∨i

)
≤ dimZ(g(A)).

On the other hand the simple coroots α∨j (j = 1, . . . , n) are contained in the
vector space complement of Z(g(A)) in h since αj(α

∨
j ) = Ajj = 2 6= 0 by axiom

(GCM1). They are also linearly independent by definition.
Therefore

dimZ(g(A)) ≤ dim h− n = n− rank(A) = corank(A).

Hence

dim

(
Z(g(A) ∩

n∑
i=1

Cα∨i )

)
= dimZ(g(A)) =⇒ Z(g(A) ⊆

n∑
i=1

Cα∨i .
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1.3 Examples

Neither the size nor growth of a Kac-Moody algebra is immediately obvious from
its definition. For now at least, it is clear from the root space decomposition in
Theorem 1.2.8(iii) that g(A) is infinite-dimensional if (and only if by (iv)) it has
infinitely many roots. We will look at two small examples, one which highlights
infinite-dimensionality and one that produces a root space of multiplicity > 1.
The discussion in the latter example is inspired by two exercises from [Kac
exercise 1.5-1.6].

Example 1.3.1. (Infinite-dimensionality).
Consider the two GCMs

A2 =

(
2 −1
−1 2

)
A

(1)
1 =

(
2 −2
−2 2

)
.

A2 is the familiar Cartan matrix for the 8-dimensional Lie algebra sl3 and A
(1)
1

is a matrix of affine type. We have Chevalley relations:

A2 : [h1, h2] = 0, [h1, e2] = −e2, [h2, e1] = −e1, [ei, fj ] = δijhi.

A
(1)
1 : [h1, h2] = 0, [h1, e2] = −2e2, [h2, e1] = −2e1, [ei, f j ] = δijhi.

We can see that the two sets of relations are strikingly similar.

However the presentation for A
(1)
1 yields an infinite-dimensional Lie algebra, so

one could ask how such a small difference can have such a large impact? The
answer lies in the Serre relations:

A2 : [e1, [e1, e2]] = 0, [e2, [e2, e1]] = 0

A
(1)
1 : [e1, [e1, [e1, e2]]] = 0, [e2, [e2, [e2, e1]]] = 0

The Serre relations for A2 kill all Lie words of length greater than 2 in the ei.
Corresponding fact also holds for words in fi. This gives a basis

{e1, e2, [e1, e2], f1, f2, [f1, f2], h1, h2}

for the presentation. However [e1, [e2, e1]] 6= 0 in g(A
(1)
1 ). In fact elements of

type [e1, [e2, [e1, . . . , [e2, e1] . . . ]]] form an infinite family of linearly independent

elements in g(A
(1)
1 ), but unfortunately it is not very pleasant to prove using

algebraic relations. To prove infinite-dimensionality it is simpler to compute

that A
(1)
1 has an infinite set of associated roots of the form

{mδ ± α : m ∈ Z} ∪ {mδ : m ∈ Z}.

The labelling follows from the distinction between real and imaginary roots
(terminology explained in §1.5).

Example 1.3.2. (Multiplicity > 1).
The goal of this example is to illustrate that root spaces corresponding to GCMs
may have dimension greater than 1 (as opposed to the finite-dimensional case).
In our attempt to find such a root space consider an arbitrary GCM A with
simple roots Π = {α1, . . . , αn}. Clearly mult(αi) = 1 since ei ∈ gαi and
[gα, gβ ] ⊆ gα+β . Next we consider multiplicities for roots of the form αi + sαj ,
s ∈ N. It is clear that the only Lie word that can be non-zero in gαi+sαj is given
by
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[ej , [ej , [. . . , [ej ,︸ ︷︷ ︸
s times

ei] . . . ]

Any other Lie word on these letters would contain a subword consisting only of
ej ’s killing the product. Hence mult(αi + sαj) ≤ 1. In fact

mult(αi + sαj) = 1⇔ |Aji| ≤ s

by the Serre relations.

What about mult(2(αi + αj))?
Note first that by induction using the Lie relations any Lie word can be put in
the bracket form

±[a1, [a2, [. . . [ak−1, ak] . . . ]

Thus by inspection there exists a unique Lie word w(ei, ei, ej , ej) (up to sign).
Hence mult(2(αi + αj)) ≤ 1.

We continue the search by considering height 5 roots of the form 2αi + 3αj .
By above there are unique Lie words (up to sign) of type w(ej , ej , ej , ei) and
w(ej , ej , ei, ei). Thus there are only two Lie words to consider:

[ei, [ej , [ej , [ej , ei]]]] and [ej , [ej , [ei, [ei, ej ]]]]

Hence provided the Serre relations does not kill either of them we will have
mult(2αi + 3αj) = 2.

For example the following indefinite GCM fits the criteria

A =

(
2 −3
−3 2

)
Clearly due to the combinatorial explosion it becomes impractical to continue
this analysis much further. The matrix A above leads to the so called Fibonacci
algebra, named so because its roots are linear combinations of simple roots with
Fibonacci coefficients [FN]. A is also an example of a hyperbolic GCM. Hyper-
bolic GCMs form a small subclass of matrices of indefinite type consisting of all
indecomposable symmetrizable matrices such that each proper connected sub-
Dynkin diagram is of finite or affine type [Kac Def 5.10]. They were classified
in 1988 by Wang Lai [Lai]. Although multiplicities for finite/affine matrices are
well-known there is not a single example of a hyperbolic matrix where mult(α)
is known for all α in closed form [FN]. Below diagram taken from [FN] depicts
the proliferation of multiplicities for the Fibonacci algebra:
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The open circles represent real roots, and the solid dots imaginary roots. Real
roots are roots which belong to the Weyl-group orbit of a simple root, imaginary
roots are those which do not. We will briefly discuss the significance of this
distinction in §1.5.

1.4 Symmetrizable Kac-Moody algebras

For finite-dimensional semisimple Lie algebras the existence of the Killing form
enables the complete characterization of semisimplicity by the non-degeneracy
of the form (via Cartan’s criterion). When non-degenerate it moreover induces
an isomorphism h −→ h∗ which gives rise to an inner product on the weight lat-
tice. This inner product makes up important formulations in the representation
theory of semisimple Lie algebras (such as Freudenthal and Weyl formula) for
calculating the dimension of any irreducible representation. We may therefore
naturally ask (in the very least) whether a similar form exists for Kac-Moody
algebras.
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It is clearly impossible to reuse the Killing form

κ(X,Y ) = tr(ad(X)ad(Y )) ∀X,Y ∈ g

since g(A) may be infinite-dimensional and so we can’t take traces of endo-
morphisms. We could instead ask whether there exists a similar form enjoying
the same fundamental properties as the Killing form. Such properties include
non-degeneracy, ad-invariancy, symmetry and bilinearity. The answer is no in
general but it turns out such a form exists whenever the GCM is symmetrizable.

Definition 1.4.1. (Symmetrizable Kac-Moody algebra).
An n×n matrix A = (Aij) is called symmetrizable if there exists an invertible
diagonal matrix D = diag(d1, . . . , dn) and a symmetric matrix B = (Bij) such
that A = DB. g(A) is a symmetrizable Kac-Moody algebra if A is a
symmetrizable GCM.

Let A be a symmetrizable GCM and let (h,Π,Π∨) be a minimal realization.

Let h′ =

n∑
i=1

Cα∨i and let h′′ be a vector space complement of h′ in h.

We define a bilinear form ( , ) : h× h −→ C via

(α∨i , x) = (x, α∨i ) = diαi(x) ∀x ∈ h (i = 1, . . . , n)

(x, y) = 0 ∀x, y ∈ h′′

Then we have

(α∨i , α
∨
j ) = diαi(α

∨
j ) = diAji = didjBji = djdiBij = djAij = (α∨j , α

∨
i ).

Hence the form is symmetric.
Our aim is to extend this form to g(A) with the properties we are looking for.
The strategy will be to build it inductively using above form as the base case.

First note that the form we have defined on h is non-degenerate.
Suppose x ∈ h such that (x, h) = 0 ∀h ∈ h.
Then in particular 0 = (x, α∨i ) = diαi(x) =⇒ αi(x) = 0 for i = 1, . . . , n.
Hence by Proposition 1.2.17 x ∈ Z(g(A)) ⊆ h′.

Therefore x =

n∑
i=1

ciα
∨
i for some ci ∈ C.

So for every h ∈ h we have

0 =

(
n∑
i=1

ciα
∨
i , h

)
=

n∑
i=1

ci(α
∨
i , h) =

n∑
i=1

cidiαi(h)

Hence

n∑
i=1

cidiαi ≡ 0 =⇒ cidi = 0 (i = 1, . . . , n) by linear independence.

Therefore ci = 0 for i = 1, . . . , n since di 6= 0 (D invertible).
Hence x = 0 and so the form is non-degenerate.
It is moreover trivial to verify ad-invariance since the Lie bracket is zero because
h is abelian. We now extend this form to g(A) via the next theorem.

Theorem 1.4.2. (Invariant bilinear form).
Suppose g(A) is a symmetrizable Kac-Moody algebra.
Then g(A) has a non-degenerate ad-invariant symmetric bilinear form.

25



Proof.
Since [gα, gβ ] ⊆ gα+β we obtain a natural Z-grading

g(A) =
⊕
i∈Z

gi

by height where

gi =
⊕

α:ht α=i

gα.

For each s ∈ N define

g(s) =

s⊕
i=−s

gi.

Note that this induces a filtration

h = g(0) ⊂ g(1) ⊂ g(2) ⊂ . . .

where g(A) =
⋃
s∈N

g(s).

We may therefore construct a form on g(A) incrementally by induction on s.
The base case s = 0 is given by the form we have on h = g(0).
For s = 1 we extend the form from h = g(0) to g(1) via

(ei, fj) = (fj , ei) = δijdi (i, j = 1, . . . , n)

(gi, gj) = 0 whenever i+ j 6= 0, |i|, |j| ≤ s (i, j ∈ Z).

The checks for ad-invariance i.e

([x, y], z) = (x, [y, z]) ∀x, y, z ∈ g(1)

either vanishes on both sides or reduces to checking

δij(α
∨
i , h) = δijdiαj(h) ∀h ∈ h

which we know holds by definition of the form. Suppose now we have an ad-
invariant form on g(s) for some s ≥ 1 with

(gi, gj) = 0 whenever i+ j 6= 0, |i|, |j| ≤ s.

We extend the definition to g(s+ 1):

(gi, gj) = 0 whenever i+ j 6= 0, |i|, |j| ≤ s+ 1.

We have then left to define what the form should do on

x ∈ gs+1 and y ∈ g−(s+1).

It follows from Theorem 1.2.8(i),(ii) that we may write y =
∑
i∈I

[ui, vi] where

ui, vi ∈ g(s) are non-zero Lie monomials on {f1, . . . , fn} of degree ≤ s. Note
that [x, ui] ∈ g(s) since ui ∈ gi for some i < 0 because ui is a non-zero Lie
monomial in {f1, . . . , fn}. Given this we define
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(x, y) :=
∑
i∈I

([x, ui], vi)

in terms of the form on g(s). Note that care must be taken. There is some
potential ambiguity arising here from the fact that the expression for y need
not be unique, so there is an issue of well-definedness since we do not want the
form to depend in any way on the particular expression chosen for y.

To establish well-definedness we first check the identity

([[xi, xj ], xk], xl) = (xi, [xj , [xk, xl]]) (1.5)

for xi ∈ gi, xj ∈ gj , xk ∈ gk, xl ∈ gl
where i+ j + k + l = 0, |i+ j| = |k + l| = s+ 1, |i|, |j|, |k|, |l| ≤ s.

Calculating we have

([[xi, xj ], xk], xl) = ([[xi, xk], xj ], xl)− ([[xj , xk], xi], xl) Jacobi + bilinearity

= ([xi, xk], [xj , xl]) + (xi, [[xj , xk], xl]) I.H × 2

= (xi, [xk, [xj , xl]] + [[xj , xk], xl]) I.H + bilinearity

= (xi, [xj , [xk, xl]]) Jacobi

Again by Theorem 1.2.8 we may write x =
∑
j∈J

[u′j , v
′
j ] where u′j , v

′
j ∈ g(s) are

non-zero Lie monomials on {e1, . . . , en} of degree ≤ s. By (1.5) it follows that

(x, y) =
∑
i∈I

([x, ui], vi)

=
∑
i∈I

∑
j∈J

([[u′j , v
′
j ], ui], vi) =

∑
i∈I

∑
j∈J

(u′j , [v
′
j , [ui, vi]]) =

∑
j∈J

(u′j , [v
′
j ,
∑
i∈I

[ui, vi]])

=
∑
j∈J

(u′j , [v
′
j , y])

Therefore regardless of the expression chosen for y the end result is always∑
j∈J(u′j , [v

′
j , y]) so the form is independent of the choice of ui and vi. Hence

we have a well-defined bilinear form on g(s + 1). For ad-invariance we have to
check (in particular) that

([x, y], h) = (x, [y, h]) ∀h ∈ h

([x, y], h) =
∑
i∈I

([x, [ui, vi]], h) bilinearity

=
∑
i∈I

([[x, ui], vi], h)− ([[x, vi], ui], h) Jacobi + bilinearity + anti-symmetry

=
∑
i∈I

(x, [ui, [vi, h]])− (x, [vi, [ui, h]]) I.H × 4

=
∑
i∈I

(x, [[ui, vi], h]) bilinearity + Jacobi

= (x, [y, h]) bilinearity
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Remaining checks are verified via calculations following the same (or very sim-
ilar) sequence of steps. Hence the form is ad-invariant by induction.

Symmetry now follows from ad-invariance and bilinearity. Let x ∈ gα, y ∈ g−α
and choose h ∈ h such that α(h) 6= 0. Then on one hand

([x, y], h) = (x, [y, h]) = −(x, [h, y]) = −(x,−α(h)y) = α(h)(x, y).

On the other hand

([x, y], h) = −([y, x], h) = −(y, [x, h]) = (y, [h, x]) = (y, α(h)x) = α(h)(y, x).

Hence (x, y) = (y, x).

It remains to check non-degeneracy. Let i = {x ∈ g(A) : (x, y) = 0 ∀y ∈ g(A)}.
We claim i is an ideal of g(A). Let x ∈ i and a, y ∈ g(A). Since the form is
ad-invariant we have ([a, x], y) = −(x, [a, y]) = 0. Therefore iE g(A). Since the
form is non-degenerate on h by construction we have i ∩ h = {0}. But g(A)
has no non-zero ideals trivially intersecting h by definition. Therefore i = {0}.
Hence the form is non-degenerate.

Remark 1.4.3.
The constructed form is often referred to as the standard form. The proof of
the theorem shows that the form is determined by its restriction to h. Notice
also how our definition of Kac-Moody algebra come into play in the proof of
non-degeneracy. If we instead defined the Kac-Moody algebra purely in terms
of the Chevalley-Serre presentation it is not clear up front whether the form is
non-degenerate. Fortunately the two definitions coincide whenever the GCM is
symmetrizable so we get non-degeneracy in both cases.

1.5 The Weyl group

The Weyl group is another important notion from the theory of semisimple Lie
algebras. It is most notably involved in the Weyl character formula and is a
natural description of the symmetries of the roots. We therefore have motivation
for understanding how it generalizes to Kac-Moody algebras. The Weyl group
is defined, like previously, as the group W generated by fundamental Weyl
reflections

wi(β) = β − β(α∨i )αi, β ∈ h∗, i = 1, . . . , n.

There is one major difference between the root orbits in the finite and infinite-
dimensional case. While the Weyl group acts transitively on the roots in finite
dimension, this no longer true for infinite-dimensional Kac-Moody algebras.
This is basis for the dichotomy between real and imaginary roots i.e the dis-
tinction between roots which lie in an orbit of a simple root and roots which do
not. Real roots enjoy many of the classical properties from finite-dimensional
theory. For instance they have multiplicity 1 and the only scalar multiple of
a real root which is again a root is ±1 [Kac Prop 5.1]. For imaginary roots
on the other hand any integer multiple of an imaginary root is again an imag-
inary root [Kac Prop 5.5] and such roots may have arbitrary multiplicity. It is
therefore imaginary roots that are responsible for the rapid dimension growth
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in Kac-Moody algebras as height increases. When the Kac-Moody algebra is
symmetrizable imaginary roots are characterized by having non-positive norm
i.e (α, α) ≤ 0 in the standard bilinear form [Kac Prop 5.2]. This gives some
justification for the term ’imaginary’.

If |Φ| <∞ then W must leave Φ invariant by the axioms of a root system.
Therefore W ↪→ Sym(Φ) and so |Φ| < ∞ =⇒ |W | < ∞. By [Kac Prop 3.12]
the converse is true also. In combination with Theorem 1.2.8 we get another
characterization of finite-dimensionality for Kac-Moody algebras.

Proposition 1.5.1.
The following are equivalent:

i) |W | <∞

ii) |Φ| <∞

iii) dim g(A) <∞

In particular this proposition implies the Weyl group of a Kac-Moody algebra
may be infinite, and certainly infinite in the presence of an imaginary root.

1.6 Classification of generalized Cartan matri-
ces

Recall axioms (GCM1-3) from §1.2 for a generalized Cartan matrix (GCM).
The aim of this section is to prove that indecomposable GCMs fall under one
of three mutually exclusive classes: finite, affine or indefinite type. Let us begin
by defining what these classes mean.

Notational convention: for a vector u = (u1, . . . , un) ∈ Rn we write u > 0
if ui > 0 for all i = 1, . . . , n and u ≥ 0 if ui ≥ 0 for all i = 1, . . . , n. Note in
particular that u ≥ 0 does not in general imply (u > 0 or u = 0).

Definition 1.6.1. (GCM classes).
Let A be a GCM.
We say A is of finite type if
(i) detA 6= 0
(ii) ∃u > 0 with Au > 0
(iii) Au ≥ 0 =⇒ u > 0 or u = 0

We say A is of affine type if
(i) corank(A) = 1 (i.e rank(A) = n− 1)
(ii) ∃u > 0 such that Au = 0
(iii) Au ≥ 0 =⇒ Au = 0

We say A is of indefinite type if
(i) ∃u > 0 such that Au < 0
(ii) Au ≥ 0 and u ≥ 0 =⇒ u = 0
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Definition 1.6.2. (Indecomposability).
A GCM A is indecomposable if it cannot be conjugated to a block diagonal
matrix (

A1 0
0 A2

)
where A1 and A2 are GCMs of smaller size.

We wish to prove the following theorem:

Theorem 1.6.3. (GCM classification).
Let A be an indecomposable GCM.
Then A has exactly one of the following types:
(1) finite
(2) affine
(3) indefinite

To prove the main theorem we need a few lemmas.

Lemma 1.6.4. (Mutual exclusivity).
The classes finite, affine and indefinite type are mutually exclusive.

Proof.
Condition (i) in finite and affine classes are incompatible.
Condition (ii) in finite and indefinite classes are incompatible.
Condition (ii) in affine and indefinite classes are incompatible.

Remark 1.6.5.
It is therefore sufficient to prove that every GCM fall under at least one of the
three types.

Lemma 1.6.6.
Let ai = (ai1, . . . , ain) ∈ Rn for i = 1, . . . ,m. Then

n∑
j=1

aijxj < 0 , i = 1, . . . ,m

has a solution if and only if

m∑
i=1

biai = 0 , b1, . . . , bm ≥ 0 =⇒ b1, . . . , bm = 0

Proof. (See [Car, Lemma 15.2]).

Remark 1.6.7.
Note that

∑m
i=1 biai = 0 has a non-zero solution if and only if there exists a non-

zero solution with
∑m
i=1 bi = 1. The geometric interpretation of Lemma 1.6.6

can thus be expressed as the existence of a half-space containing the vectors
{a1, . . . ,am} if and only if the convex hull of {a1, . . . ,am} can be separated
from the origin. It is therefore an essentially weaker version of the hyperplane
separation theorem in which one of the convex sets is a point.
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A closely related statement to Lemma 1.6.6 (in the form we want to use) is:

Lemma 1.6.8.
Let A ∈Mm×n(R).
Suppose (u ≥ 0 and ATu ≥ 0) =⇒ u = 0.
Then ∃v > 0 such that Av < 0.

Proof. See [Car Prop 15.3]

Lemma 1.6.9.
Let A be an indecomposable GCM.
Then Au ≥ 0, u ≥ 0 =⇒ u > 0 or u = 0

Proof.
Suppose for a contradiction that Au ≥ 0, u ≥ 0 but u ≯ 0 and u 6= 0. Without
loss of generality we may reorder indices s.t ui = 0 for i = 1, . . . , s and ui > 0 for
i = s+1, . . . , n. Note that 0 < s < n due to hypothesis and negated conclusion.
Let u′ = (us+1, . . . , un)T > 0. Denoting by P,Q,R, S the submatrices of A with
dimensions s× s, s× (n− s), (n− s)× s and (n− s)× (n− s) respectively we
get

Au =

(
P Q
R S

) (
0
u′

)
=

(
Qu′

Su′

)
By (GCM3) Q has all non-positive entries. Therefore unless Q = 0, Qu′ is a
vector containing strictly negative entries contradicting Au ≥ 0. But if Q = 0
then R = 0 by (GCM2). Therefore A is block diagonal. P and S both in-
herit GCM axioms from A being principal submatrices. This finally contradicts
indecomposability of A.

Now let A be a GCM and consider the convex cone

KA = {u ∈ Rn : Au ≥ 0}

By Lemma 1.6.9 it follows that

KA ∩ {u ∈ Rn : u ≥ 0} ⊆ {u ∈ Rn : u > 0} ∪ {0}

i.e the only time the non-negative part of the cone intersects a coordinate hy-
perplane is at 0. Therefore {u ∈ Rn : u ≥ 0 and Au ≥ 0} 6= {0} only in one of
below mutually exclusive cases:

KA ⊆ {u ∈ Rn : u > 0} ∪ {0} (1.6)

(entire cone is positive except at origin)
or

KA = {u ∈ Rn : Au = 0} and KA is a 1-dim subspace (1.7)

(cone degenerates into a line through the origin).

It is geometrically clear that convexity is lost if the cone has a non-positive
point and is not a line, since we know it only enters non-positive region through
the origin (the drawn line between a non-positive point and a positive point on
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the cone need not pass through the origin and is therefore not fully contained
in the cone). So if (1.6) does not hold then KA is a line spanned by some vec-
tor w. By definition Aw ≥ 0. We also have −w ∈ KA since KA is a line, so
A(−w) ≥ 0 =⇒ Aw ≤ 0 and hence Aw = 0, giving (1.7). Details for above
statements can be found in [Car, Prop. 15.6].

We now characterize GCMs by reconciling above conditions with the defini-
tions we gave at the beginning for finite, affine and indefinite-type matrices.
This will complete the classification.

Proof. (GCM Classification).
Suppose

{u ∈ Rn : u ≥ 0 and Au ≥ 0} 6= {0} (∗)

Then as observed above there are two mutually exclusive cases (1.6) and (1.7)
which we consider separately:

Case: KA ⊆ {u ∈ Rn : u > 0} ∪ {0}.
We claim A is of finite type. Axiom (iii) follows immediately by the case as-
sumption. If there exists u 6= 0 such that Au = 0 then span{u} is a 1-dim
subspace of KA. But KA contains only strictly positive points (apart from the
origin) so such a subspace cannot be contained in KA, contradiction. Therefore
A is nonsingular and so det(A) 6= 0 asserting axiom (i). By (∗) there exists
u 6= 0 such that u ≥ 0 and Au ≥ 0. Lemma 1.6.9 implies that u > 0. Since
u > 0 we may perturb the entries of u with suitable εi > 0 ensuring Au > 0.
Therefore axiom (ii) holds. Hence A is of finite type.

Case: KA = {u ∈ Rn : Au = 0} and KA is a 1-dim subspace.
We claim A is of affine type. Axiom (i) follows immediately by the case as-
sumption. By (∗) there exists u 6= 0 such that u ≥ 0 and Au ≥ 0. By case
assumption Au ≥ 0 =⇒ Au = 0 and by Lemma 1.6.9 u > 0 asserting axioms
(ii) and (iii). Hence A is of affine type.

Now drop (∗) and assume: {u ∈ Rn : u ≥ 0 and Au ≥ 0} = {0}.
We claim A has indefinite type. Axiom (ii) follows immediately by case assump-
tion. By Lemma 1.6.8 it follows that there exists v > 0 such that AT v < 0.
Suppose AT is of finite type. Then

AT v < 0 =⇒ AT (−v) > 0 =⇒ −v > 0 or − v = 0 =⇒ v < 0 or v = 0

contradicting the fact that v > 0. Suppose AT is of affine type. Then

AT v < 0 =⇒ AT (−v) > 0 =⇒ AT (−v) = 0 =⇒ AT v = 0

contradicting the fact that AT v < 0. Since AT is neither of finite nor affine type
we must have {u ∈ Rn : u ≥ 0 and ATu ≥ 0} = {0} (by what has been shown
in preceding cases). Thus invoking Lemma 1.6.8 again we get u > 0 such that
Au < 0. This asserts axiom (i). Hence A is of indefinite type.

Hence every GCMs is of finite, affine or indefinite type.
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Chapter 2

Affine Lie Algebras

In this chapter we initiate our shift in focus from general Kac-Moody algebras to
affine Lie algebras and their representation theory. In the previous chapter we
established the well-known trichotomy of Kac-Moody algebras. We identified
Kac-Moody algebras of finite type with finite-dimensional simple Lie algebras.
We will now look at affine Lie algebras and see how they depend, in a very
concrete way, on a finite-dimensional simple Lie algebra. They are therefore
some of the most natural infinite-dimensional generalizations one could think
of. We only get so far by working with the Chevalley-generators of the al-
gebra presentation. To do representation theory we ideally need something
more tangible. Fortunately for affine Lie algebras the close relationship with a
finite-dimensional simple Lie algebra can be exploited to yield a concrete realiza-
tion. Roughly speaking this realization is a tensor between a finite-dimensional
simple Lie algebra and the Laurent polynomials, extended by a 1-dimensional
center and a derivation element. Due to this, much of the theory for finite-
dimensional semisimple Lie algebras can be lifted to affine Lie algebras. While
only the full realization can be identified with an affine Kac-Moody algebra one
can also consider partial constructions which yield further infinite-dimensional
generalizations, each with a distinguished representation theory. Somewhat am-
biguously they are all referred to as affine Lie algebras in literature (underlying
context being understood). We shall however mainly be concerned with the
(untwisted) construction up to central extension which can be identified with
the derived subalgebra of an affine Kac-Moody algebra. We will nevertheless
describe the full construction for completeness before we enter discussions about
finite-dimensional representation theory.
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2.1 Realizations of affine Lie algebras

The purpose of this section is to describe the construction of a concrete realiza-
tion for affine (Kac-Moody) Lie algebras. We begin with a notable observation
concerning GCMs of affine type.

Proposition 2.1.1. (Principal submatrices of affine GCMs are finite type).
Let A be an indecomposable GCM of affine type and let Am be a proper inde-
composable principal submatrix of A of size m × m. Then Am is a GCM of
finite type.

Proof.

Without loss of generality we can consider A =

(
P Q
R Am

)
.

Since A is affine ∃u > 0 such that Au = 0. Moreover

Au =

(
P Q
R Am

)(
un−m
um

)
=

(
Pun−m +Qum
Run−m +Amum

)
= 0.

Therefore Run−m + Amum = 0. Since R has non-positive entries by axiom
(GCM3) it follows that Run−m ≤ 0. Therefore Amum ≥ 0. Suppose for a
contradiction that Amum = 0. Then Run−m = 0 and since un−m > 0 we have
R = 0. But then Q = 0 by (GCM2) which contradicts indecomposability of A.
We now have um > 0, Amum ≥ 0 and Amum 6= 0. Note that Am is certainly a
GCM being a principal submatrix of a GCM. Therefore Am is neither of affine
nor indefinite type by definition. Hence Am is of finite type by trichotomy.

This proposition illustrates the close relationship between affine and finite type
Kac-Moody algebras. By deleting first row and column of an affine matrix we
get a matrix for a finite-dimensional simple Lie algebra. Hence given an affine
Kac-Moody algebra g(A) we may associate a finite-dimensional simple Lie al-
gebra g̊ = g(A(n−1)). It may therefore not seem unreasonable that g(A) can be
built up as an extension of g̊.

What is known about g(A)?
(1) g(A) is infinite-dimensional since A has affine type
(2) dimZ(g(A)) = 1 by Proposition 1.2.17
(3) dim h = n+ 1 by minimal realization

In contrast, g̊ is finite-dimensional, has trivial center being a simple Lie al-
gebra and has Cartan subalgebra of dimension n− 1 coming from a
(n − 1) × (n − 1) GCM of full rank. These are all discrepancies that needs to
be resolved before we can hope to identify our construction with g(A).

Let L = C[t, t−1] denote the algebra of Laurent polynomials in variable t.
Consider the loop algebra

L(̊g) = L⊗C g̊.

defined with pointwise multiplication

[P ⊗ x,Q⊗ y]L(̊g) := PQ⊗ [x, y]̊g (P,Q ∈ L; x, y ∈ g̊).
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Tensoring with the Laurent polynomials gives an infinite-dimensional Lie alge-
bra along with a Z-grading

L(̊g) =
⊕
j∈Z

(tj ⊗ g̊).

There are also homological reasons for considering the loop algebra. L(̊g) has a
1-dimensional second cohomology space H2(L(̊g),C) [Wei, 7.9.6] so there exists
a non-zero 2-cocycle. We will see that this in turn gives rise to a non-trivial
central extension.

By definition a 1-dim central extension of L(̊g) is given by a short exact se-
quence of Lie algebras

0 −→ Cc −→ ˆ̊g −→ L(̊g) −→ 0

where the image of c belongs to Z(ˆ̊g).

We may write ˆ̊g = L(̊g) ⊕ Cc as a vector space direct sum. To make this
an extension of Lie algebras we need a working bracket on the vector space. We
may consider a bracket definition of the form

[u+ λc, v + µc]ˆ̊g := [u, v]L(̊g) + ψ(u, v)c (u, v ∈ L(̊g); λ, µ ∈ C)

where ψ : L(̊g) × L(̊g) −→ C is a bilinear form. The bracket becomes valid if
and only if ψ defines a 2-cocycle i.e

ψ(u, v) = −ψ(v, u),

ψ(u, [v, w]) + ψ([v, w], u) + ψ([w, u], v) = 0

for all u, v, w ∈ L(̊g)

Note that c is indeed central with respect to this definition by bilinearity of
ψ. To find a concrete ψ a natural starting point is the standard bilinear form
( , )◦ on g̊ (which is moreover known to be unique up to a constant multiple).
This form can be extended linearly to an L-valued form on the loop algebra

( , ) : L(̊g)× L(̊g) −→ L

(P ⊗ x,Q⊗ y) 7−→ PQ(x, y)◦

for all P,Q ∈ L, x, y ∈ g̊.
Define the linear functional (the residue)

Res : L −→ C

Res

(∑
k∈Z

ckt
k

)
7−→ c−1

and set

ψ(P ⊗ x,Q⊗ y) = Res
(
dP
dt ⊗ x,Q⊗ y

)
(P,Q ∈ L; x, y ∈ g̊).
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It can now be simply checked that this defines a 2-cocycle on L(̊g) (see [Car
Lemma 18.3]).

At this point our extension ˆ̊g = L(̊g) ⊕ Cc has a 1-dimensional center and a

Cartan subalgebra (1 ⊗ h̊) ⊕ Cc of dimension n (here h̊ denotes a Cartan sub-
algebra of g̊ having dimension n − 1). Our Cartan subalgebra is therefore still
missing a dimension. Furthermore this extension has introduced a new issue.
Since affine GCMs are symmetrizable we know from Theorem 1.4.2 that g(A)

has an ad-invariant bilinear form. For any ad-invariant bilinear form on ˆ̊g we
have ([u, v], c) = (u, [v, c]) = 0 since [v, c] = 0 ∀v ∈ ˆ̊g. Given that [̊g, g̊] = g̊
since g̊ simple, it follows that [L(̊g),L(̊g)] = L(̊g) so every element of L(̊g) is
expressible as a sum of elements of the form [u, v]. Hence every ad-invariant

bilinear form on ˆ̊g is degenerate.

To fix above issues we must introduce another extension. We need a space
which acts non-trivially on the loop algebra to prevent degeneracy, while simul-
taneously killing the central element to maintain a 1-dimensional center and
augments the Cartan subalgebra by one dimension. This can be achieved by
adjoining a derivation d which acts on L(̊g) by multiplying each basis element
with its degree with respect to the gradation. In other words d acts by t ddt
on L(̊g) and trivially on c. This way we ensure it commutes with the abelian

subalgebra (1⊗ h̊)⊕ Cc. One then constructs an extension

˜̊g = L(̊g)⊕ Cc⊕ Cd

with bracket defined via

[(ti ⊗ x) + λ1c+ µ1d , (tj ⊗ x) + λ2c+ µ2d]˜̊g :=

[(ti ⊗ x) + λ1c, (t
j ⊗ x) + λ2c]ˆ̊g + λd.((tj ⊗ x) + λ2c)− µd.((ti ⊗ x) + λ1c) =

(ti+j ⊗ [x, y]̊g) + µ1(jtj ⊗ y)− µ2(iti ⊗ x) + iδi,−j(x, y)c

and checks that the action of d is a derivation on ˆ̊g [Car Lemma 18.4]. This gives
Jacobi identity for the bracket and anti-symmetry is clear. Hence the extension
is valid. We remark also that c remains central with respect to the new bracket.

We now have a construction which resolves (1), (2) and (3).

It turns out this is sufficient to identify ˜̊g with the affine Kac-Moody algebra
g(A) [See Kac Thm 7.4]. However only a subset of affine Kac-Moody alge-
bras can be related to this construction. Such Kac-Moody algebras are labelled
untwisted. Remaining affine Kac-Moody algebras can also be related to a
finite-dimensional simple Lie algebra, but in a slightly more convoluted way
that depends on a finite order automorphism of g̊. Such Kac-Moody algebras
are labelled twisted. Roughly speaking an automorphism σ : g̊ −→ g̊ such that
σm = 1 gives rise to an eigenspace decomposition

g̊ =
⊕
j∈Zm

g̊j

where g̊j is the eigenspace of σ with eigenvalue εj where ε = e
2πi
m .

A subalgebra L(̊g, σ,m) ≤ L(̊g) is then associated to σ given by
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L(̊g, σ,m) =
⊕
j∈Z

L(̊g, σ,m)j

where L(̊g, σ,m)j = tj ⊗ g̊j .
One finally makes extensions similar to those in the untwisted construction to
obtain a subalgebra of ˜̊g given by

˜̊gσ = L(̊g, σ,m)⊕ Cc⊕ Cd.

We will not go any deeper into this construction (cf [Kac Chapter 8]).
We just note that this is a generalization of the untwisted construction in which
σ = id.

2.2 Finite-dimensional representations

In this section we collect a few important results regarding the finite-dimensional
representation theory of affine Lie algebras, in this context being centrally ex-
tended loop algebras i.e ˆ̊g = L(̊g) ⊕ Cc (cf §2.1). The discussion here will be
used as a basis for comparison in the next chapter when we consider quantum
affine algebras (which are certain deformations of affine Lie algebras).

We first show that the center is redundant for the study of finite-dimensional
representations of ˆ̊g because its action is trivial. The finite-dimensional rep-
resentation theory of ˆ̊g thus reduces to the finite-dimensional representation
theory of L(̊g).

Proposition 2.2.1. (Center has trivial action).

Let ρ : ˆ̊g −→ End(V ) be a finite-dimensional representation.
Then ρ(c) = 0.

Proof.
First note that dim ˆ̊g =∞ and dimEnd(V ) <∞ so kerρE ˆ̊g is a non-zero ideal

with ˆ̊g/kerρ necessarily finite-dimensional. Recall from §2.1 how multiplication

in ˆ̊g is defined:

[P ⊗ x+ λc,Q⊗ y + µc]ˆ̊g = [P ⊗ x,Q⊗ y]L(̊g) +Res

(
dP

dt
⊗ x , Q⊗ y

)
c

= PQ⊗ [x, y]̊g +Res

(
dP

dt
Q (x, y)◦

)
c

for all P,Q ∈ C[t, t−1], x, y ∈ g̊, λ, µ ∈ C

Let
∑

α∈Φ̊∪{0}

(Qα ⊗ yα) + µc ∈ kerρ \ {0}, Qα ∈ C[t, t−1], yα ∈ g̊α, µ ∈ C.

We argue by induction on the number of non-zero terms Qα ⊗ yα (α ∈ Φ̊). If
all terms are zero then µc 6= 0 so c ∈ kerρ and we are done. Otherwise ∃β ∈ Φ̊
such that Qβ ⊗ yβ 6= 0. By standard theory of semisimple Lie algebras we have
that (̊gα, g̊β)◦ 6= 0⇔ α = −β [Hum Prop 8.1]. Therefore ∃xβ ∈ g̊−β such that
(xβ , yβ)◦ 6= 0 and such that (xβ , yα)◦ = 0 for α 6= β. Let Pβ ∈ C[t, t−1] such
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that Res(
dPβ
dt Qβ) 6= 0. Then

[Pβ ⊗ xβ ,
∑

α∈Φ̊∪{0}

(Qα ⊗ yα) + µc]ˆ̊g =
∑

α∈Φ̊∪{0}

(PβQα ⊗ [xβ , yα]) +Res

(
dPβ
dt

Qβ(xβ , yβ)◦

)
︸ ︷︷ ︸

µ′ 6= 0

c

∈ kerρ

If [xβ , yβ ] = 0 then there are less non-zero terms and we are done by induction.

Otherwise [xβ , yβ ] ∈ g̊0 = h̊ is non-zero. Therefore using that ( , )◦ |̊h is non-

degenerate ∃h ∈ h̊ such that (h, [xβ , yβ ])◦ 6= 0. Likewise ∃R ∈ C[t, t−1] such
that Res(dRdt PβQβ) 6= 0. Then

[R⊗ h,
∑

α∈Φ̊∪{0}

(PβQα ⊗ [xβ , yα]) + µ′c]ˆ̊g

=
∑

α∈Φ̊∪{0}

(RPβQα ⊗ [h, [xβ , yα]]) +Res

(
dR

dt
PβQβ(h, [xβ , yβ ])◦

)
︸ ︷︷ ︸

µ′′ 6= 0

c

∈ kerρ

Note that [h, [xβ , yβ ]] = 0 since [xβ , yβ ] ∈ h̊ so we have strictly less non-zero
terms. Hence by induction c ∈ kerρ.

Remark 2.2.2.
The argument in Proposition 2.2.1 in fact shows something slightly stronger.
Namely, c acts trivially on any unfaithful representation.

One of the usual questions about any representation theory is asking what the
irreducibles are. Our next aim is to describe a tensor decomposition of finite-
dimensional irreducible representations of L(̊g). The following key representa-
tion of L(̊g) is constructed by pulling back a representation of g̊ through an
evaluation homomorphism.

Definition 2.2.3. (Evaluation representation).
Let V be a finite-dimensional representation of g̊.
For every a ∈ C× define the evaluation homomorphism

eva : L(̊g) −→ g̊

P (t)⊗ x 7−→ P (a)x

Then the evaluation representation V (a) of L(̊g) is given by

(P (t)⊗ x).v = eva(P (t)⊗ x).v (v ∈ V )

Tensor products of evaluation representations is defined the way tensor represen-
tations of Lie algebras are normally defined. Given representations V1, . . . , Vn

of g̊ and a1, . . . , an ∈ C× we define the representation

n⊗
i=1

Vi(ai) of L(̊g) via

(P (t)⊗ x).(v1 ⊗ · · · ⊗ vn) =

n∑
i=1

v1 ⊗ . . . vi−1 ⊗ evai(P (t)⊗ x).vi ⊗ vi+1 ⊗ · · · ⊗ vn (vi ∈ Vi)
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Every finite-dimensional irreducible representation of L(̊g) can be decomposed
as a tensor product of evaluation representations. This fact was proved in [Rao].
We give a slightly alternative outline for the proof, still based on the main ideas
in [Rao], but instead making use of facts from commutative algebra. To arrive
at the decomposition we will make use of three mildly generic facts.

Lemma 2.2.4.
Let V be a faithful finite-dimensional completely reducible representation of a
finite-dimensional Lie algebra g. Then g is a direct sum of its center and a
semisimple Lie algebra (i.e g is reductive).

Proof.
(See [Kap Thm 23]).

Lemma 2.2.5.
Let iE L(̊g). Then i = I ⊗ g̊ for some ideal I E C[t, t−1].

Proof.
(See [Kac Lemma 8.6]).

Lemma 2.2.6.
Let g be a finite-dimensional simple Lie algebra. Then every irreducible finite-

dimensional representation of

k⊕
i=1

g is isomorphic to

k⊗
i=1

Vi where Vi is an irre-

ducible finite-dimensional representation of g for i = 1, . . . , k.

Proof.
(See [Bou §7, no.7]).

Theorem 2.2.7. (Tensor decomposition).
Let V be a finite-dimensional irreducible representation of L(̊g).
Then

V ∼=
n⊗
i=1

Vi(ai)

where V1, . . . , Vn are irreducible representations of g̊ and a1, . . . , an ∈ C× are
pairwise distinct.

Proof.
Let ρ : L(̊g) −→ End(V ) be a finite-dimensional irreducible representation.
Then L(̊g)/kerρ is a finite-dimensional Lie algebra. Moreover ρ descends to
an irreducible representation of L(̊g)/kerρ which is necessarily faithful. Thus
by Lemma 2.2.4, L(̊g)/kerρ is a direct sum of its center and a semisimple Lie
algebra. Hence [L(̊g)/kerρ,L(̊g)/kerρ] = L(̊g)/kerρ is semisimple.
By Lemma 2.2.5, kerρ = I ⊗ g̊ for some ideal I E C[t, t−1]. We claim I is a
radical ideal. Let f ∈

√
I. Then there exists n ∈ N such that fn ∈ I. Let x ∈ g̊

such that x 6= 0 and consider the ideal i = 〈f ⊗ x〉. Then D(n)i ⊆ I ⊗ g̊ = kerρ.
Therefore (i+kerρ)/kerρ is soluble and so is contained in the (unique) maximal
soluble ideal Rad(L(̊g)/kerρ) . But L(̊g)/kerρ is semisimple, so by definition
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Rad(L(̊g)/kerρ) = 0. Thus i ⊆ kerρ. In particular f ⊗ x ∈ kerρ = I ⊗ g̊ so
f ∈ I. Therefore

√
I ⊆ I. Hence

√
I = I and so I is a radical ideal.

Since I is radical and C[t, t−1] is Noetherian, I is an intersection of finitely many
prime ideals by a standard fact from commutative algebra. But prime ideals in
C[t, t−1] are generated by linear polynomials so

I =

(
k∏
r=1

(t− ar)

)
for some pairwise distinct a1, . . . , ak ∈ C×.

By Chinese Remainder theorem we have

C[t, t−1]

/(
k∏
r=1

(t− ar)

)
∼=

k⊕
r=1

C[t, t−1]/(t− ar).

Hence it follows that

L(̊g)/kerρ ∼=
k⊕
r=1

(C[t, t−1]/(t− ar))⊗ g̊.

We now have a clear isomorphism

Ψ :

k⊕
r=1

(C[t, t−1]/(t− ar))⊗ g̊ −→
k⊕
r=1

g̊

(f1(a1)⊗ x1, . . . , fk(ak)⊗ xk) 7−→ (f1(a1)x1, . . . , fk(ak)xk).

By Lemma 2.2.7 it follows that the finite-dimensional irreducible representations
of L(̊g)/kerρ are given by

L(̊g)/kerρ
∼=−−→

k⊕
r=1

(C[t, t−1]/(t− ar))⊗ g̊
Ψ−−→

k⊕
r=1

g̊
⊗k
r=1 ρr−−−−−−→ End

(
k⊗
r=1

Vi

)
where ρi : g̊ −→ End(Vi) is a finite-dimensional irreducible representation of g̊
for i = 1, . . . , k. The finite-dimensional irreducible representations of L(̊g)/kerρ
are each lifted in correspondence with finite-dimensional irreducible represen-
tations of L(̊g) equipped with the evaluation action such that the restriction
to kerρ = I ⊗ g̊ is zero (as given by evaluation in polynomials divisible by∏k
i=1(t− ai)).

We will now look closer at more general finite-dimensional representations of
L.(̊g).

Definition 2.2.8.
Let F denote the category of finite dimensional representations of L(̊g).

Since L(̊g) is neither finite-dimensional nor semisimple we cannot apply Weyl’s
theorem. In fact the category F is not semisimple [CP2]. This means one
has the added complication of indecomposables which are not irreducible (see
Weyl modules below). In particular it is not enough to know the irreducibles
to understand the category F . Since the loop algebra is closely dependent on
g̊ one would still like to lift as much as possible of the representation theory
of g̊ to the loop algebra. In particular one would like an analogue of highest
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weight module, which is a key concept in semisimple theory. The definition of a
highest weight module in the semisimple case depended only on the triangular
decomposition. The triangular decomposition

g̊ = n̊− ⊕ h̊⊕ n̊+

induces a decomposition

L(̊g) = L(̊n−)⊕ L(̊h)⊕ L(̊n+)

which may be used to make an almost parallel definition ([Sen]):

Definition 2.2.9. (Highest weight module).

Let V be an L(̊g)-module and λ ∈ h̊∗. We say V is a highest weight module,
with highest weight λ, if there exists v ∈ V with U(L(̊g)).v = V such that

L(̊n+).v = 0, h.v = λ(h)v for all h ∈ L(̊h)

Here U(L(̊g)) is the universal enveloping algebra of L(̊g) (see Appendix B).

The category F has maximal indecomposable highest weight modules called
Weyl modules. They are maximal in the sense that every object in F is pro-
jected uniquely onto by a Weyl module (up to isomorphism). Weyl modules
therefore correspond to isomorphism classes of representations in F . Hence
these modules fulfill a similar role to the Verma module in semisimple theory,
except they are always finite-dimensional and parametrized by n-tuples of poly-
nomials with constant coefficient 1. Such n-tuples are also known as Drinfeld
polynomials. We will spend the rest of this section introducing language to state
these facts.

Definition 2.2.10. (The monoid P+ of Drinfeld polynomials).
Let P+ be the set of all n-tuples of polynomials π = (π1, . . . , πn) ∈ (C[u])n such
that πi(0) = 1 for i = 1, . . . , n. Here we take n = rank(̊g) i.e the dimension of

h̊. The n-tuples π are called Drinfeld polynomials. The set P+ becomes a
monoid under pointwise multiplication:

(π1, . . . , πn)(π′1, . . . , π
′
n) = (π1π

′
1, . . . , πnπ

′
n).

We introduce some further notation. For a ∈ C× and i = 1, . . . , n set

πi,a = ((1− au)δij )1≤j≤n ∈ P.

Recall that we may associate to g̊ a set of fundamental weights

w1, . . . , wn ∈ h̊∗ satisfying wi(α
∨
j ) = δij .

We also define the positive weight lattice

∧+
W =

n⊕
i=1

Z+wi.

Now for λ ∈
∧+
W , λ 6= 0, set

πλ,a =

n∏
i=1

π
λ(α∨i )
i,a .
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Since every Drinfeld polynomial is an n-tuple of polynomials with constant
coefficient 1 and every polynomial splits uniquely as a product of linear factors
over C, the constant term in each linear factor must be 1. We can therefore
uniquely write every Drinfeld polynomial as a product of elements of the form
πi,a (up to reordering of terms). In terms of our compact notation πλ,a (which
simply picks out the multiplicity of the linear factor for each entry in the tuple),
we get for every π+ ∈ P+ a unique decomposition

π+ =

l∏
k=1

πλk,ak

for some λ1, . . . , λl ∈
∧+
W and pairwise distinct elements a1, . . . , al ∈ C×.

We also associate to each π+ an element

π− =

l∏
k=1

πλk,a−1
k

.

Moreover we have a map

λ : P+ −→ ∧+
W

π+ 7−→ λπ+ :=

n∑
i=1

deg(πi)wi.

We can now define the Weyl module ([CFS]):

Definition 2.2.11. (Weyl module).
Let π+ = (π+

1 , . . . , π
+
n ) ∈ P+. Then the Weyl module W (π+) is the U(L(̊g))-

module generated by an element wπ+ with action:

L(̊n+).wπ+ = 0, h.wπ+ = λπ+(h)wπ+ , (p±i − π
±
i (u)).wπ+ = 0,( ∞∑

k=0

(fi ⊗ tk)uk+1

)λπ+ (α∨i )+1

.wπ+ = 0

where h ∈ h̊, p±i = exp

(
−
∞∑
k=1

α∨i ⊗ t±k

k
uk

)
and i = 1, . . . , n.

The top three relations ensure W (π) is a highest weight module. The bottom
relation ensures L(̊n−) acts (locally) nilpotently on W (π).

We end this section with a few important facts about Weyl modules.

Theorem 2.2.12. (W (π+) is finite-dimensional).
dimW (π+) <∞ for all π+ ∈ P+.

Proof. (See [CP2]).

Theorem 2.2.13. (W (π+) is maximal with unique irreducible quotient).
Let V be a highest weight module in F generated by v. Then there exists a
unique π+ ∈ P+ such that V is a L(̊g)-module quotient of W (π+). Moreover
W (π+) has a unique irreducible L(̊g)-module quotient V (π+).
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Proof. (See [CP2])

Remark 2.2.14.
If V ∈ F is irreducible then by Theorem 2.2.7 it is a tensor product of ir-
reducible evaluation representations. Irreducible evaluation representations of
L(̊g) are irreducible as representations of the finite-dimensional simple Lie al-
gebra g̊. Irreducible representations of finite-dimensional simple Lie algebras
are known to be highest weight. Hence due to the induced action it follows
that V is highest weight as a representation of L(̊g). Therefore by Theorem
2.2.13 there exists π+ ∈ P+ such that V is a quotient of W (π+). Moreover V
must be the unique irreducible quotient of W (π+) by the second statement in
Theorem 2.2.13. Therefore each irreducible V precisely corresponds to a unique
π+ ∈ P+ giving a bijective parametrization of finite-dimensional irreducible
representations by Drinfeld polynomials:

P+ W (π+)

V (π+)
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Chapter 3

Quantum Affine Algebras

In this chapter we move up a step further in generalization from the object
we started with, namely the finite-dimensional simple Lie algebra. In the first
chapter we generalized simple Lie algebras by varying the Cartan matrix over
a larger class of matrices. In the second chapter we described a procedure for
affinizing the simple Lie algebra through a central extension of its loop algebra.
We will here describe yet another way of generalizing (the universal enveloping
algebra of) a simple Lie algebra through a so called q-deformation (or ’quanti-
zation’) of its Chevalley-Serre presentation. We will then combine affinization
with quantization to arrive at the quantum affine algebra. A q-deformation
is roughly speaking the process of adding a formal parameter q from which a
’classical’ object is recovered in the limit as q −→ 1. Many familiar math-
ematical objects admit a q-deformation, none the least the natural numbers!
Simple finite-dimensional Lie algebras themselves appeared too rigid to admit a
non-trivial deformation. However in 1985 it was astonishingly shown by Drin-
feld[Dri] and Jimbo[Ji1] that the universal enveloping algebra U(g) of a simple
Lie algebra (and more generally any symmetrizable Kac-Moody algebra) admits
a q-deformation in the context of being Hopf-algebras. Generally speaking an
object tends to lose its most characteristic features under deformation but the
authors showed the axioms of a Hopf-algebra remain preserved and yields U(g)
as q −→ 1. Hopf algebras (as opposed to general algebras) are better behaved
because they have more manageable representation theory arising mainly from
the fact that they allow for well-defined tensor and dual representations.
There are essentially two approaches one could take to define quantum affine
algebras. We could either affinize and then quantize, which leads to Drinfeld’s
”new” realization or we could swap the process and be led to Drinfeld-Jimbo’s
standard q-analogue presentation. We will focus on the former in this chapter
because it gives a better outlook for studying the finite-dimensional representa-
tion theory. In particular we will be keen to find q-analogues of notions studied
in the previous chapter.
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3.1 Quantized enveloping algebras

This section serves as a brief introduction to ’quantization’, ’q-deformation’
or ’q-analogue’ (all here meaning the same thing) with emphasis on univer-
sal enveloping algebras (see Appendix B). In literature it is seemingly com-
mon practise to use the word quantization when q-deforming a Hopf algebra
to distinguish it from other kinds of q-objects. The practise of finding q-
analogues of classical functions/objects dates back to Euler and Gauss. Euler
considered e.g q-analogues of the derivative as well as the partition function
p(n) = #partitions of n.

P (q) =

∞∑
n=0

p(n)qn =

∞∏
k=0

(1− qk+1)−1 (q-partition function)

Dqf(x) =
f(qx)− f(x)

x(q − 1)
(q-derivative)

Since then mathematicians have tried to q-deform almost anything they could
get their hands on. As described in the chapter introduction, constructing
a q-analogue of a ’classical’ object involves finding a family of objects that are
similar (not meaning isomorphic) and depending on a formal parameter q which
could be interpreted as a complex number, or more universally an indeterminate
in the field of rational functions C(q). One requires that this family ’tend’ to
the classical object as q −→ 1 and importantly belong to the same underlying
category as the classical object. Unless otherwise stated we assume over course
of the chapter that

q ∈ C \ {0} is not a root of unity

There is more subtlety involved in the root of unit case for reasons that will
become apparent. General motivation for studying q-deformations is to under-
stand how structures behave under perturbation. Clearly there can be geomet-
rical motivations for doing so e.g in the study of manifolds, but they are also
interesting to study in their own right because they provide new insight into
the object under deformation. The q-analogues of objects such as universal en-
veloping algebras also have vast applications in physics (which is how the word
’quantum’ enters the literature).

We begin by defining a q-analogue of the most fundamental of objects, namely
the natural numbers. In fact a whole theory of q-arithmetic can be developed
on top of it.

Definition 3.1.1. (q-numbers, q-factorials and q-binomial coefficients).
Let q ∈ C \ {±1}.
Define the q-number [n]q by

[n]q =
qn − q−n

q − q−1
,

the q-factorial [n]q! by

[n]q! = [n]q[n− 1]q . . . [2]q[1]q,
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and the q-binomial coefficient
[
n
r

]
q

by[
n

r

]
q

=
[n]q!

[r]q![n− r]q!

Note that [n]q −→ n as q −→ 1 via e.g l’Hopital’s rule.
Therefore [n]q! −→ n! and

[
n
r

]
q
−→

(
n
r

)
as q −→ 1 as required

Before we consider the more esoteric quantum affine algebra we consider the
q-analogue Uq(g) of the universal enveloping algebra of a finite-dimensional
semisimple Lie algebra g. Guided by what we know from semisimple theory
the first object we should look to understand is Uq(sl2). Indeed in analogy with
semisimple Lie algebras, it will turn out to be the prototype for the general
construction also in the quantized setting.

Recall that U(sl2) is the algebra generated by E,H,F subject to

HE − EH = [H,E] = 2E, HF − FH = [H,F ] = −2F
EF − FE = [E,F ] = H

(cf Appendix B).
Note that the formal multiplication symbol ⊗ on the left hand side has been
omitted for brevity.

Recall that U(sl2) is a Hopf algebra (cf Appendix A).
The standard presentation of Uq(sl2) is given by:

Definition 3.1.2. (Presentation of Uq(sl2)).
Uq(sl2) is the algebra generated by E,F,K,K−1 subject to

KK−1 = 1 = K−1K

KE = q2EK

FK = q2KF

EF − FE =
K −K−1

q − q−1

with co-multiplication, co-unit and antipode given by

∆(K) = K ⊗K, ε(K) = 1, S(K) = K−1,

∆(E) = E ⊗ 1 +K ⊗ E, ε(E) = 0, S(E) = −K−1E,

∆(F ) = F ⊗K−1 + 1⊗ F, ε(F ) = 0, S(F ) = −FK

It is not immediately clear what motivates this presentation. In particular the
q = 1 specialization is not well-defined. Although the presentation can be mod-
ified to recover a structure isomorphic to U(sl2) at q = 1, we will offer a more
intuitive explanation for the presentation at hand. The justification we give is
strictly speaking informal but it does turn out to yield the right intuition. We
remark that deforming U(sl2) in some way is easy since one can trivially devise
a deformation with required classical limit that is merely a family of algebras.
The challenge lies in finding a deformation which maintains the additional struc-
ture of a Hopf algebra (which is the main reason we can study its representation
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theory). Although it is straightforward to check the Hopf axioms given above
definition, it is in general non-trivial that these assignments exist in the first
place.

The idea behind this presentation is to deform the relation

EF − FE = H

by setting

EF − FE = [H]q = qH−q−H
q−q−1 .

Although qH does not make sense (and will be replaced by K) we could define
it as a formal power series in terms of the exponential map

qH = exp(log(q)H) =

∞∑
n=0

log(q)n

n!
Hn.

Evaluating the limit of the summand using e.g l’Hopital rule we have

[H]q = qH−q−H
q−q−1 =

∞∑
n=0

log(q)n − log(q)−n

(q − q−1)n!
Hn −→ H as q −→ 1 .

By rewriting the relation HE − EH = 2E as HE = E(H + 2) we have by
induction that

HnE = E(H + 2)n.

Therefore

qHE =

∞∑
n=0

log(q)n

n!
HnE = E

∞∑
n=0

log(q)n

n!
(H + 2)n

= E exp(log(q)(H + 2)) = E exp(log(q)2) exp(log(q)H) = q2EqH .

Taking K = qH gives the relations in the presentation of Uq(sl2).

In the same way that copies of sl2 were glued together to yield a presenta-
tion of an arbitrary semisimple Lie algebra, one can glue together copies of
Uq(sl2) to obtain a presentation for Uq(g), which remarkably, is still consistent
with the Hopf algebra structure.

Definition 3.1.3. (Presentation of Uq(g)).
Let g be a finite-dimensional semisimple Lie algebra with Cartan matrix (Aij).
Suppose g has simple roots α1, . . . , αn.
Then Uq(g) is the algebra generated by Ei, Fi,Ki,K

−1
i (i = 1, . . . , n) satisfying

the following relations:

KiK
−1
i = K−1

i Ki = 1, KiKj = KjKi,

KiEjK
−1
i = q

Aij
i Ej , KiFjK

−1
i = q

−Aij
i Fj ,

EiFj − FjEi = δij
Ki −K−1

i

qi − qi
,
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1−Aij∑
k=0

(−1)k
[
1−Aij

k

]
qi

Eki EjE
1−Aij−k
i = 0 (i 6= j),

1−Aij∑
k=0

(−1)k
[
1−Aij

k

]
qi

F ki FjF
1−Aij−k
i = 0 (i 6= j),

where qi = qdi , di = (αi, αi)/2 (i = 1, . . . , n)
with co-multiplication, co-unit and antipode given by

∆(Ki) = Ki ⊗Ki, ε(Ki) = 1, S(Ki) = K−1
i

∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ε(Ei) = 0, S(Ei) = −K−1
i Ei,

∆(Fi) = Fi ⊗K−1
i + 1⊗ Fi, ε(Fi) = 0, S(Fi) = −FiKi

Remark 3.1.4.
The above presentation is mainly dependent on the existence of a non-degenerate
bilinear form so we don’t have to restrict ourselves to finite-dimensional semisim-
ple Lie algebras. The presentation works likewise for symmetrizable Kac-Moody
algebras. However in such case one sometimes work with a slightly larger pre-
sentation containing generators Kh for all h ∈ h, in analogy to how we extended
the original Chevalley-Serre presentation to Kac-Moody algebras. One then
must impose the relation

K0 = 1, KaKb = Ka+b for all a, b ∈ h.

and replace the top relations by

KhEjK−h = qαj(h)Ej and KhEjK−h = q−αj(h)Ej

while making corresponding changes to the Hopf algebra assignments.
Drinfeld and Jimbos original presentation was given in this generality.
We will therefore refer to this presentation as the Drinfeld-Jimbo presenta-
tion. In the quantum affine setting this generalized view of the presentation
corresponds to the operations ”quantization −→ affinization” by first quantizing
the relations of U(g) and then allow for generalized (affine) Cartan matrices.
The sums are called q-Serre relations. Indeed their classical limit is given by

lim
q→1

1−Aij∑
k=0

(−1)k
[
1−Aij

k

]
qi

Eki EjE
1−Aij−k
i =

1−Aij∑
k=0

(−1)k
(

1−Aij
k

)
Eki EjE

1−Aij−k
i

= (adEi)
1−Aij (Ej)

The last identity follows easily by induction on the exponent. Finally notice
that the presentation for Uqi(sl2) is recovered if one restricts to the subalgebras
generated by Ei, Fi,Ki,K

−1
i for i = 1, . . . , n.

We end this section by briefly mentioning a few results concerning the represen-
tation theory of Uq(g) for g finite-dimensional and semisimple. As is well-known
from the theory of semisimple Lie algebras, finite-dimensional irreducible rep-
resentations are parametrized by highest weight. For Uq(g) this continues to
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hold, albeit with minor modification in that we must add a new parameter σ
’twisting’ each weight component by a sign. The finite-dimensional representa-
tion theories of Uq(g) and g are therefore very similar. In particular one has
a complete reducibility result in analogy with Weyl’s theorem. We begin by
defining the quantum analogue of weight spaces.

Definition 3.1.5. (Weight).
A weight is an n-tuple w = (w1, . . . , wn) where wi ∈ C \ {0}.

Definition 3.1.6. (Weight space).
Let V be a Uq(g)-module and w = (w1, . . . , wn) a weight.
Then the weight space Vw is given by

Vw = {v ∈ V : Ki.v = wiv, i = 1, . . . , n}

We get a partial ordering on the weights via w′ ≤ w iff w′−1
i wi = q(αi,β) for

some β ∈
∧+

Π. Notions such as highest weight and integrable module then carry
over in immediate fashion.

Proposition 3.1.7.
Every finite-dimensional highest weight Uq(g)-module is irreducible.

Proof. (See [CP3] Cor 10.1.6).

Proposition 3.1.8.
Every finite-dimensional irreducible Uq(g)-module is highest weight and inte-
grable.

Proof. (See [CP3] Prop 10.1.2).

Proposition 3.1.9.
The irreducible Uq(g)-module Vq(w) with highest weight w is integrable if and

only if w = wσ,λ for some weight λ ∈
∧+
W and homomorphism σ :

∧
Π −→ {±1}

where wσ,λ = (wi), wi = σ(αi)q
(αi,λ) and α1, . . . , αn simple roots of g for

i = 1, . . . , n.

Proof. (See [CP3] Prop 10.1.1).

Combining the last two propositions gives us a complete description of the
highest weight parametrization of finite-dimensional irreducible Uq(g)-modules.
In contrast to the semisimple case, the presence of the parameter σ implies
there can be multiple irreducible highest weight modules associated with a given
highest weight λ. In fact there are 2n choices for σ as determined by where the
fundamental weights go.

Example 3.1.10. (Uq(sl2)-modules).
There are exactly two irreducible finite-dimensional Uq(sl2)-modules up to iso-
morphism for each weight λ. They are parametrized by σ = ±1. For each
Uq(sl2)-module there exists a basis {v1, . . . , vl} on which the action of Uq(sl2)
is given by

K1.vi = σql−2ivi E1.vi = σ[l − i+ 1]qvi−1 F1.vi = [i+ 1]qvi+1
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For fixed σ we also get an induced partial ordering wσ,λ′ ≤ wσ,λ iff λ′ ≤
λ. Like mentioned previously there is also an important reducibility result for
Uq(g) which implies it is enough to understand the finite-dimensional irreducible
modules to understand all finite-dimensional modules.

Theorem 3.1.11.
Every finite-dimensional Uq(g)-module is completely reducible.

Proof. (See [CP3] Thm 10.1.7).

3.2 Drinfeld presentation

In the previous section we defined a presentation of Uq(g) which in the correct
context corresponded to the procedure ”quantization −→ affinization”. We now
consider a different presentation due to Drinfeld corresponding to the opposite
sequence ”affinization −→ quantization”. By affinization of a simple finite-
dimensional Lie algebra g we take the following meaning

ĝ = L(g)⊕ Cc

where the construction is defined as in §2.1.

Definition 3.2.1. (Quantum affine algebra).
Let g be a simple Lie algebra. Then Uq(ĝ) is called the quantum affine alge-
bra.

In some sense the presentation we gave for Uq(g) in Definition 3.1.3 is too
generic since we merely wish to quantize U(ĝ). We are also interested in finding
q-analogues for the representation theory of U(ĝ). It is worth noting that U(ĝ)
has representation theory equivalent to that of ĝ (see Appendix A). In particular
we look for a corresponding notion of highest weight representation. Since L(n+)
and L(h) have no immediate description in terms of the standard generators for
ĝ it is not obvious how the highest weight concept quantizes to the entire family
of Uq(ĝ) algebras. Nevertheless Drinfeld found a new realization in terms of
q-analogues of the L(g)-generators

{ei ⊗ tj , fi ⊗ tj , hi ⊗ tj : i = 1, . . . , n, j ∈ Z}

in which one can assign a meaning to ’highest weight representation’.

Theorem 3.2.2. (Drinfeld’s presentation of Uq(ĝ)).
Let g be a finite-dimensional simple Lie algebra with Cartan matrix (Aij). Sup-
pose g has simple roots α1, . . . αn.
Then Uq(ĝ) can be realized as the algebra generated by

x±i,m, hi,r, K
±1
i , c±1/2 (m ∈ Z, r ∈ Z \ {0}, i = 1, . . . , n)
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with relations:

c±1/2 are central,

c1/2c−1/2 = c−1/2c1/2 = 1,

KiK
−1
i = K−1

i Ki = 1,

KiKj = KjKi,

Kihj,r = hj,rKi,

Kix
±
j,mK

−1
i = q

±Aij
i x±j,m,

[hi,r, hj,s] = δr,−s
1

r
[rAij ]qi

cr − c−r

qj − q−1
j

,

[hi,r, x
±
j,m] = ±1

r
[rAij ]qic

∓|r|/2x±j,r+m,

x±i,m+1x
±
j,s − q

±Aij
i x±j,sx

±
i,m+1 = q

±Aij
i x±i,mx

±
j,s+1 − x

±
j,s+1x

±
i,m,

[x+
i,m, x

−
j,s] = δij

c(r−s)/2φ+
i,m+s − c−(r−s)/2φ−i,m+s

qi − q−1
i

,

and for i 6= j∑
π∈

∑
a

a∑
k=0

(−1)k
[
a

k

]
qi

x±i,mπ(1)
. . . x±i,mπ(k)

x±j,sx
±
i,mπ(k+1)

. . . x±i,mπ(1−Aij)
= 0,

for all sequences of integers m1, . . . ,ma where a = 1−Aij and∑
a is the symmetric group on a letters, qi = qdi , di = (αi, αi)/2 and φ±i,m

determined by equating powers of z in the formal power series

∞∑
m=0

φ±i,±mz
±m = K±1

i exp

(
±(qi − q−1

i )

∞∑
r=1

hi,±rz
±r

)
.

Let θ =

n∑
i=1

miαi be the highest root of g, set qθ = qi if θ is Weyl group conjugate

to αi and set Kθ =

n∏
i=1

Kmi
i . Suppose the root vector Ēθ of g is expressed in

terms of simple root vectors as

Ēθ = λ[Ēi1 , [Ēi2 , [. . . , [Ēik , Ēj ] . . . ]]

for some λ ∈ C.
Define maps

w±i : Uq(ĝ) −→ Uq(ĝ)

a 7−→ x±i,0a−K
±1
i aK∓1

i x±i,0

Then there exists an isomorphism Ψ between above presentation and the Drinfeld-
Jimbo presentation of Uq(ĝ) in Definition 3.1.3 given by

K0 7−→ cK−1
θ , Ki 7−→ Ki

Ei 7−→ x+
i,0, Fi 7−→ x−i,0 (i = 1, . . . , n)

E0 7−→ µw−i1 . . . w
−
ik

(x−j,1)K−1
θ , F0 7−→ λKθw

+
i1
. . . w+

ik
(x+
j,−1),
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where µ ∈ C is determined by the condition

[E0, F0] =
K0−K−1

0

qθ−q−1
θ

Remark 3.2.3.
The correspondence between the q-analogue generators in the Drinfeld presen-
tation and the generators for L(g) is given by

ei ⊗ tj ←→ x+
i,j , fi ⊗ tj ←→ x−i,j ,

hi ⊗ 1←→ Ki, hi ⊗ tj ←→ hi,j (j 6= 0)

Notice that in analogy with all previous presentations, this presentation is

stringed together by copies of Uqi(ŝl2) (i = 1, . . . , n) as given by the subal-
gebras

〈x±i,m, hi,r,K
±1
i , c±1/2 : m ∈ Z, r ∈ Z \ {0}〉

The third takeaway from this presentation is that it is rather complicated, how-
ever its generators can be given a more clear interpretation. Using Drinfelds real-
ization Beck [Bec] proved a q-analogue of the PBW-theorem for Uq(ĝ), in which
taking U±q , U

0
q to be the subalgebras generated by x±i,m and hi,r, c

±1/2,K±1
i

respectively, yields a decomposition

Uq(ĝ) = U+
q U

0
qU
−
q (as vector spaces)

A q-PBW theorem means we get a family of bases for which the PBW-theorem
holds for each Uq(ĝ) and such that the classical PBW-basis for U(ĝ) is recovered
at q = 1. As we will see in the next section, these subalgebras will give us a way
of interpreting the action of U±q as raising/lowering operators on a vector space
and U0

q as a kind of ”Cartan subalgebra” in a highest weight representation
theory of Uq(ĝ).

3.3 Quantum loop algebras

Starting from this section we study the finite-dimensional representation theory
of Uq(ĝ). In the previous chapter we described a full parametrization of irre-
ducible finite-dimensional representations of ĝ. In section §3.1 we stated results
showing that the representation theory of Uq(g) is nearly congruent to g up to a
minor ’twisting’. In contrast, the representation theory of Uq(ĝ) is considerably
more complex than either that of ĝ and Uq(g) alone. This is to be anticipated
since we lose both semisimplicity and finite-dimensionality by first affinizing and
then get added twisting complexity by quantization. However several analogies
can still be remedied from our previous discussions, although not in as full gen-
erality.

We begin by introducing some terminology.
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Definition 3.3.1. (Type 1 representation).
A representation V of Uq(ĝ) is said to be of Type 1 if c1/2 acts by 1 and the
generators Ki act diagonalizably on V with eigenvalues integer powers of q.

We proved in Proposition 2.2.1 that the finite-dimensional representation theory
of ĝ could be reduced to that of L(g). In the quantum case we do not have a
full analogy to this but there is a partial one. The study of finite-dimensional
irreducible representations of Uq(ĝ) can be reduced to the study of the quantum
loop algebra Uq(L(g)) ∼= Uq(ĝ)/〈c − 1〉. This is implied by the following
proposition

Proposition 3.3.2. (Reduction to quantum loop algebra).
Every finite-dimensional irreducible representation V of Uq(ĝ) can be obtained
from a Type 1 representation by twisting with a product of below automorphisms

(1) c1/2 7−→ −c1/2, x±i,m 7−→ (−1)mx±i,m, Ki 7−→ Ki, hi,r 7−→ hi,r

(2) Ki 7−→ σiKi, Ei 7−→ σiEi, Fi 7−→ Fi

where σ0, . . . , σn ∈ {±1}.

Proof.
Let V be a finite-dimensional irreducible representation of Uq(ĝ) and set

V 0 = {v ∈ V : x+
i,m.v = 0 for all i,m}

Suppose for a contradiction that V 0 = 0.
Since we are working over C it follows that V has at least one non-zero eigenspace
with respect to Ki. Thus since K0, . . . ,Kn act on V as a family of commuting
invertible linear endomorphism (as implied by the relations) it follows by stan-
dard linear algebra that they must have a common eigenvector w with non-zero
eigenvalues λ0, . . . , λn. Since V 0 = 0 there must exist an infinite sequence of
non-zero vectors

w, x+
i1,m1

w, x+
i2,m2

x+
i1,m1

w, x+
i3,m3

x+
i2,m2

x+
i1,m1

w, . . . . (∗)

By repeated application of the Drinfeld relation

Kix
±
j,m = q

±Aij
i x±j,mKi

we calculate

Kr.(x
+
ik,mk

x+
ik−1,mk−1

. . . x+
i1,m1

w) = q
Arik
r x+

ik,mk
Ki.(x

+
ik−1,mk−1

x+
i1,m1

w)

= q
∑k
j=1 Arij

r x+
ik,mk

. . . x+
i1,m1

Kr.w

= λrq
∑k
j=1 Arij

r x+
ik,mk

. . . x+
i1,m1

w

Note that Arik cannot be zero for every r as that would give a zero column in
the Cartan matrix. Therefore the non-zero elements in (∗) belong to distinct
weight spaces and must therefore be linearly independent.
This contradicts finite-dimensionality of V .
Hence we may choose v ∈ V 0 \ {0}.
Recall from Remark 3.1.4 that Uq(ĝ) contains subalgebras isomorphic to Uqi(sl2)
in the Drinfeld-Jimbo generators
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〈Ei, Fi,Ki,K
−1
i 〉 i = 0, . . . , n.

By the isomorphism in Theorem 3.2.2 we have that Ei maps to x+
i,0.

However by construction x+
i,0 acts by 0 on v and therefore so does Ei.

Therefore v generates a highest weight Uqi(sl2)-module for each i.
By Proposition 3.1.7 every finite-dimensional highest weight module is irre-
ducible. Therefore by Proposition 3.1.8 and Proposition 3.1.9 it follows that

Ki.v = σiq
(α,λi)
i v, i = 0, . . . , n

where σi = ±1, (α, λi) ∈ Z and α is the simple root of sl2.
By the isomorphism Ψ from Theorem 3.2.2 we have

K0 7−→ cK−1
θ , Ki 7−→ Ki

Therefore s0 = d0(α, λ0) ≤ 0 and si = di(α, λi) ≥ 0 for i = 1, . . . , n.
Moreover Ψ gives

Ψ(K0) = cK−1
θ =⇒ K0 = Ψ−1(c)Ψ−1(K−1

θ )

=⇒ K0 = Ψ−1(c)Ψ−1(K−mnn . . .K−m1
1 )

=⇒ K0 = Ψ−1(c)Ψ−1(Kn)−mn . . .Ψ−1(K1)−m1

=⇒ K0 = Ψ−1(c)K−mnn . . .K−m1
1

=⇒ K0

n∏
j=1

K
mj
j = Ψ−1(c)

Since c is central and V irreducible c acts on v by a scalar via Schur’s lemma.
Moreover since Ψ is an isomorphism Ψ−1(c) and c must act on v by the same
scalar. Hence

c.v = Ψ−1(c).v =

σ0

n∏
j=1

σ
mj
j qs0+

∑n
k=0 mksk

 v

There are more ways we can think of 〈E1, F1,K1,K
−1
1 〉 as embedding into Uq(ĝ)

as a subalgebra isomorphic to Uq(sl2).
Consider below family of homomorphisms inducing actions on V

E1 7−→ xi,r, F1 7−→ xi,−r, K1 7−→ crKi (i = 1, . . . , n, r ∈ Z).

Computing the induced action of K1 under each homomorphism we get

crKi.v =

σiσr0 n∏
j=1

σ
rmj
j qsi+r(s0+

∑n
k=1 mksk)

 v

Since K1 acts on v with a non-negative power of q it follows that crKi will
likewise and therefore

si + r

(
s0 +

n∑
k=1

mksk

)
≥ 0

for every r ∈ Z.
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Thus

s0 +

n∑
k=1

mksk = 0

so

c.v = σ0

n∏
j=1

σ
mj
j v

Given that σ2
i = 1 we may, by invoking automorphisms in (2) where necessary,

assume σi = 1 for all i = 0, . . . , n
Hence c.v = v.
Since V is irreducible it is generated as a Uq(ĝ)-module by v.
Therefore since c is central in Uq(ĝ) it acts by 1 on all of V .
By Schur’s lemma c1/2.v = λv for some λ ∈ C.
Thus

v = c.v = c1/2c1/2.v = λ2v

Therefore c1/2 acts on V by ±1.
If the action is by −1 then we can twist by the automorphism in (1) to negate
the action of c1/2. We may therefore assume c1/2 acts by 1 and this shows V is
a Type 1 representation.

Corollary 3.3.3. (Highest weight analogue).
Let U+

q and U0
q be the subalgebras generated by {xi,m : m ∈ Z, i = 1, . . . , n}

and {hi,r, c±1/2,K±1
i : r ∈ Z \ {0}, i = 1, . . . , n} respectively.

Then every non-zero finite-dimensional irreducible Type 1 representation V of
Uq(ĝ) contains a non-zero vector v which is annihilated by U+

q and is a simul-
taneous eigenvector for the elements of U0

q .

Proof.
The Drinfeld relations imply V 0 is a U0

q -module. They also imply that the
generators of U0

q all commute. Since V 0 is non-zero (by proof of Proposition
3.3.2) the elements of U0

q will simultaneously diagonalize a non-zero vector v ∈
V 0. This vector is also annihilated by U+

q by construction. Hence v satisfies
the requirements.

Remark 3.3.4.
The corollary motivates a quantum affine analogue of highest weight represen-
tation. However it will not be a proper q-analogue since it does not give back
the classical highest weight notion for U(ĝ). The notion we are about to define
is therefore more commonly referred to as ’pseudo-highest weight’ in literature
(see e.g [CP3]). Since every irreducible representation can be twisted into a
Type 1 representation we can without loss of generality restrict ourselves to the
study of the quantum loop algebra Uq(L(g)).

By comparing coefficients in the formal power series given in the Drinfeld pre-
sentation one obtains
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φ±i,r = ±K±1
i ((qi − q−1

i )hi,r + g±i,r(hi,±1, . . . , hi,±(r−1)))

where g±i,r are homogeneous polynomials of degree r.
Unwinding this recursive definition with respect to hi,r we may rearrange

hi,r =
∓K∓1

i (−φ±i,r±K
±1
i g±i,r(hi,±1,...,hi,±(r−1)))
qi−q−1

i

and apply induction on hi,±1, . . . , hi,±(r−1) to write each hi,r in terms of φ±i,m
and K±i . Hence U0

q is equally defined by generators φ±i,m in place of hi,r.

Definition 3.3.5. (Pseudo-highest weight representation).
A Type 1 representation V of Uq(L(g)) is pseudo-highest weight if it is
generated by a vector v0 which is annihilated by U+

q and is a simultaneous

eigenvector for the elements in U0
q . If φi,m.v0 = ϕ±i,mv0, then the collection of

complex numbers ϕ±i,m, denoted ϕ is called the pseudo-highest weight of V .

We may thus summarize our efforts into the following corollary

Corollary 3.3.6. (Type 1 irreducibles are pseudo-highest weight).
Every finite-dimensional irreducible Type 1 representation of Uq(L(g)) is pseudo-
highest weight.

3.4 Chari-Pressley theorem

In the previous section we established a partial quantum affine analogy to the
reduction made in chapter 2 from the finite-dimensional representation theory
of affine Lie algebras to loop algebras. In chapter 2 this was followed up with
discussions regarding parametrization of finite-dimensional irreducible represen-
tations by Drinfeld polynomials. It is therefore natural to ask the same question
for finite-dimensional irreducible Type 1 representations of Uq(L(g)). It turns
out the analogy carries over again with such representations also admitting a
bijective parametrization by Drinfeld polynomials. The result was proved for

Uq(ŝl2) in [CP4] but the general case is very similar. After quoting some tech-
nical identities we shall prove it in the general setting following [CP3][CP4]
expanding on the proof outline and be very explicit about calculations therein.

Theorem 3.4.1. (Chari-Pressley Theorem).
Let V be a finite-dimensional irreducible (pseudo-highest weight) Type 1 Uq(L(g))-
module and let v0 be a pseudo-highest weight vector of V . Then there exists
unique monic polynomials πi ∈ C[u], i = 1, . . . , n with non-zero constant term,
such that

∞∑
m=0

ϕ+
i,mu

m = q
deg(πi)
i

πi(q
−2
i u)

πi(u)
=

∞∑
m=0

ϕ−i,−mu
−m (3.1)

where left and right-hand sides are Laurent expansions of the middle term about
0 and ∞ respectively.
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Remark 3.4.2.
The monic polynomials in the theorem may be normalized to Drinfeld polyno-
mials with constant coefficient 1.

Define elements π±i,±m ∈ U0
q recursively for i = 1, . . . n, m ∈ Z by setting

π±i,0 = 1, and for m > 0

π±i,±m =
∓q±mi

qmi − q
−m
i

m−1∑
s=0

φ±i,±(s+1)π
±
i,±(m−s−1)K

∓1
i (3.2)

To prove the theorem we shall make use of a few congruence identities involving
π±i,±m. These are proved via somewhat lengthy inductions and we refer to [CP4]
for their details.

Lemma 3.4.3. (Congruence identities).

Let N+
q =

n∑
i=1

∑
m∈Z

Uq(L(g)).x+
i,m.

Then for m ∈ Z+

π+
i,m ≡ (−1)mqr

2

i

(x+
i,0)m(x−i,1)m

([m]qi)
2

π−i,−m ≡ (−1)mq−r
2

i

(x+
i,−1)m(x−i,0)m

([m]qi)
2

(3.3)

(−1)mq
m(m−1)
i

(x+
i,0)m−1(x−i,1)m

[m− 1]qi [m]qi
≡ −

m−1∑
s=0

x−i,s+1π
+
i,m−s−1K

m−1
i

(−1)mq
−m(m−1)
i

(x+
i,−1)m−1(x−i,0)m

[m− 1]qi [m]qi
≡ −

m−1∑
s=0

x−i,−sπ
−
i,−m+s+1K

−m+1
i )

(3.4)

all congruences are (mod N+
q )

Proof. (See [CP4]).

Lemma 3.4.4. (Formal power series definition of π±i,±m).
Let

π±i (u) =

∞∑
m=0

π±i,±mu
±m, φ±i (u) =

∞∑
m=0

φ±i,±mu
±m

Then

φ±i (u) = K±1
i

π±i (q∓2
i u)

π±i (u)
(3.5)

Proof.
We have

∓q±mi
qmi − q

−m
i

=
1

q∓2m − 1
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after multiplying by q∓mi at top and bottom.
So multiplying both sides of (3.2) by q∓2m − 1 and K±1

i we get

π±i,±mK
±1
i q∓2m

i − π±i,±mK
±1
i =

m−1∑
s=0

φ±i,±(s+1)π
±
i,±(m−s−1)

Noticing that φ±i,0 = K±i we have

π±i,±mK
±1
i q∓2m

i =

m∑
s=0

φ±i,±sπ
±
i,±(m−s)

The right hand side is precisely the mth coefficient in the power series expansion
of φ±i (u)π±i (u) and the left hand side that of K±i π

±
i (q∓2

i u).
Hence the identity follows.

Proof. (Chari-Pressley Theorem).
Let V (ϕ) be a finite-dimensional irreducible Type 1 Uq(L(g))-module with
pseudo-highest weight ϕ, and let v0 be a pseudo-highest weight vector in V (ϕ).
Since V (ϕ) is Type 1 we have

Ki.v0 = qsii i = 1, . . . , n

with si ∈ Z≥0 as observed in Proposition 3.3.2.
The Drinfeld presentation makes it clear that Uq(L(g)) contains an isomorphic
copy of Uq(g) generated by 〈x±i,0,K

±
i : i = 1, . . . , n〉. Indeed one observes that

the Drinfeld presentation degenerates to the Drinfeld-Jimbo presentation for
Uq(g) restricting to this subalgebra. We may therefore regard V (ϕ) as a Uq(g)-
module by restricting the action. In particular the Uq(g)-module generated by
v0 becomes a highest weight module, since x+

i,0 acts by 0, and Ki acts diagonally
on v0 with the induced action. By Proposition 3.1.7 it follows that the module is
irreducible and by Proposition 3.1.9 that irreducible modules are highest weight

of the form Vq(wσ,λ) where λ =

n∑
i=1

siλi ∈
∧+
W and σ = id (since Ki.v0 = qsii

∀i). In particular (x−i,0)si+1v0 = 0. Similarly (x−i,1)si+1v0 = 0. Thus by the first

congruence in (3.3) from Lemma 3.4.3 it follows that the action of π+
i,m is zero

for m > si. Moreover by definition of pseudo-highest weight module π+
i,m ∈ U0

q

has diagonal action on v0, and hence

π+
i (u)v0 = Pi(u)v0

for some polynomial Pi(u) =

si∑
m=0

pi,mu
m with deg(Pi) = si and pi,m ∈ C.

By the identity in Lemma 3.4.4 we now have

∞∑
m=0

ϕ+
i,mu

mv0 = φ+
i (u)v0 = Ki

π+
i (q−2

i u)

π+
i (u)

v0 = qsii
P+
i (q−2

i u)

P+
i (u)

v0

= q
deg(Pi)
i

P+
i (q−2

i u)

P+
i (u)

v0
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Hence the first equality in the theorem follows.
To prove the second equality we invoke the congruences in (3.4) from Lemma
3.4.3, letting both sides act on v0, setting m = si + 1.
Since (x−i,0)sr+1v0 = 0 and (x−i,1)sr+1v0 = 0 we get

si∑
m=0

x−i,m+1π
+
i,si−mK

si
i v0 = 0

Recall the Drinfeld relation

[x+
i,m, x

−
i,s] =

φ+
i,m+s − φ

−
i,m+s

qi − q−1
i

and note in particular that we have regarded c as 1 since we are working over
the quantum loop algebra.
Acting by x+

i,−r−1 for r ≥ 0 and applying the above relation we get

si∑
m=0

(
x−i,m+1x

+
i,−r−1 +

φ+
i,m−r − φ

−
i,m−r

qi − q−1
i

)
π+
i,si−mK

si
i v0 = 0

since π+
i,si−m and Ksi

i act diagonally and x+
i,−r−1 kills v0.

Reindexing and carrying through the remaining action we get

r∑
t=0

ϕ−i,−t pi,si−r+t =

si−r∑
t=0

ϕ+
i,t pi,si−r−t (3.6)

for 0 ≤ r ≤ si, and for exponent reasons

r∑
t=r−si

ϕ+
i,−t pi,si−r+t = 0

whenever r > si. Letting both sides of (3.2) act on v0, taking m = si − r, and
doing some minor rearrangement we have

qsii (qsi−ri − q−(si−r)
i )

−qsi−ri

p+
i,si−r =

si−r−1∑
t=0

ϕ+
i,si−r+1 p

+
i,si−r−t−1

We thus compute the right hand side of (3.6) as

si−r∑
t=0

ϕ+
i,t pi,si−r−t = ϕ+

i,0 pi,si−r +

si−r−1∑
t=1

ϕ+
i,t+1 pi,si−r−t−1

= qsii pi,si−r +
qsii (qsi−ri − q−(si−r)

i )

−qsi−ri

pi,si−r

= qsii q
−2(si−r)
i pi,si−r

Finally notice that the left hand side of (3.6) is the rth coefficient in the power
series expansion of ( ∞∑

r=0

ϕ−i,−ru
−r

)
Pi(u)u−(si−r)

so multiplying both sides of (3.6) by usi−r and summing r = 0 to ∞ gives
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( ∞∑
r=0

ϕ−i,−ru
−r

)
Pi(u) = qsii Pi(q

−2
i u)

as required.

Remark 3.4.5.
Theorem 3.4.1 shows that every finite-dimensional irreducible Type 1 represen-
tation can be uniquely associated with a Drinfeld polynomial (after normaliza-
tion). Chari and Pressley proved in [CP5] that the converse also holds, namely
the polynomials associated with the finite-dimensional irreducible Type 1 mod-
ules exhaust all Drinfeld polynomials. We hence have the desired bijection

P+ ←→ {finite-dimensional irreducible Type 1 Uq(L(g))-modules}
π ←→ Vq(π)

One of the keys to understanding the converse to Theorem 3.4.1 is the existence
(see [CP5]) of a surjective Uq(L(g))-module homomorphism

f : M −→ Vq(π1π2)

where M is the Uq(L(g))-submodule of Vq(π1) ⊗ Vq(π2) generated by tensor
products of all pseudo-highest weight vectors in Vq(π1) and Vq(π2) respectively.
Thus if Vq(π1π2) exists it must be a quotient of M and hence finite-dimensional
whenever Vq(π1) and Vq(π2) are finite-dimensional. Over C every polynomial
splits as a product of linear factors. This gives a possible approach for the
proof of the converse. One could identify finite-dimensional irreducible repre-
sentations for linear polynomials, and then realize irreducible representations as
quotients under tensor products of such representations.

This motivates the definition of a fundamental representation Vq(πi,a) where
πi,a = ((1 − au)δij )1≤j≤n ∈ P as defined in chapter 2. Indeed it is proved in
[CP5] that the finite-dimensional irreducible representations fall out as submod-
ule quotients of tensor products of fundamental representations. Although this
gives the required bijection it does not serve as an explicit description of the
finite-dimensional irreducible representations.

3.5 Evaluation representations of Uq(ŝl2)

In this section we look at how the notion of evaluation representation from

chapter 2 generalizes to Uq(ŝl2). The analogue was originally defined by Jimbo
in [Ji2].

Recall that sl2 has Cartan matrix with single entry (2). There are only two
ways (up to basis reordering) that this matrix admits an extension to a 2 × 2
affine GCM since it must have determinant 0, namely
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A =

(
2 −2
−2 2

)
B =

(
2 −4
−1 2

)
By the Dynkin diagram classification of affine Lie algebras given in e.g [Kac]
there are no quadruply laced Dynkin diagrams in the class of untwisted affine

Lie algebras. We thus conclude that A must be the GCM of ŝl2. Plugging this
matrix into the Drinfeld-Jimbo presentation we obtain the following explicit

presentation for Uq(ŝl2) in terms of generators

E1, E2, F1, F2,K
±1
1 ,K±1

2

and relations:

KiK
−1
i = K−1

i Ki = 1, K1K2 = K2K1,

KiEiK
−1
i = q2Ei, KiFiK

−1
i = q−2Fi,

KiEjK
−1
i = q−2Ej , KiFjK

−1
i = q2Fj ,

[E1, F2] = 0, [F1, E2] = 0,

[Ei, Fi] =
Ki −K−1

i

q − q−1
,

E3
i Ej − [3]qE

2
i EjEi + [3]qEiEjE

2
i − EjE3

i = 0 (i 6= j)

F 3
i Fj − [3]qF

2
i FjFi + [3]qFiFjF

2
i − FjF 3

i = 0 (i 6= j)

Developing a q-analogue of the evaluation representation requires the existence
of a homomorphism

eva : Uq(ŝl2) −→ Uq(sl2) (a ∈ C×)

with classical limit reducing to the ordinary evaluation homomorphism. In addi-
tion the map needs to restrict to the identity on the subalgebra 〈E2, F2,K

±1
2 〉 ∼=

Uq(sl2) in order for the Uq(sl2)-representation Vq to be isomorphic (as Uq(sl2)-
representations) to its pullback by eva. Below proposition provides a working
definition, for which we shall provide the necessary checks.

Proposition 3.5.1. (Evaluation homomorphism for Uq(ŝl2)).
For every a ∈ C× there is an algebra homomorphism

eva : Uq(ŝl2) −→ Uq(sl2)

E1 7→ q−1aF, F1 7→ qa−1E, E2 7→ E, F2 7→ F, K1 7→ K−1, K2 7→ K

Proof.

We have to show that the relations in the above stated presentation for Uq(ŝl2)
are preserved under eva using the relations for Uq(sl2) (see Definition 3.1.2).
We check:
eva(K1)eva(K1)−1 = K−1(K−1)−1 = K−1K = 1
eva(K1)eva(K2) = K−1K = 1 = KK−1 = eva(K2)eva(K1)
eva(K1)eva(E1)eva(K1)−1 = K−1(q−1aF )K = qaF = q2eva(E1)
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eva(K1)eva(E2)eva(K1)−1 = K−1EK = K−1Kq−2E = q−2eva(E2)
[eva(E1), eva(F2)] = [q−1aF, F ] = q−1a[F, F ] = 0

[eva(E1), eva(F1)] = [q−1aF, qa−1E] = [F,E] = K−1−K
q−q−1 = eva(K1)−eva(K1)−1

q−q−1

Note that the first q-Serre relation may be written more compactly as the equa-
tion

[E3
1 , E2] = [3]qE1[E1, E2]E1

By Leibniz rule we have

[E3
1 , E2] = −(adE2)(E2

1E1)

= −E2
1(adE2)(E1)− (adE2)(E2

1)E1

= E2
1 [E1, E2]− (E1(adE2)(E1) + (adE2)(E1)E1)E1

= E2
1 [E1, E2] + E1[E1, E2]E1 + [E1, E2]E2

1

Thus

eva(E1)2[eva(E1), eva(E2)] + eva(E1)[eva(E1), eva(E2)]eva(E1) + [eva(E1), eva(E2)]eva(E1)2

= eva(E1)(q−1a)2F
K−1 −K
q − q−1

+ eva(E1)(q−1a)
K−1 −K
q − q−1

eva(E1) +
K−1 −K
q − q−1

(q−1a)2Feva(E1)

= eva(E1)(q−1a)
q−2K−1 − q2K

q − q−1
(q−1aF ) + eva(E1)(q−1a)

K−1 −K
q − q−1

eva(E1)

+ (q−1aF )(q−1a)
q2K−1 − q−2K

q − q−1
eva(E1)

= (q2 + 1 + q−2)eva(E1)(q−1a)
K−1 −K
q − q−1

eva(E1) =
q3 − q−3

q − q−1
eva(E1)[eva(E1), eva(E2)]eva(E1)

= [3]q eva(E1)[eva(E1), eva(E2)]eva(E1)

Remaining checks follow by symmetrical calculations.

Remark 3.5.2.
The fact that eva reduces to the classical evaluation homomorphism is easiest
seen by restating the definition of eva via the isomorphism provided by Drinfeld’s
presentation in Theorem 3.2.2:

eva(c) = 1, eva(K) = K

eva(x+
1,0) = E, eva(x−1,0) = F

eva(x+
1,−1) = qa−1K−1E, eva(x−1,1) = q−1aFK

Using the Drinfeld relation

[h1,1, x
±
1,k] = ±(q + q−1)x±1,k+1
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it follows by induction that

eva(x+
1,k) = q−kakKkE

eva(x−1,k) = q−kakFKk

The Drinfeld generators have clear correspondence with the generators of L(g)
from which it follows that eva is given by polynomial evaluation at a when q = 1.

Evaluation representations are defined the same way as in §2.2. Given a ∈ C×
and a representation Vq of Uq(sl2) we pull back a representation Vq(a) of Uq(ŝl2)
with action

x.v = eva(x).v (x ∈ Uq(ŝl2))

on the same vector space.

Via the action of Uq(sl2)-modules from Example 3.1.10 we see that the action

of Uq(ŝl2) on Vq(a) is given by

x+
1,k.vi = q−kakKkE.vi = akqk(l−2i+1)[l − i+ 1]q vi−1 (3.7)

x−1,k.vi = q−kakFKk.vi = akqk(l−2i−1)[i+ 1]q vi+1 (3.8)

Unfortunately analogues of evaluation representations only exist when g = sln,
in contrast to the classical case where evaluation representations exist for all
affine Lie algebras. In the case g = sl2 it was proved in [CP5] that, in analogy
with the classical case, one gets an explicit decomposition of finite-dimensional
irreducible representations as tensor products of evaluation representations. Al-
though it may not seem as much, it will go a long way into defining quantum
affine analogues of characters for settings far more general than this.

3.6 q-characters

In classical theory characters are powerful invariants for understanding isomor-
phism classes of representations. Importantly they flag isomorphic represen-
tations and tell apart non-isomorphic representations. In the quantum affine
setting we have seen that one has to work harder to establish basic facts about
finite-dimensional representations. It has therefore become of interest to de-
velop a quantum affine analogue of character theory. The q-characters were
first introduced by Frenkel and Reshetikhin in [FR]. We end this chapter by
examining its basic development.

In this section we denote by Uq(ĝ)-mod the category of finite-dimensional Type 1
representations of Uq(ĝ). Since Uq(ĝ) is a Hopf algebra Uq(ĝ)-mod has precisely
the structure of a monoidal tensor category i.e it has well-defined associative ten-
sor product and well-defined unit (the trivial representation, 1 = C). Module
categories are moreover canonical examples of Abelian categories with Hom-
addition, kernels and cokernels etc. Finally since the objects of Uq(ĝ)-mod are
finite-dimensional modules, we have Jordan-Hölder theorem so the composition
factors and their multiplicities are the same up to reordering. We may hence
regard Uq(ĝ)-mod as a monoidal abelian tensor category with a commutative
ring structure - the so called Grothendieck ring Rep(Uq(ĝ)) of Uq(ĝ).
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Definition 3.6.1. (Grothendieck ring of Uq(ĝ)).
The Grothendieck ring Rep(Uq(ĝ)) is the ring generated as a free abelian
group by isomorphism classes of simple modules {Xi}i∈I in Uq(ĝ)-mod such
that for each object X ∈ Uq(ĝ)-mod we can associate its class [X] ∈ Rep(Uq(ĝ))
via

[X] =
∑
k∈I

|X : Xi|[Xi]

where |X : Xi| is the multiplicity of Xi in the composition series of X. Addition
and multiplication in Rep(Uq(ĝ)) is defined by

[Xi] + [Xj ] = [Xi ⊕Xj ]

[Xi][Xj ] = [Xi ⊗Xj ]

Remark 3.6.2.
Although in general X ⊗ Y 6∼= Y ⊗ X the composition factors of X ⊗ Y and
Y ⊗X remain the same so

[Xi][Xj ] = [Xi ⊗Xj ] = [Xj ⊗Xi] = [Xj ][Xi]

Hence Rep(Uq(ĝ)) is a commutative ring.
We shall omit the square bracket when there is no risk for confusion.

Before we move on to q-characters for quantum affine algebras let us first recall
how characters are defined for Uq(g). The definition parallels the classical defi-
nition, and is completely congruent for representations with trivial twisting i.e
when σ = id.

Definition 3.6.3. (Uq(g)-characters).
Let g be a simple Lie algebra with fundamental weights w1, . . . , wn and define
(the injective homomorphism)

χ : Rep(Uq(g)) −→ Z[y±1 , . . . , y
±
1 ]

V 7−→
∑

λ=
∑n
i=1 miwi∈

∧
W

dim(Vλ)

n∏
i=1

ymii

where Vλ = {v ∈ V : h.v = λ(h)v ∀h ∈ h}.
Given a representation V of Uq(g) we say that χ(V ) is the character of V .

Let us initially see if we can straightforwardly extend the definition again, this
time from Uq(g) to Uq(ĝ). We have seen that Uq(ĝ) possesses subalgebras iso-
morphic to Uq(g). We could therefore restrict the action of the Uq(ĝ)-modules
to Uq(g) and then recycle the character homomorphism for Uq(g). The defini-

tion can be tested on Uq(ŝl2). In this case we know by §3.5 that there exists
evaluation representations Vq(a) which are pullbacks of Uq(sl2)-representations
Vq such that Vq(a) ∼= Vq as Uq(sl2)-representations. But then since χ is injective
we have

χ(Vq(a)) = χ(Vq) = χ(Vq(b))
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for any a, b ∈ C×.
Thus the character χ cannot tell apart even the most basic of non-isomorphic
representations. This is not a desired feature, so something different (or larger)
is required. We get a better idea by taking into account the information pro-
vided by the Chari-Pressley theorem which uniquely identifies irreducible rep-
resentations in terms of eigenvalues of φ±i,m with respect to a pseudo-highest
weight vector. To define a character homomorphism χq over Rep(Uq(ĝ)) we
need something more general than the Chari-Pressley theorem that applies to
all weight spaces. A theorem by Frenkel and Reshetikhin [FR] generalizes the
Chari-Pressley theorem into something that can be used to build a character
homomorphism able to discriminate between objects in Rep(Uq(ĝ)).

Let V ∈ Rep(Uq(ĝ)).
The family {φ±i,±m : i = 1, . . . , n, m ∈ N} commutes since they are defined in

terms of the Drinfeld generators {K±1
i , hi,r : i = 1, . . . , n, r ∈ Z \ {0} which in

turn commute because c = 1 since we are working over a category of Type 1
representations. We thus get a pseudo-weight space decomposition

V =
⊕

ϕ=(ϕ+,ϕ−)

Vϕ

where ϕ± = (ϕ±i,±m)i∈{1,...,n}, m∈N and

Vϕ = {v ∈ V : ∃p ∈ N s.t (φ±i,m − ϕ
±
i,m)p.v = 0 ∀m ∈ Z, i = 1, . . . , n}

Theorem 3.6.4. (Frenkel-Reshetikhin).
Let V ∈ Rep(Uq(ĝ)) and ϕ± = (ϕ±i,±m)i∈{1,...,n}, m∈N such that Vϕ 6= {0}. Then
there exists polynomials Ri(z), Qi(z) ∈ C[z], i = 1, . . . , n such that Ri(0) =
Qi(0) = 1 and for any i ∈ {1, . . . , n}∑

m∈N
ϕ±i,±mu

m = qdeg Ri−deg Qii

Ri(q
−1
i u)Qi(qiu)

Ri(qiu)Qi(q
−1
i u)

(3.9)

Proof.
Recall from Remark 3.2.3 that the collection of Drinfeld generators

{x±i,m, hi,r,K
±1
i , c±1/2 : m ∈ Z, r ∈ Z \ {0}} (i = 1, . . . , n)

generate subalgebras of Uq(ĝ) isomorphic to Uqi(ŝl2). By the Drinfeld presenta-
tion, the families (φ±i,±m)m∈N are defined only in terms of the generators con-

tained in each Uqi(ŝl2)-copy for i = 1, . . . , n. Therefore the pseudo-eigenvalues
(ϕ±i,±m)m∈N of (φ±i,±m)m∈N coincide with the pseudo-eigenvalues of the restric-

tion of V to Uqi(ŝl2) for each i = 1, . . . , n.
Hence we may assume

g = sl2

Thus from now on n = 1.
The plan is to prove the statement in stages of increasing generality:

(i) Evaluation representations

(ii) Irreducible representations

(iii) Rep(Uq(ĝ))
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(i) :

Let Vq(b) be an evaluation representation of Uq(ŝl2). By factoring out the com-
plex number q (with foresight) we may set b = aq for some a ∈ C×. Recall from
Remark 3.5.2 that there is a basis v0, . . . , vl with respect to which the action on
Vq(aq) is given by

K1.vi = ql−2ivi

x+
1,m.vi = (aq)mqm(l−2i+1)[l − i+ 1]qvi−1

x−1,m.vi = (aq)mqm(l−2i−1)[i+ 1]qvi+1

Recall the Drinfeld relation

[x+
1,m, x

−
1,0] =

φ+
1,m − φ

−
1,m

q − q−1

where we have set c = 1 without loss of generality by underlying category
assumption.
We also remark that by definition φ+

i,m = 0 if m < 0 and φ−i,m = 0 if m > 0.
Calculating for m > 0 we have

φ+
1,m.vi = (φ+

1,m − φ−1,m).vi

= (q − q−1)[x+1,m, x
−
1,0]q.vi

= (q − q−1)(x+1,mx
−
1,0.vi − x−1,0x

+
1,m.vi)

= (q − q−1)(x+1,m[i+ 1]q.vi+1 − (aq)mqm(l−2i+1)[l − i+ 1]q.vi−1)

= (q − q−1)([i+ 1]q(aq)
mqm(l−2i−1)[l − i]qvi − (aq)mqm(l−2i+1)[l − i+ 1]q[i]qvi)

= (q − q−1)(aql−2i)m([i+ 1]q[l − i]q − q2m[l − i+ 1]q[i]q)vi

= (ϕ
(i)
1,m)+vi

The similar hold for m < 0 and for m = 0 we have

φ+
1,0.vi = K1.vi = ql−2ivi

Thus computing the power series on the left hand side of (3.9) we get(
∞∑

m=0

(ϕ
(i)
1,m)+um

)

=

(
ql−2i +

∞∑
m=1

(q − q−1)(aql−2i)m([i+ 1]q[l − i]q − q2m[l − i+ 1]q[i]q)u
m

)
= ql−2i

+ (q − q−1)

(
[i+ 1]q[l − i]qaq

l−2iu

∞∑
k=0

(aql−2i)kuk − [l − i+ 1]q[i]qaq
l−2i+2u

∞∑
k=0

(aql−2i+2)kuk

)

= qn−2i + (q − q−1)

(
[i+ 1]q[l − i]q

aql−2iu

1− aql−2iu
− [l − i+ 1]q[i]q

aql−2i+2u

1− aql−2i+2u

)
After putting under common denominator and simplifying one obtains( ∞∑

m=0

(ϕ
(i)
1,m)+um

)
= ql−2i (1− aql+2u)(1− aq−lu)

(1− aql−2iu)(1− aql−2i+2u)

66



Setting

R
(i)
1 (u) =

l∏
k=1

(1− aql−2k+1u)

Q
(i)
1 (u) =

i∏
k=1

(1− aql−2k+3u)

i∏
k=1

(1− aql−2k+1u)

we have

R
(i)
1 (q−1u)

R
(i)
1 (qu)

=
(1− aql−2u)(1− aql−4u) . . . (1− aq−l+2u)(1− aq−lu)

(1− aqlu)(1− aql−2u)(1− aql−4u) . . . (1− aq−l+2u)
=

1− aq−lu

1− aqlu

and similar cancellation yields

Q
(i)
1 (qu)

Q
(i)
1 (q−1u)

=
(1− aql+2u)(1− aqlu)

(1− aql−2iu)(1− aql−2i+2u)

Hence(
∞∑

m=0

(ϕ
(i)
1,m)+um

)
= ql−2iR

(i)
1 (q−1u)Q

(i)
1 (qu)

R(i)(qu)Q
(i)
1 (q−1u)

= qdeg R
(i)
1 −deg Q

(i)
1
R

(i)
1 (q−1u)Q

(i)
1 (qu)

R
(i)
1 (qu)Q

(i)
1 (q−1u)

The negative series is computed similarly.

(ii) :

Now let V be an irreducible representation in Rep(Uq(ŝl2)).
Then as quoted at the end of Remark 3.5.2 we have

V =

r⊗
i=1

Wi(ai)

for some evaluation representations Wi(ai) of Uq(ŝl2) (i = 1, . . . , r).
Let ϕ± = (ϕ±1,±m)m∈N be such that Vϕ 6= {0} and set

d(u) =
∑
m∈N

ϕ±1,±mu
m.

We claim there exists power series d(1)(u), . . . , d(r)(u) of pseudo-eigenvalues of
(φ±1,m)m∈N corresponding to W1(a1), . . . ,W1(ar) respectively such that

d(u) = d(1)(u) . . . d(r)(u) (3.10)

Then by previous part there exists for each i = 1, . . . , n polynomialsR
(1)
1 , . . . , R

(r)
1

and Q
(1)
1 , . . . , Q

(r)
1 such that

d(k)(u) = qdeg R
(k)
1 −deg Q

(k)
1
R

(k)
1 (q−1u)Q

(k)
1 (qu)

R
(k)
1 (qu)Q

(k)
1 (q−1u)

So if the claim is true then taking R1(u) = R
(1)
1 (u) . . . R

(r)
1 (u) and Q1(u) =

Q
(1)
1 (u) . . . Q

(r)
1 (u) will give us the required polynomials for d(u).

It suffices to prove (3.10) for r = 2 and have the claim follow by induction for
r > 2. We prove the claim more generally for any two representations V and W
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of Uq(ŝl2). The argument depends on below co-multiplication formula, proved
(in more precise form) in [CP5] for g = sl2

∆(h1,±m) = h1,±m ⊗ 1 + 1⊗ h1,±m (mod U−q ⊗ U+
q ) (3.11)

We treat the positive case only, the negative case being similar. By the Drinfeld
relations, the generators {K1, h1,m : m ∈ N} commute. By standard linear alge-
bra it follows that V and W admit bases simultaneously upper-triangularizing
the family of endomorphisms {K1, h1,m : m ∈ N}. By introducing a lexico-
graphical ordering on the corresponding basis for V ⊗W , we see from (3.11)
that the family {∆(K1),∆(h1,m) : m ∈ N} (where ∆(K1) = K1 ⊗K1) is again
simultaneously upper triangular. The eigenvalues of this family on V ⊗W is
therefore given by sums of eigenvalues of {K1, h1,m : m ∈ N} on V and W
respectively. The claim now follows by applying the co-unit axiom (H4), using
the definition of

∑∞
m=0 φ

+
1,mu

m

∞∑
m=0

φ+
1,mu

m = (ε⊗ id) ◦∆

( ∞∑
m=0

φ+
1,mu

m

)

= (ε⊗ id)

(
∆(K1)exp

(
±(q − q−1)

∞∑
r=1

∆(h1,r)u
r

))
and splitting the sums of eigenvalues coming from each co-multiplication using
the multiplicative property of exp, for any given eigenvector.

(iii) :

For the final part let V ∈ Rep(Uq(ŝl2)).
Since V is finite-dimensional there exists a composition series

0 = V0 < V1 < V2 < · · · < Vm = V

such that Vi/Vi−1 is simple for i = 1, . . . ,m.
If v ∈ Vϕ \ {0} then ∃ i ∈ {1, . . . ,m} such that v ∈ Vi and v 6∈ Vi−1.
Thus v + Vi−1 corresponds to the same eigenvalues in the irreducible quotient
Vi/Vi−1, where we can apply previous part to get required polynomials.

Since we are working over C we may write

Ri(u) =

li∏
r=1

(1− ai,ru) Qi(u) =

ki∏
s=1

(1− bi,su)

for some ai,r, bi,s ∈ C×.
These complex numbers encode essential information about the space. They
can be used to define a map into a ring of Laurent polynomials in infinitely
many indeterminates, parametrized by tuples in the form above.

Definition 3.6.5. (q-character).
For V ∈ Rep(Uq(ĝ)) with ϕ = (ϕ±i,±m)i∈{1,...,n}, m∈N such that Vϕ 6= 0 let

mϕ =

n∏
i=1

li∏
r=1

Yi,ai,r

ki∏
s=1

Y −1
i,bi,s

.
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Define the map

χq : Rep(Uq(ĝ)) −→ Z[Y ±1
i,ai

]i∈{1,...,n}, ai∈C×

V 7−→
∑
ϕ

dim(Vϕ)mϕ.

We call χq(V ) the q-character of V .

Recall the naive attempt from the beginning of this section at constructing
χq by composition of the maps

res : Rep(Uq(ĝ)) −→ Rep(Uq(g))

χ : Rep(Uq(g)) −→ Z[y±1
i ]i∈{1,...,n}

By associating Y ±1
i,a with the fundamental weight ±wi through

β : Z[Y ±1
i,ai

]i∈{1,...,n}, ai∈C× −→ Z[y±1
i ]i∈{1,...,n}

Y ±1
i,ai
7−→ y±1

i

we get a commutative diagram

Rep(Uq(ĝ)) Z[Y ±1
i,ai

]i∈{1,...,n}, ai∈C×

Rep(Uq(g)) Z[y±1
i ]i∈{1,...,n}

res

χq

χ

β

We have left to check that χq does what it is intended to do, namely distin-
guish between objects of Rep(Uq(ĝ)). In other words we want to show that χq
is an injective homomorphism. The implicit claim here is that the eigenvalue
information of φ±i,m (or equivalently that of K±1

i , hi,r) is enough to determine
whether two representations have the same irreducible subrepresentations (in-
cluding multiplicity). In particular this means that irreducible representations
are uniquely identified up to isomorphism by χq. Note that the same is not true
for arbitrary representations since in general objects of Rep(Uq(ĝ)) need not be
semisimple.

Proposition 3.6.6. χq is an injective homomorphism.

Proof.
We first check that χq is a homomorphism.
Let V,W ∈ Rep(Uq(ĝ)) with pseudo-weight space decompositions

V =

n⊕
i=1

Vϕ′i
W =

m⊕
j=1

Wϕ
′′
j
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Then

χq(V ⊕W ) =
∑
ϕ

dim(Vϕ)mϕ =

n∑
i=1

dim(Vϕ′i
)mϕ′i

+

m∑
j=1

dim(Wϕ
′′
j

)mϕ′′j

= χq(V ) + χq(W )

In the proof of Theorem 3.6.4 it was shown, in the case of g = sl2, that mϕ has a
multiplicative property. The same argument works for general g since the proof
is only dependent on the co-multiplication formula, which continues to exist
provided c acts as 1 [Dam]. We denote by m

ϕ
′
ϕ

′′ the monomial corresponding

to the pseudo-weight space (V ⊗W )
ϕ

′
ϕ

′′ where ϕ
′

is a pseduo-weight of V and

ϕ
′′

a pseudo-weight of W such that m
ϕ

′
ϕ

′′ = m
ϕ

′m
ϕ

′′ . Then since

⊕
ϕ

(V ⊗W )ϕ = V ⊗W =

n⊕
i=1

Vϕ′i
⊗

m⊕
j=1

Wϕ
′′
j

=

n⊕
i=1

m⊕
j=1

(Vϕ′i
⊗Wϕ

′′
j

)

we have

χq(V )χq(W ) =

(
n∑
i=1

dim(V
ϕ

′
i

)m
ϕ

′
i

) m∑
j=1

dim(W
ϕ

′′
j

)m
ϕ

′′
j


=

n∑
i=1

m∑
j=1

dim(V
ϕ

′
i

)dim(W
ϕ

′′
j

)m
ϕ

′
i

m
ϕ

′′
j

=

n∑
i=1

m∑
j=1

dim(V
ϕ

′
i

⊗W
ϕ

′′
j

)m
ϕ

′
iϕ

′′
j

=
∑
ϕ

dim(V ⊗W )ϕmϕ

= χq(V ⊗W )

Hence χq is a homomorphism.

To prove injectivity consider first an irreducible representation V in Rep(Uq(ĝ)).
By Chari-Pressley theorem V is associated to a unique Drinfeld polynomial
π = πi1,ai1 . . .πin,ain corresponding to a pseudo-highest weight space Vϕ. Thus
mϕ = Yi1,ai1 . . . Yin,ain with the monomial corresponding to the highest weight
wi1 + · · ·+win . Therefore χq(V ) 6= 0 since remaining monomials in χq(V ) are of
lower weight. An arbitrary non-zero class in Rep(Uq(ĝ)) is a linear combination
of irreducible classes, each with a unique highest weight monomial term from
the correspondence with a unique Drinfeld polynomial. At least one of these
unique monomials will be of absolute highest weight. In case of a tie the highest
weight monomials are algebraically independent since they come from distinct
Drinfeld polynomials. Thus the value of the character is non-zero.

Hence χq is injective.
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Appendix A

Hopf Algebras

Definition A.0.1. (Hopf Algebra).
A Hopf algebra A over a field k is an algebra over k with operations

M : A⊗A −→ A (multiplication)

η : k −→ A (unit map)

equipped with algebra homomorphisms:

∆ : A −→ A⊗A (co-multiplication)

ε : A −→ k (co-unit map)

S : A −→ A (antipode)

satisfying:

(H1) M◦ (id⊗M) =M◦ (M⊗ id) (associativity)

(H2) M◦ (id⊗ η) = id =M◦ (η ⊗ id) (existence of unit)

(H3) (id⊗∆) ◦∆ = (∆⊗ id) ◦∆ (co-associativity)

(H4) (ε⊗ id) ◦∆ = id = (id⊗ ε) ◦∆ (existence of co-unit)

(H5) M◦ (id⊗ S) ◦∆ = η ◦ ε =M◦ (S ⊗ id) ◦∆ (antipode property)

(H6) ∆ ◦M = (M⊗M) ◦ (∆⊗∆) (connecting axiom)

The Hopf algebra is a natural generalization of several frequently occurring ob-
jects such as group algebras, universal enveloping algebras and as described in
Chapter 3, quantized enveloping algebras. Apart from being a usual algebra
with formalized multiplication and unit, it also has a dual notion of ”unmul-
tiplication” along with a dual notion of unit, having properties making it a so
called bialgebra. In addition the antipode is generalizing the notion of an in-
verse. There is much more to be said about Hopf algebras than there is room
for here.
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Appendix B

Universal Enveloping
Algebras

Let g be a Lie algebra over a field k.

The universal enveloping algebra U(g) can be thought of as the smallest as-
sociative algebra containing all the information of g. It is an example of a Hopf
algebra (see appendix A). We will however begin by giving its more standard
definition.

Definition B.0.1. (Tensor Algebra).
The tensor algebra T (g) is given by

T (g) = k ⊕
∞⊕
n=1

n⊗
i=1

g (as a vector space)

with formal multiplication

M : T (g)⊗ T (g) −→ T (g)

(x1 ⊗ · · · ⊗ xm)⊗ (y1 ⊗ · · · ⊗ yn) 7−→ (x1 ⊗ · · · ⊗ xm ⊗ y1 · · · ⊗ yn)

extended linearly to T (g).

Definition B.0.2. (Universal Enveloping Algebra).
The universal enveloping algebra U(g) is obtained from T (g) by adding the
relations

[x, y] = x⊗ y − y ⊗ x (x, y ∈ g)

where [ , ] is the Lie bracket on g.

U(g) is a universal object in the sense that any homomorphism from g to another
associative algebra factors uniquely through the canonical homomorphism i :
g −→ U(g) satisfying i([x, y]) = i(x)⊗ i(y)− i(y)⊗ i(x).
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The important Poincaré-Birkhoff-Witt (PBW) theorem provides an explicit ba-
sis for U(g):

Theorem B.0.3. (Poincaré-Birkhoff-Witt Theorem).
Let (x1, x2, x3, . . . ) be an ordered basis of g (possibly infinite).
Then U(g) has a basis

{xi1 ⊗ · · · ⊗ xin : i1 ≤ · · · ≤ in} ∪ {1}

of ordered monomials.

Proof. (See [Hum 17.4]).

A few immediate facts that follow from this theorem are:
• U(g) is always infinite-dimensional (unless g is trivial).
• g embeds into U(g)
• Given a triangular decomposition g = n+ ⊕ h⊕ n− we can reorder basis

elements of g such that U(g) = U(n+)⊗ U(h)⊗ U(n−)

U(g) is mainly useful because it has representation theory equivalent to that of
g and is a Hopf algebra (so its module category has well-defined tensor products,
trivial module and duals). Since U(g) contains a copy of g by the PBW-theorem,
every representation of U(g) induces a representation of g by restricting the ac-
tion of U(g) to g. Conversely if ρ : g −→ End(V ) is a representation of g then
the linear map given by

ρ̃ : U(g) −→ End(V )

x1 ⊗ · · · ⊗ xn 7−→ ρ(x1) . . . ρ(xn)

is a representation of U(g) because

ρ̃(x⊗ y − y ⊗ x) = ρ(x)ρ(y)− ρ(y)ρ(x)

= [ρ(x), ρ(y)]End(V ) = ρ([x, y]g) = ρ̃([x, y]g)

so the linear map ρ̃ preserves the defining relations of U(g) and is therefore a
homomorphism. In some sense this allows for the transfer of questions about
Lie algebras to questions about associative algebras (albeit necessarily infinite-
dimensional ones).

We finally remark that U(g) is a Hopf algebra by setting for all x ∈ g

∆(x) = x⊗ 1 + 1⊗ x, ∆(1) = 1⊗ 1,

ε(x) = 0, ε(1) = 1,

S(x) = −x, S(1) = 1,

and extending to U(g).
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