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Pose Estimation for General Cameras using Lines
Pedro Miraldo, Helder Araujo, and Nuno Gonçalves

Abstract—In this article we address the problem of pose
estimation under the framework of generalized camera models.
We propose a solution based on the knowledge of the coordinates
of 3D straight lines (expressed in the world coordinate frame)
and their corresponding image pixels. Previous approaches used
the knowledge of the coordinates of 3D points (zero dimensional
elements) and their corresponding images (zero dimensional
elements). In this approach pixels belonging to the image of 3D
lines are used. There is no need to establish correspondences
between pixels and 3D points. Correspondences are established
between 3D lines and their images. There is no need to identify
individual pixels. The use of correspondences between pixels, that
belong to the images of the 3D lines, and 3D lines facilitate the
correspondence problem when compared to the use of world and
image points. This is one of the contributions of the paper. The
approach is both evaluated and validated using synthetic data
and also real images.

Index Terms—Absolute pose, generalized camera models, 3D
straight lines.

I. INTRODUCTION

The problem of pose computation consists on the estimation

of six parameters (rotation and translation) that define the pose

between the world and camera coordinate systems. A common

approach is to use correspondences between 3D points and

pixels. Most of the methods for pose estimation described

in the literature were derived for the case of central camera

models, eg. [7], [8], [9], [10], [11]. However, in the last decade,

non-central cameras have been subject of a significant volume

of research specially due to their wide field of view, image

resolution, and also because they model new imaging systems.

Significant part of the research concerns camera systems where

reflections and/or refractions occur. Examples of those camera

systems are non-central catadioptric cameras and also cameras

in a water environment.

When considering non-central cameras, several models

exist. For instance, non-central catadioptric cameras using

quadric mirrors [6] or multiple planar mirrors [4]. Yet another

example is the case of cameras where refraction has to be

dealt with [5]. In this paper we address the pose problem for

the case of general camera models. The goal of this paper

is to describe a solution for pose, within the framework of

the generalized camera model ( proposed in [2], [3], see

Fig. 1). In this framework, the camera model is formed by

a set of arrays of parameters called raxels. A raxel is itself a

set of parameters that associate image pixels to 3D straight

lines. This model is appropriate for general cases, where

an analytical representation of the camera is impossible or

unfeasible. Several methods were proposed in the literature

for the calibration of these models [3], [12], [13]. In this

The authors are with the Institute for Systems and Robotics, Department
of Electrical and Computer Engineering, University of Coimbra, Portugal.

paper we refer to each 3D straight line, associated to each

image pixel (generated from the general camera model), as

“projection line”.

As far as we know, the problem of the absolute pose for

general camera models was studied by Chen & Chang at [14],

[15] and Schweighofer & Pinz at [16]. Both approaches use

matching between known coordinates of 3D points (in the

world coordinate frame) and their corresponding pixels in the

image. Chen & Chang proposed a solution for the minimal

case (where only three 3D points and its correspondent pixels

are known) and then derived an algorithm that computes the

pose in a least-squared-error manner, using the minimal case.

Schweighofer & Pinz proposed an iterative globally optimal

Opnq solution to the problem. We also note that an alternative

solution for the minimal case was proposed by Nı́ster &

Stewénius at [17]. In this paper, we address the non-minimal

case.

The determination of point correspondences (between 3D

points and their images) is still a difficult problem and current

solutions are error-prone. In this paper, we want to relax

this procedure by using coordinates of 3D straight lines (one

dimensional elements) defined in the world coordinate system,

instead of 3D points, which constitutes one of the advantages

of the proposed approach.

Let us consider a 3D straight line with known coordinates.

The image of this line is made up by a set of image pixels.

Depending on the complexity of the imaging system, this set

of pixels may consist on a non-continuous curve in the image

plane. On the other hand, if the imaging system is smooth the

association between pixels and “projection lines” is smooth

[13], and the curve in the image must be continuous. As

a result, and since we are considering the general case, we

do not take into account any geometric constraints between

pixels corresponding to the image of the same 3D straight

line (expressed in the world coordinate system). We only

assume that we have a set of pixels whose coordinates are

known and which correspond to a given 3D straight line. The

only requirement is the determination of the image of a 3D

line. Then any pixel of that image can be used. The problem

becomes, therefore, easier, since there is no need to establish

correspondences between pixels and 3D point features.

Using the framework described in the previous paragraph

we propose a novel solution to the problem of the pose

estimation for general camera models, using lines, Sec. II.

There is, a trivial two step solution that can be used to solve

this problem. As a matter of fact and for general non-central

cameras, 3D straight lines can be recovered using a single

image. On the other hand, for more than three 3D straight lines

represented in two different coordinate systems, it is possible

to recover the rotation and translation parameters that define

the rigid transformation between both.



SUBMITTED TO IEEE TRANS. ON CYBERNETICS: POSE ESTIMATION FOR GENERAL CAMERAS USING LINES 2

Image Space 3D Line Space

h
pC q
1

h
pC q
2

h
pC q
3

h
pC q
4

u1
u2

u4

u3

Fig. 1. Depict of the mapping between image pixels and 3D straight lines that
constitutes the general camera model. We call these 3D lines as “projection
lines”.

However this approach requires the estimation of more pa-

rameters than those required by the problem (the absolute pose

requires the estimation of six parameters – three for translation

and three for rotation). Considering that the coordinates of N

3D straight lines are known, as well as their corresponding

image pixels, and also that the lines are represented by four

degrees of freedom (minimal representation for the line), it

is necessary to estimate N4 ` 6 parameters. It is also known

that the methods for the estimation of the coordinates of 3D

lines are highly sensitive to noise, when the camera models

are close to central. The issues related to the estimation of

3D lines were analyzed in several papers. For non-central

catadioptric cameras 3D line estimation was addressed in

[18], [19], [21], [22]. In this paper, however, we are not

assuming any underlying geometry for camera model, i.e.,

we are not addressing the case of non-central catadioptric

cameras. However and to evaluate the advantages of the

proposed method, without explicitly estimating the known 3D

straight lines in the camera coordinate system, in Sec. III, we

briefly describe a two-step algorithm that we will use in the

experiments Sec. IV.

A. Notations and Background

1) Notations: By default, we use small bold letters to

represent n dimensional vectors (eg. a P R
n). To represent

matrices, we use capital bold letters (eg. A P R
nˆm). Regular

small letters represent one dimensional elements. We use „
to express an algebraic relation up to a scale factor.

We use superscripts pW q and pC q to distinguish between

the same feature in the world and camera coordinate systems,

respectively.

The operator p¨q represents the inner product. We use the

operator sp.q to represent the 3 ˆ 3 matrix that linearizes the

exterior product, such that a ˆ b “ spaqb and

spaq P R
3ˆ3 .

“

»
–

0 ´a3 a2

a3 0 ´a1

´a2 a1 0

fi
fl
. (1)

2) Line Representation: 3D straight lines have four degrees

of freedom. There are many ways to represent 3D lines. We use

the six-tuple Plücker coordinates, g „ pg,qgq where g P R
3 and

qg P R
3 are respectively the direction and moment of the line

g Ă R
6. Plücker coordinates are a subset of a six-dimensional

gi

h1,i

h2,i

h3,i

h4,i

Fig. 2. In this figure we show an example of the intersection between a world
line gi and four “projection lines” h j,i, for j “ 1, . . . ,4.

space because they must verify the constraint known as the

Klein quadric: g ¨ qg “ 0. One of the main advantages of the

use of Plücker coordinates is the possibility of dealing with

incidence relations [23]. Let us consider two lines g „ pg,qgq

and h „
´

h,qh
¯

. They intersect if and only if

Ωpg,hq “ 0 ô g ¨ qh `qg ¨ h “ 0. (2)

3) Rigid Transformation Applied to Lines: Let us consider

the rigid transformation between the world and camera coordi-

nate systems defined by the rotation R P S O p3q and transla-

tion t P R
3. We use lines represented in Plücker coordinates as

gpW q „
´

gpW q
,qgpW q

¯
and gpC q „

´
gpC q

,qgpC q
¯

(for the same

line represented in the world and camera coordinate systems

respectively). According to [24], [25], it is possible to derive

the linear operator

gpC q .

“ Ψ
´

gpW q
¯
, (3)

that can be defined as
„

gpC q

qgpC q


„

„
R 03ˆ3

E R



looooooomooooooon
HPR6ˆ6

„
gpW q

qgpW q


, and E

.

“ sptqR. (4)

Note that matrix E P R
3ˆ3 is known as the essential matrix

[1].

II. POSE USING LINES FOR GENERAL CAMERA MODELS

Pose estimation consists in finding the rotation and transla-

tion, from 3D straight lines whose coordinates are known (in

the world coordinate system) and their corresponding images.

To represent lines, we use Plücker coordinates (Sec.I-A2).

Let us consider the problem of the pose estimation as the

determination of the rotation R P R
3ˆ3 and translation t P R

3

parameters that define rigid transformation between the world

and camera coordinate systems. Moreover, let us consider that

we know M coordinates of 3D straigh lines, in the world coor-

dinate system. Since we are considering generalized imaging

systems, the image of any 3D straight line is a non-parametric

curve in the image plane. Depending on the smoothness of the

imaging system, the curve can be continuous or discontinuous.
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TABLE I
IN THIS TABLE WE SHOW THE ELEMENTS OF THE VOCTOR ci, j P R

18 . c
pkq
i, j DENOTES THE kth

ELEMENT OF ci, j AND
kg

pW q
i DENOTES THE kth

ELEMENT OF

THE VECTOR g
pW q
i . THE SAME DENOMINATION IS USED FOR qgpW q

i , h
pW q
i AND qhpW q

i

c
p1q
i, j “1 g

pW q
i

1qhpC q
i `1 h

pC q
i

1 qgpW q
i c

p2q
i, j “2 g

pW q
i

1qhpC q
i `1 h

pC q
i

2 qgpW q
i c

p3q
i, j “3 g

pW q
i

1qhpC q
i `1 h

pC q
i

3 qgpW q
i c

p4q
i, j “1 g

pW q
i

2qhpC q
i `2 h

pC q
i

1 qgpW q
i

c
p5q
i, j “2 g

pW q
i

2qhpC q
i `2 h

pC q
i

2 qgpW q
i c

p6q
i, j “3 g

pW q
i

2qhpC q
i `2 h

pC q
i

3 qgpW q
i c

p7q
i, j “1 g

pW q
i

3qhpC q
i `3 h

pC q
i

1 qgpW q
i c

p8q
i, j “2 g

pW q
i

3qhpC q
i `3 h

pC q
i

2 qgpW q
i

c
p9q
i, j “3 g

pW q
i

3qhpC q
i `3 h

pC q
i

3 qgpW q
i c

p10q
i, j “1 g

pW q
i

1h
pC q
i c

p11q
i, j “2 g

pW q
i

1h
pC q
i c

p12q
i, j “3 g

pW q
i

1h
pC q
i

c
p13q
i, j “1 g

pW q
i

2h
pC q
i c

p14q
i, j “2 g

pW q
i

2h
pC q
i c

p15q
i, j “3 g

pW q
i

2h
pC q
i c

p16q
i, j “1 g

pW q
i

3h
pC q
i

c
p17q
i, j “2 g

pW q
i

3h
pC q
i c

p18q
i, j “3 g

pW q
i

3h
pC q
i

As a result and to maintain the general concept, we consider

as known data-set a set of pixels that belong to the images

of 3D straight lines. Thus, we know the coordinates of 3D

straigth lines in the world coordinate system g
pW q
i and the set

of associated image pixels ui, j, for all j, forming the data-set

g
pW q
i ÞÑ tui, ju for all i.

Since we consider that the camera is calibrated according to

the general camera model Fig. 1, for each and all image pixels,

we know the corresponding “projection line”, in the camera

coordinate system: ui, j ÞÑ h
pC q
i, j , forming the data-set g

pW q
i ÞÑ!

h
pC q
i, j

)
for all i. Note that in this formulation, we never use

coordinates of 3D points. A scheme of this representation for

some ith known 3D line g
pW q
i is shown in Fig. 2.

From Sec. I-A2, for each and all of the M 3D straight lines

(ith line), and the associated jth “projection line”, the following

constraint must be verified

Ω
´

g
pC q
i ,h

pC q
j,i

¯
“ 0, @ j. (5)

Note that for this constraint, the lines must be represented

in the same coordinate system. We consider the camera

coordinate system which means that the coordinates of g
pC q
i

are unknowns. However, we know the coordinates of the 3D

straight lines in the world coordinate system g
pW q
i . Applying

the rigid transformation as suggested in Sec.I-A3 (this trans-

formation defines the pose), the constraint defined in (5) can

be rewritten as

Ω
´

Ψ
´

g
pW q
i

¯
,h

pC q
j,i

¯
“ 0, @ j. (6)

Developing (6) using (2) and (4), for each and all of the ith

3D straight line g
pW q
i , we get

´
Rg

pW q
i

¯
¨ qhpC q

j,i `
´

Eg
pW q
i

¯
¨ h

pC q
j,i `

´
RqgpW q

i

¯
¨ h

pC q
j,i “ 0, @ j.

(7)

Let us consider

R “

»
–

r1 r2 r3

r4 r5 r6

r7 r8 r9

fi
fl and E “

»
–

e1 e2 e3

e4 e5 e6

e7 e8 e9

fi
fl
, (8)

developing (7) we get

ci, j ¨ v “ 0, (9)

such that v P R
18 is

v “ pr1,r2, . . . ,r9,e1,e2, . . . ,e9q (10)

and the elements of vector ci, j P R
18 are shown in Tab. I.

From (9) and (10), we see that we have eighteen unknowns.

However, these unknowns are not linearly independent. From

the properties of the rotation matrix R P S O p3q, we have

RT R “ I ñ RT R ´ I “ 0, (11)

which corresponds to nine constraints. We note that these

constraints are not all linearly independent too, [11]. In the

general case there are only six which are linearly independent.

Moreover, additional constraints must be taken into account

from the essential matrix E. We know that E
.

“ sptqR, which

means that

ERT “ sptq RRTloomoon
I

“ sptq . (12)

Matrix sptq must be as (1). Thus, we can define six constraints

to the product ERT .

Adding the six constraints derived from (12) to the previous

six linearly independent constraints derived from (11), we get

twelve constraints. Thus, the problem defined by (9) subject

to the constraints derived in (11) and (12) has six degrees of

freedom (that correspond to the six degrees of freedom of the

pose problem).

The constraints defined by (11) and (12) are quadratic

constraints and can be represented as

vT Klv “ kl , for l “ 1, . . . ,15, (13)

where kl is zero or one, depending on the constraint equation.

To conclude, stacking all the ci, j (for all 3D straight lines

and their associated “projection lines”) into matrix C, the

general pose using lines can be obtained by solving the

problem

min
v

||Cv||2

s.t vT Klv “ kl , l “ 1, . . . ,15.
(14)

Using Lagrange multipliers λl , we formulate the Lagrangian

L pv,λ q of this problem as

L pv,λ q “ vT CT Cv `
15ÿ

l“1

λl

`
vT Klv ´ kl

˘
(15)

and the problem defined in (14) can be rewritten as

max
λ

min
v

L pv,λ q (16)

This problem is well studied in the literature. In the experi-

ments, we used the Matlab optimization toolbox.



SUBMITTED TO IEEE TRANS. ON CYBERNETICS: POSE ESTIMATION FOR GENERAL CAMERAS USING LINES 4

III. THE TWO-STEP SOLUTION

In this paper we address the pose estimation using known

coordinates of 3D straight lines in the world coordinate system.

The proposed solution was described in Sec. II. As far as we

know, this problem was not addressed before. However and

as described in Sec. I, there is a trivial two step solution that

can be easily derived from the two following assumptions:

‚ For general non-central cameras, we can determine the

3D coordinates of a straight line from the coordinates of

four or more incident skewed lines [26], [18], [19], [21],

[20], [22].

‚ Using the estimated 3D lines in the camera coordinate

system and since we know the coordinates of the same

lines in the world reference frame, the rotation and

translation that define the transformation of the lines

from the world to the camera coordinate system can be

estimated.

From the constraint that ensures that two lines intersect (2),

and for five or more “projection lines” (h
pC q
j,i for j “ 1, . . . ,Ni,

where Ni ě 5 ) that are incident with the 3D straight line g
pC q
i

in the camera coordinate system (see Fig. 2), we define the

following algebraic relation

»
——–

qhpC q
1,i

T
h

pC q
1,i

T

...
...

qhpC q
Ni,i

T
h

pC q
Ni,i

T

fi
ffiffifl

loooooooooooomoooooooooooon
Ai

«
g

pC q
i

qgpC q
i

ff
“ 0Ni

, (17)

where Ai P R
Niˆ6. Thus, we can conclude that

´
g

pC q
i , qgpC q

i

¯
„ nullpAiq . (18)

For data with noise, matrices Ai will generally have

rankpAiq “ 6 which means that there will be no direct solution

for (18). However, a solution can be computed in the least-

squares sense. Note that line g
pC q
i can be represented up to a

scale factor. As a result, it is easy to see that the solution for

the coordinates of this line can be computed non-iteratively

by computing an inverse of a 5 ˆ 5 matrix.

We also note that for noisy data, the solution for g
pC q
i may

not verify the Klein quadric constraint: g
pC q
i ¨qgpC q

i “ 0. How-

ever, we note that there exist Plücker correction algorithms to

recover the coordinates meeting the Klein quadric constraint

[27].

Let us now assume that we have M 3D straight lines in the

world coordinate system. For each one of them, we have five

or more “projection lines” (Ni ě 5), for i “ 1, . . . ,M. We can

compute line coordinates g
pC q
i using (18), for all i.

Note that for all the estimated coordinates of the 3D straight

lines g
pC q
i , we know the correspondent coordinates in the

world coordinate system g
pW q
i . As a result, the rotation and

translation parameters can be estimated such that all the set!
g

pC q
i Ø g

pW q
i

)
verifies the transformation defined in (3).

Let us consider the matching between directions!
g

pC q
i Ø g

pW q
i

)
. From (4), we can see that the rotation

matrix must verify
”

g
pC q
1 . . . g

pC q
M

ı

loooooooooooomoooooooooooon
P1PR3ˆM

„ R
”

g
pW q
1 . . . g

pW q
M

ı

loooooooooooomoooooooooooon
P2PR3ˆM

(19)

The rotation matrix R can be estimated solving the procrustes

problem [28], which can be solved by computing a Singular

Value Decomposition of a 3ˆ3 matrix. We note that, since we

are dealing with 3ˆ3 matrices, there exists analytical solution

for the SVD. Moreover, we also ensure that the solution for

the rotation matrix R belongs to the space of orthonormal

matrices.

From the second row of (4) and since qgpC q
i ˆqgpC q

i “ 03, we

can define the following algebraic relation:

qgpC q
i ˆqgpC q

i “
´

´sptqRg
pW q
i ` RqgpW q

i

¯
ˆqgpC q

i “ 03. (20)

Developing this equation and taking into account that aˆb “
´b ˆ a which implies spaqb “ ´spbqa, we get

´ s

´
qgpC q

i

¯´
s

´
Rg

pW q
i

¯
t ` RqgpW q

i

¯
“ 0

ñ ´s

´
qgpC q

i

¯
s

´
Rg

pW q
i

¯

loooooooooooomoooooooooooon
Bi

t “ s

´
qgpC q

i

¯
RqgpW q

iloooooooomoooooooon
bi

, (21)

where Bi P R
3ˆ3 and bi P R

3.

For i “ 1, . . . ,M, we have
»
—–

B1

...

BM

fi
ffifl

looomooon
B

t “

»
—–

b1

...

bM

fi
ffifl

looomooon
b

(22)

where B P R
3Mˆ3 and b P R

3M . The solution for t can be

computed using t “ B:b, where B: represents the pseudo-

inverse of B. Note that also B: can be computed in closed-

form, which means that t can be solved analytically too.

To have a single solution for the translation parameters t,

matrix B, in (22), must have rank equal to three. Otherwise,

the solution will be degenerate. It can be proved that, inde-

pendently from R, qgpC q
i or g

pW q
i , the rank of Bi, in (21), will

be equal to one. As a result, a matching of, at least, three

3D lines is required both in the world and camera coordinate

systems (M ě 3).

IV. EXPERIMENTS WITH SYNTHETIC DATA

To evaluate and validate the method proposed in Section II

against the trivial two step solution proposed in Section III,

experiments with both synthetic and real data are performed.

The Matlab code, used to compute the experimental results,

will be available on the author’s page.

For synthetic data, we consider the following procedure. We

randomly generate M 3D straight lines g
pC q
i . To get these lines

we randomly generate 3D points rgpC q
i PR

3 (in a cube with 200

units of side length) and random directions g
pC q
i (with norm

equal to one). In this representation, any point incident with

the line can be expressed as rgpC q
i ` µig

pC q
i for some µi P R.
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Fig. 3. In this figure we show two examples of the generation of the 3D lines

and “projection lines” in the camera coordinate system h
pC q
j,i (blue lines) and

g
pC q
i (red lines). As green, we show the intersection points. In Fig. (a), we

show an example of the general case. In the case of Fig. (b) the directions
of the “projection lines” ensure that they pass close to each other (close to
central).

Using the 3D point and respective direction coordinates, we

get the Plücker coordinates such that

g
pC q
i

.

“
´

g
pC q
i ,rgpC q

i ˆ g
pC q
i

¯
. (23)

For more information see [23].

For each 3D line, we compute Ni “projection lines” h
pC q
j,i .

We randomly choose Ni parameters rµ j (for j “ 1, . . . ,Ni)

and compute the coordinates of the 3D points rhpC q
j,i “ rgpC q

i `

rµ jg
pC q
i . Note that rhpC q

j,i belong to the line g
pC q
i . The set of

parameters rµ j is randomly chosen, from ´100 to 100. The

set of directions h
pC q
j,i is randomly computed too. The Plücker

coordinates of the “projection lines” are then computed as

h
pC q
j,i

.

“
´

h
pC q
j,i ,

rhpC q
j,i ˆ h

pC q
j,i

¯
. (24)

An example of the generation of both g
pC q
i and h

pC q
j,i is

shown in Fig. 3(a).

Random ground truth rotations and translation parameters

are computed (Rgt P S O p3q and tgt P R
3). We generate tgt in

a cube with 200 units of side length. Using these parameters,

we get the Plücker coordinates of the 3D lines in the world

coordinate system as g
pW q
i “ Ψ´1

´
g

pC q
i

¯
, (4).

To conclude, pose is computed using the association be-

tween g
pW q
i Ø

!
h

pC q
1,i , . . . ,h

pC q
Ni,i

)
, for all i. For each estimate

tR, tu and ground truth data tRgt , tgtu, we compute the six

parameters that define the pose: three angles for the rotation

(radians) and three coordinates for the translation. For all the

pose parameters, we compute the distance between the ground

truth and the estimated parameters.

A. Evaluation of the Noise and Deviation from Central Case

In many non-central cameras (such as non-central cata-

dioptric cameras with quadric mirrors), and despite the fact

that they are non-central, the “projection lines” pass close to

each other. Therefore it is important that the proposed method

be evaluated for those configurations. Instead of considering

random directions for h
pC q
j,i , we constrain those directions in

order to ensure that the “projection lines” pass close to each

other. The following procedure is applied: since we already

have the 3D coordinates of a point rhpC q
j,i that is incident on

the line h
pC q
j,i , an additional point is enough to compute the

coordinates of the direction; since in addition we want that all

lines pass close to each other, for each “projection line” we

compute a new point h
pC q
j,i P R

3 randomly chosen in a cube

whose side length is defined by the variable Deviation

from Central Case. The directions are thus computed

as

h
pC q
j,i “

´
rhpC q

j,i ´h
pC q
j,i

¯N
ˇ̌
ˇrhpC q

j,i ´h
pC q
j,i

ˇ̌
ˇ
. (25)

Note that when the variable Deviation from Central

Case tends to zero, the camera model tends to be central.

When it gets higher, it tends to the general case. An example

with Deviation from Central Case equal to twenty

is shown in Fig. 3(b).

For the first evaluation, we consider data with noise. Instead

of considering “projection lines” as described in (24), we use

h
pC q
j,i

.

“
´

h
pC q
j,i ,

´
rhpC q

j,i ` e
pC q
j,i

¯
ˆ h

pC q
j,i

¯
. (26)

The vector e
pC q
j,i has random direction and random norm,

with standard deviation equal to the Noise variable. We

vary the Noise variable from one to ten and the results are

shown in Figs. 4(a) and 4(c) for the general case and for the

case where Deviation from Central Case is equal to

twenty, respectively.

In Fig. 4(b) we evaluate the proposed method by varying

the number of 3D lines used to compute the pose. We consider

the general case and Noise variable equal to 20.

In addition, we evaluate the proposed approach as a function

of the Deviation from Central Case variable – we

vary the evaluation variable from 80 to 10. For that purpose,

we consider the Noise variable as 10. The results are shown

in Fig. 4(d).

B. Convergence of the Method

For the method of Sec. II, it is required to analyse the pres-

ence of local minima in the non-linear optimization approach

(defined by (16). For that purpose, we test the method by

using inital values that are randomly generated. We consider

noiseless synthetic data, such that the data-set is generated

as described in the previous section. For initial values, we
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Central Camera − Deviation from Central Case = 0

Fig. 5. In this figure we evaluate the convergence ratio of the non-linear
method proposed in Sec.II. For this purpose, we vary the number of known 3D
straight lines. In addition, we also consider different values for Deviation
from Central Case variable. Note that we consider the case of central
camera – Deviation from Central Case equal to zero.
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(a) Evaluation of the proposed approach as a function of the Noise variable.
We consider the general case – Fig. 3(a). For that purpose, we consider Ni “
40, @i and M “ 10.
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(b) Evaluation of the proposed approach as a function of the number of 3D
lines used. We use Ni “ 40, @i and Noise variable with value equals to 20.
Note that three 3D lines is the minimal case.
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(c) Similar to the case of Fig. (a) but, instead of the general case, we consider
Deviation from Central Case variable equals to 20 – Fig. 3(b).
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(d) Evaluation of the proposed approach as a function of the Deviation

from Central Case. We consider the Noise variable as 10 and use
Ni “ 40, @i and M “ 10.

Fig. 4. In this figure we show the evaluation of the proposed method using synthetic data. We consider the error for the six parameters that define the pose:
three rotation angles – radians; and three for the translation. In Figs. (a) and (c) we show the evaluation of the algorithm as a function of the noise. In Fig. (b)
we show the results for different number of lines. In Fig. (d) we study the variation of the error as a function of the Deviation from Central Case.
For each value of the evaluation variable, we consider 103 trials as described in the text.

consider t0 “ 03 and rotation matrix R0 computed using

random rotation angles.

We tested five different values for the variable Distance

from Central Case. The first case is thus the general

case. We also consider values of 100, 50, 10 and 0. Note that

when this variable is 0 we have a central camera model. In

addition, we consider Ni “ 40, for all i.

For each one of these different configurations, we evaluate

pose for different number of known 3D straight lines. The

convergence ratio was computed considering 104 trials for

each number of lines. We consider that a solution converges

if the norm of the errors for the translation and rotation

parameters is smaller then 10´5.

V. EXPERIMENTS WITH REAL DATA

For the experiments with real data, we consider a non-

central calibrated catadioptric camera, made up by a perspec-

tive camera and a spherical mirror. Since the trivial two step

method, proposed in Sec. III, gave very bad results (specially

due to bad estimations of the coordinates of the 3D lines in

the camera coordinate system), we will ignore its results in

these experiments. Note that the analysis of the errors, as a

function of the noise, is evaluated in Sec. IV.

We consider a sequence of images taken by moving the

camera through a path in the lab. In each image, we determine

eight curves that correspond to known straight lines in the

world coordinate system. Five examples of these images are

shown in Fig. 6(a). The coordinates of the eight known 3D

straight lines in the world coordinate system are shown by the

correspondent colors in the 3D Fig. 7. Using the described data

set and the method proposed in this article, we estimate the

pose for the sequence. The results are shown in Fig. 7. In this

figure, we show the position and orientation of the perspective

camera of the non-central catadioptric system.

The estimation of the pose allows the determination of the

localization of the camera in the world coordinate system.

Therefore and since we are using a non-central catadioptric

camera with a spherical mirror, points in the world can be

mapped into the image [30], [29]. To further evaluate the

proposed solution for the pose, we consider an application

of augmented reality, with the following objects:

‚ Extra 3D straight lines on the lab’s floor – represented as

red lines in Fig. 7;

‚ Two 3D rectangular parallelepipeds on the chess-boards

pattern, located on the floor of the lab. These two paral-

lelepipeds are represented in green and blue – see Fig. 7.

For each object, we project the points that make up the objects

into the images that form the sequence. Two examples of the

application of the augmented reality are shown in Fig. 6(b).

A movie with the results for the sequence is provided in the

supplementary material.

VI. CONCLUSIONS

A. Discussion of the Experimental Results

Let us first consider the trivial two steps solution, derived

in Section III. When considering general non-central cameras

and from Fig. 4(a), we see that this method has an acceptable

performance even in the case of noisy data. However, it is

well known that, for the case of central cameras, the solution

degenerate (it is not possible to estimate the coordinates of

the 3D lines in the camera coordinate system). As expected,

the results deteriorate significantly for configurations close to

the central camera models – see Figs. 4(c)-(d). Taking into

account that many of the non-central imaging devices are
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(a) Five examples of the images that form the sequence. The colored curves represent the images of known 3D line coordinates. The color of the curves
correspond to the color of the known coordinates of the 3D straight lines shown in the Fig. 7.

(b) Since we know the coordinates of the non-central catadioptric camera in the world coordinate system, we can create objects in the world and project
them to the image [30], [29]. We test the proposed pose estimation using an application of augmented reality. The 3D generated objects are shown in
Fig. 7. In this figure, we show an example of the proposed augmented reality for the same two images of (a).

Fig. 6. In Fig. (a) we show five examples of images taken from the non-central catadioptric camera. The image curves marked in the image correspond to
the data set used for the computation of the pose. In Fig. (b) we test the proposed method using an application of augmented reality. The created objects are
shown in Fig. 7.

relatively close to central camera models (for example the non-

central catadioptric camera), this deterioration on the results

may significantly affect the estimation of the pose.

From the results presented in Figs. 4 and contrarily to the

trivial two step solution, one can conclude that our approach,

Sec. II – without explicitly estimating the known 3D straight

lines in the camera coordinate system, significantly decreases

the errors due to both noise and to configurations close to

the central case. To evaluate the convergence of the non-

linear optimization, represented in (16), random values for

the rotation and zero values for the translation were used

as initial estimates. Convergence ratios of up to 95% for the

case of general non-central cameras were obtained–see Fig. 5.
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Fig. 7. In this figure we show the reconstruction of the motion obtained
from a sequence of images taken from the non-central catadioptric camera –
formed with a perspective camera and a spherical mirror. In the graphic, we
show the recovered position of the perspective camera.

When the geometry of the imaging system approaches central

projection, the convergence ratio decreases. However, for the

central case, the convergence ratios of up to 75% are obtained.

Nevertheless and also contrarily to the trivial two step solution,

it was proven that our method works also for the cases where

the imaging device can be modeled by the perspective cameras

(central camera models).

In the experiments with real data, Sec.V, we reconstructed

the 3D motion from a sequence of images taken from a

non-central imaging system. In addition, we also considered

a simple example of an augmented reality application that

validates the solution for the pose. Note that we are using

a non-central catadioptric camera that uses a spherical mirror.

This imaging device is relatively close to a central camera

model which means that it will be very difficult to compute the

coordinates of the 3D lines in the camera coordinate system.

As result and since the estimation of the pose using the two

step approach gave poor results in the experiments using real

data, we only display results using our approach, Sec. II. From

the results of figs. 6 and 7, it can be seen that the proposed

method yields results with good quality.

B. Closure

In this article, we present a novel approach for pose estima-

tion for general camera models. Instead of the correspondence

between known image and 3D points, this method requires the

correspondence between known 3D straight lines and pixels

that correspond to their images. As far as we known, this

problem was not addressed before. Our approach significantly

reduces the difficulties in the acquisition of the data set

in particular because it does not require the determination

of correspondences between 3D points and their images. In
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addition the method proved to be substantially robust against

noise for a wide variety of configurations, in the difficult

setting of highly non-linear and non-central imaging systems.
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