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Direct Solution to the Minimal Generalized Pose

Pedro Miraldo and Helder Araujo

Abstract—Pose estimation is a relevant problem for imaging systems whose applications range from augmented reality to robotics. In this paper we propose a novel solution for the minimal pose problem, within the framework of generalized camera models and using a planar homography. Within this framework and considering only the geometric elements of the generalized camera models, an imaging system can be modeled by a set of mappings associating image pixels to 3D straight lines. This mapping is defined in a 3D world coordinate system. Pose estimation performs the computation of the rigid transformation between the original 3D world coordinate system and the one in which the camera was calibrated. Using synthetic data, we compare the proposed minimal-based method with the state-of-the-art methods in terms of numerical errors, number of solutions and processing time. From the experiments, we conclude that the proposed method performs better, especially because there is a smaller variation in numerical errors, while results are similar in terms of number of solutions and computation time. To further evaluate the proposed approach we tested our method with real data. One of the relevant contributions of this paper is theoretical. When compared to the state-of-the-art approaches, we propose a completely new parametrization of the problem that can be solved in four simple steps. In addition, our approach does not require any predefined transformation of the dataset, which yields a simpler solution for the problem.

Index Terms—Minimal problems in computer vision, absolute pose, generalized camera models, homography matrix.

I. INTRODUCTION

Camera calibration within the framework of the generalized camera models consists of estimating the correspondences between image pixels and the corresponding projecting 3D straight lines. Image space does not usually change and therefore we can define a 3D coordinate system for the image coordinates. But a camera is a mobile device and so we cannot define a fixed global coordinate system to represent the lines mapped into the image pixels. Therefore, we define a 3D reference coordinate system associated with the camera to represent the 3D lines mapped into the image pixels [1]. As a consequence, to estimate the coordinates of 3D entities represented in a different coordinate system we need to estimate a rigid transformation that maps the camera coordinate system into the other reference coordinate system, which we call the absolute pose problem. This problem can be divided into two subproblems: minimal and non-minimal cases.

Absolute pose is important for many applications that need to use the 3D entities imaged by a camera. The analysis of solutions using minimal data is important because it provides insights and a better understanding of the problem. Non-minimal solutions, meanwhile, are used to estimate the pose for more than the minimal point correspondences, when we need a robust solution. The advantages of minimal solutions are in terms of computation speed and their applications in the hypothesis-and-test estimation methods such as RANSAC [2], [3].

Pose estimation has been subject of a significant amount of research for the case of any camera that can be modeled by a common perspective imaging system, where all the rays intersect at a single point (Fig. 1(b)). These works [4], [5], [6], [7], [8] are examples for non-minimal pose problems, and in the case of minimal pose problems these works [9], [10], [11] (only three 3D points in the world and their images are used) are also examples. Guo and Bujnak et al., in [12], [13], developed a minimal solution for the computation of the pose of an uncalibrated perspective camera. In this case, instead of three points, their method requires four 3D points and their images.

If we consider imaging devices where image formation cannot be modeled by a central projection (see Fig. 1(a)), e.g. when the imaging rays are subject to reflection and/or refraction [14], [15], [16], [17], [18], [19] or linear cameras [20], [21], [22], [23], new methods and algorithms have to be considered. In this article we address minimal pose estimation for general imaging devices that uses a single image of three points in the scene. We do not address the relative pose problem where two or more images of the scene are used. In general, estimates based on minimal data provide multiple solutions. Here we describe a new method for pose estimation using the minimal number of three known coordinates of 3D points. As far as we know, this problem has been studied by Nistér & Stewénius [24], [25], by Chen & Chang [26], [27] and by Ramalingam et al. at [28]. A more detailed analysis of these methods is presented in the next section.

We use a planar 3D homography transformation to define an algebraic relationship that relates any three points in the world (represented in the world coordinate system) and any three 3D lines that pass through those points (the lines are represented in the 3D camera coordinate system). Note that, since we are using only three 3D points, the use of a planar homography to represent the rigid transformation does not restrict the use of the method to planar patterns. Any three linearly independent 3D points define a plane in the world. However, as we will see (and without additional constraints), the use of three points and three lines leads to an infinite number of possible solutions. To have a finite number of solutions, the constraint that the homography matrix must define a rigid transformation is used.

In this article, existing and proposed approaches are also compared. The proposed method performs better than the previous approaches in terms of numerical error and is similar to the best state-of-the-art method in terms of the number of solutions and computation effort.
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We do not consider the non-minimal problem here. However, solutions for these cases were also developed by Chen and Chang [26], [27] and by Schweighofer and Pinz [29].

This paper is organized as follows: in the rest of this section we describe the framework for the generalized camera model, give a short description of the previous approaches, and indicate the mathematical notation used in the article. The proposed approach is presented in Sec. II. A method to estimate the intersection points of three quadrics is described in Sec. III. The structure of the algorithm is shown in Sec. IV and in Sec. V-A we compare the proposed approach with the state-of-the-art methods in terms of numerical accuracy, number of possible solutions and processing. Some conclusions are set out in Sec. VI.

The contributions of the paper are stated in Sec. II and III. In Sec. II, we propose the homography-based solution for our problem (to the best of our knowledge, it is the first time that homography has been used for this kind of problem). In Sec. III, we adjust a general minimal solver (based on polynomial eigenvalues) to compute the intersection of the quadrics, as required by our method (solution presented in Sec. II).

A. General Imaging Model

For the estimation of the 3D pose, the calibration of the imaging device is assumed to be known. We use a model that can represent any type of imaging device. The model used is the general imaging model proposed by Grossberg and Nayar [30]. This model assumes that each image pixel is mapped into a ray in 3D world. The mapping parameters form an array of parameters called raxels. The set of all raxels that represent all image pixels constitutes the complete camera model. Note that there are no constraints on the mapping parameters, which means that the imaging model can represent any type of imaging system, central or non-central.

Since we assume that the camera has been previously calibrated and represented by the raxel imaging model for all image pixels, the corresponding 3D line coordinates are known in the camera coordinate system. Several calibration procedures for the general imaging model were described in the literature, for instance [30], [31], [32].

B. Previous Approaches vs Our Approach

The algorithm proposed by Chen and Chang at [26], [27] was the first method to estimate the minimal three-point pose problem for general imaging devices. The algorithm is based on the estimation of the roots of an eighth degree polynomial equation. To get this polynomial equation, the data-set is transformed such that lines and points verify a set of constraints. An algorithm is used in the new coordinate system to relate the triangle defined by distances between the three known world points and the three projection lines.

This algorithm estimates the coordinates of the points in the camera coordinate system. Thus, since the pose is described by a rotation and a translation an additional estimation of the rigid transformation is also required, based on the matching between the coordinates of the points in the camera and world coordinate systems, for instance [33], [34].

The approach of Ramalingam et al. [28] is similar to that proposed by Chen and Chang, which is based on the fact that the distances between the world points must be preserved. They claim that the three distances’ constraints generate an eighth degree polynomial equation. However, unlike the algorithm proposed by Chen and Chang, they do not give a closed-form solution for the polynomial parameters. Since the basis of this algorithm is similar to the method of Chen and Chang, we will restrict our analysis to the latter algorithm.

Nistér and Stewénius [24], [25] proposed an algorithm that is also based on the estimation of the roots of a single variable eighth degree polynomial equation. This algorithm also requires predefined transformations to the 3D points and 3D lines, in the world and camera coordinate systems. The coefficients of the polynomial equation are obtained from the intersection between a ruled quartic surface and a circle.

Finally, we note that both algorithms are based on the derivation of an eighth degree polynomial equation, as a function of a single variable. Despite the differences between
the approaches, these algorithms require a set of rigid transformations of the dataset to be performed to get the coefficients of the eighth degree polynomial equation. These transformations are more complex – see, for example, the derivation of [35], [25] – and can lead to critical configurations – see, for instance [27, Sec. 3.2].

In this article, we propose a different approach. We do not aim to obtain a polynomial equation as a function of a single variable. Instead, we express the solutions as the intersection between three quadrics, where the number of solutions will be up to eight, as with the previous approaches. There are, however, methods to express the intersection of three quadrics as a problem of finding the roots of an eighth degree polynomial equation. In Guo [12, Theorem 1] the author shows a procedure to generate, in closed form, the eigendecomposition of the quadratic equations of a plane. In this article we use Plücker coordinates to represent lines and their intersection with a plane, which gives a simple and intuitive four-step algorithm.

Note, too, that no comparison between previous methods has yet been made.

C. Background and Notation

By default, bold capital letters represent matrices (e.g. $A \in \mathbb{R}^{n \times m}$, $n$ rows and $m$ columns), bold small letters represent vectors (e.g. $a \in \mathbb{R}^{n}$, $n$ elements) and small letters represent one-dimensional elements (e.g. $a$). By default, a vector is a column.

Let us consider $U \in \mathbb{R}^{n \times m}$ and $V \in \mathbb{R}^{k \times l}$ and the equation

$$UXV^T = C \quad (1)$$

where $X \in \mathbb{R}^{m \times l}$ is the equation unknown. Using the Kronecker product, this equation can be rewritten as

$$(V \otimes U) \text{vec}(X) = \text{vec}(C) \quad (2)$$

where $\otimes$ represents the Kronecker product with $(V \otimes U) \in \mathbb{R}^{kn \times lm}$ and vec(.) is a vector formed by stacking the columns of the relevant matrix.

The hat operator, $\hat{A} \in \mathbb{R}^{3 \times 3}$, denotes the skew-symmetric matrix that linearizes the exterior product such that $a \times b = \hat{A} b$.

In this article we use Plücker coordinates to represent lines $\mathbb{R} \cong \langle d, m \rangle$, where the elements of $l \in \mathbb{R}^{3}$ are constrained to $\langle d, m \rangle = 0$ (known as the Klien quadric). For more information about Plücker coordinates see [36]. $d \in \mathbb{R}^{3}$ and $m \in \mathbb{R}^{3}$ are respectively the direction and moment of the line and for any point $x \in \mathbb{R}^{3}$ incident with the line, we can write $m = x \times d$.

The dimensions of the column-space and dimension of the null-space are represented by rank(.) and nullity(.), respectively.

II. PROPOSED APPROACH

Pose estimation requires the estimation of a rotation matrix $R \in SO(3)$ and a translation vector $t \in \mathbb{R}^{3}$ that define the rigid transformation between the world and camera coordinate systems. Since we consider that the imaging device is calibrated, pose is specified by the rigid transformation that satisfies the relationship of incidence between points in the world coordinate system and 3D straight lines represented in the camera coordinate system, Fig. 1. To distinguish between features represented in the world coordinate system and entities in the camera coordinate system, we use the superscripts $(W)$ and $(C)$, respectively.

The rigid transformation between a point in world coordinates and the same point in camera coordinates is given by

$$p^{(C)} = Rp^{(W)} + t. \quad (3)$$

Let us consider a plane $\pi^{(W)} \subseteq \mathbb{R}^{3}$, defined by any three 3D points. Using this assumption and from the definition of the homography map [37], [1], we can rewrite (3) as

$$p^{(C)} = \left( R + \frac{1}{\pi_0} t \pi^T \right) p^{(W)}, \quad (4)$$

valid for any point that belongs to that plane. The matrix $H$ is called the homography matrix, $\pi_0$ and $\pi$ are respectively the distance from the plane to the origin and the unit normal vector to the plane.

The homography matrix can be defined up to a scale factor. However, this matrix only defines a rigid transformation for points belonging to the plane $\pi^{(W)}$ if it meets the following condition:

**Proposition 1.** A matrix $H$ belongs to the space of the homography matrices $\mathcal{H}$ if it verifies following condition

$$H \in \mathcal{H} \triangleq \{ H \in \mathbb{R}^{3 \times 3} : \sigma_2(H) = 1 \} \quad (5)$$

where $\sigma_2(H)$ is the second biggest singular value of $H$.

The proof of this proposition is a simple extension of the proof found in [37, Lemma 5.18].

A. Decomposition of the Homography Matrix

For the decomposition of the homography matrix we use the method described in Section 5.3.3 of [37]. In this section we briefly describe this method and analyze the decomposition used in our approach, in which the coordinates of $\pi^{(W)}$ are known.

Let us consider the eigen decomposition of $H^T H$ as

$$H^T H = V \Sigma^2 V^T, \quad (7)$$

$v_i$ denotes the $i$th column of $V$ and $\sigma_i^2$ the $i$th eigenvalue of $H$ (note that from Proposition 1, we know that $\sigma_2^2 = 1$). Using these assumptions, we define

$$u_1 = \frac{\sqrt{1 - \sigma_2^2} v_1 + \sqrt{\sigma_2^2 - 1} v_3}{\sqrt{\sigma_1^2 - \sigma_2^2}} \quad (8)$$

$$u_2 = \frac{\sqrt{1 - \sigma_2^2} v_1 - \sqrt{\sigma_2^2 - 1} v_3}{\sqrt{\sigma_1^2 - \sigma_2^2}} \quad (9)$$
Solution 1:
\[
\mathbf{R}^{(1)} = \mathbf{W}^{(1)} (\mathbf{U}^{(1)})^T
\]
\[\mathbf{H}^{(1)} = \mathbf{v}_2 \times \mathbf{u}_1\]
\[\frac{1}{d} \mathbf{t}^{(1)} = (\mathbf{H} - \mathbf{R}^{(1)}) \mathbf{R}^{(1)}\]

Solution 3:
\[
\mathbf{R}^{(3)} = \mathbf{R}^{(1)}
\]
\[\mathbf{H}^{(3)} = -\mathbf{H}^{(1)}\]
\[\frac{1}{d} \mathbf{t}^{(3)} = -\frac{1}{d} \mathbf{t}^{(1)}\]

Solution 2:
\[
\mathbf{R}^{(2)} = \mathbf{W}^{(2)} (\mathbf{U}^{(2)})^T
\]
\[\mathbf{H}^{(2)} = \mathbf{v}_2 \times \mathbf{u}_2\]
\[\frac{1}{d} \mathbf{t}^{(2)} = (\mathbf{H} - \mathbf{R}^{(2)}) \mathbf{R}^{(2)}\]

Solution 4:
\[
\mathbf{R}^{(4)} = \mathbf{R}^{(2)}
\]
\[\mathbf{H}^{(4)} = -\mathbf{H}^{(2)}\]
\[\frac{1}{d} \mathbf{t}^{(4)} = -\frac{1}{d} \mathbf{t}^{(2)}\]

To conclude, the four possible solutions for the decomposition of the homography matrix are shown in (6).

Usually, the homography matrix is used to estimate the relative pose between two perspective images when a planar pattern is viewed by both cameras. In that case, the decomposition of \( \mathbf{H} \) into a rotation matrix and translation vector can yield up to four solutions [37]. However, in the problem addressed in this paper, we assume that the 3D coordinates of the points are known in one of the coordinate systems, which means that the plane coordinates are known in that coordinate system. For this problem, it is possible to define the following theorem.

**Theorem 1.** Given a homography matrix, \( \mathbf{H} \in \mathcal{H} \), and a plane \( \pi^{(W)} \) of known coordinates, the decomposition of \( \mathbf{H} \) into rotation and translation has a unique solution.

The proof of this theorem is given in Supplementary Material [38].

**B. Formalization of the problem**

As mentioned in Sec. I-A the camera is deemed to have been previously calibrated. Therefore, for each pixel the corresponding 3D line (in the camera coordinate system) is known. A 3D line can be represented in Plücker coordinates, Section I-C.

Using this representation and from [36], a point that is incident on a line satisfies the following relationship
\[
d^{(C)} \times p^{(C)} = \widehat{D}^{(C)} p^{(C)} = m^{(C)}.
\]

We wish to determine the relationship between the points in the world coordinate system and the lines in the camera coordinate system. Thus, for the plane \( \pi^{(W)} \), defined by the three world points, we can write
\[
\widehat{D}^{(C)} \mathbf{H}^{(W)} = m^{(C)}.
\]

The aim of this approach is to estimate the pose based on the homography matrix. Thus, let us consider the linearization of the unknown matrix \( \mathbf{H} \) in (15), using the Kronecker product, Sec. I-C,
\[

\left(p^{(W)} \otimes \widehat{D}^{(C)}\right) \vec{\mathbf{H}} = m^{(C)}.
\]

The minimal problem, in the case of the camera pose, corresponds to the determination of the mapping between three world points (represented in the world coordinate system) and their corresponding 3D lines (represented in the camera coordinate system). Therefore, using the representation of (16), we can define the following algebraic relation
\[

\left(\mathbf{P}_1^{(W)} \otimes \mathbf{D}_1^{(C)}\right) \left(\mathbf{P}_2^{(W)} \otimes \mathbf{D}_2^{(C)}\right) \left(\mathbf{P}_3^{(W)} \otimes \mathbf{D}_3^{(C)}\right) \vec{\mathbf{H}} = \left(m_1^{(C)}\right)\left(m_2^{(C)}\right)\left(m_3^{(C)}\right).
\]

The column-space of the matrix \( \mathbf{M} \) is important for the estimation of the unknown parameters. Let us therefore consider the following theorem.

**Theorem 2.** Consider a set of three points defined in the world coordinate system and their corresponding lines in the camera coordinate system. If the three points define a plane that does not pass through the origin, the dimension of the column-space of \( \mathbf{M} \) at (17) will be rank \( \mathbf{M} \) = 6.

The proof of this theorem is given in Supplementary Material [38]. Even if the plane contains the origin, a simple change of coordinate system ensures that the conditions of the theorem hold.

The goal of the method is to compute the parameter of \( \mathbf{H} \). As a result, let us consider the following derivation
\[

\left(\mathbf{M} - \mathbf{w}\right) \xi = \mathbf{0}, \quad \text{where} \quad \xi = \left(\begin{array}{c} \vec{\mathbf{H}} \\ 1 \end{array}\right).
\]

From Theorem 2, it can be seen that nullity \( \mathbf{N} \) = 4. Let us represent the null-space of \( \mathbf{N} \) as
\[

\text{null} (\mathbf{N}) = \left\{ a e^{(1)} + b e^{(2)} + c e^{(3)} + d e^{(4)} : a, b, c, d \in \mathbb{R} \right\},
\]

where the \( e^{(i)} \) are the vectors defining its basis. Note that \( \xi \) has four degrees of freedom. However, from (18), we see that the tenth element of vector \( \xi \) must be \( \xi_{10} = 1 \). Without loss of generality, let us consider \( e^{(i)}_{10} = 1, \) for all \( i \). Using these definitions, one can see that \( \xi_{10} = 1 \) is satisfied for \( \xi \in \mathcal{R} \), such that
\[

\mathcal{R} = \left\{ a f^{(1)} + b f^{(2)} + c f^{(3)} + f^{(4)} : a, b, c, d \in \mathbb{R} \right\}.
\]

and
\[

f^{(1)} = e^{(1)} - e^{(4)}
\]
\[

f^{(2)} = e^{(2)} - e^{(4)}
\]
\[

f^{(3)} = e^{(3)} - e^{(4)}
\]
\[

f^{(4)} = e^{(4)}.
\]

Note that in this representation the space has only three degrees of freedom.

Let us consider the estimation of the homography matrix represented as \( \mathbf{H} \). Using the result of (20), we can see that the homography matrix can be represented as
\[

\mathbf{H} = a F^{(1)} + b F^{(2)} + c F^{(3)} + F^{(4)},
\]
where \( \mathbf{F}^{(i)} \in \mathbb{R}^{3 \times 3} \) are the un-stacking of the vectors \( \mathbf{f}^{(i)} \) and \( a, b \) and \( c \) are the unknowns.

The estimated homography matrix must represent a rigid-body transformation for points at \( \pi^{(W)} \), which means that the distance between any two points that belong to that plane must be preserved. Formally, since \( \mathbf{p}_i^{(W)} = \mathbf{Hp}_i^{(C)} \),

\[
\left\| \mathbf{p}_i^{(W)} - \mathbf{p}_j^{(W)} \right\| = \left\| \mathbf{p}_i^{(C)} - \mathbf{p}_j^{(C)} \right\| = \left\| \mathbf{Hp}_i^{(W)} - \mathbf{Hp}_j^{(W)} \right\|. \tag{26}
\]

Using this result and considering \( q_{i,j} = \mathbf{p}_i^{(W)} - \mathbf{p}_j^{(W)} \) for the three world points, one can define three constraints that the estimated homography matrix must satisfy

\[
\begin{cases}
q_{1,2}^T q_{1,2} = q_{1,2}^T \mathbf{H}^T \mathbf{H} q_{1,2} \\
q_{1,3}^T q_{1,3} = q_{1,3}^T \mathbf{H}^T \mathbf{H} q_{1,3} \\
q_{2,3}^T q_{2,3} = q_{2,3}^T \mathbf{H}^T \mathbf{H} q_{2,3}.
\end{cases} \tag{27}
\]

Using (25), we can rewrite these three constraints as a function of the unknowns as

\[
f_{1,2} (a, b, c) = f_{1,3} (a, b, c) = f_{2,3} (a, b, c) = 0 \tag{28}
\]

where each \( f_{i,j} (a, b, c) \) is such that

\[
f_{i,j} (a, b, c) = k_{(i,j)}^{1} a^2 + k_{(i,j)}^{2} b^2 + k_{(i,j)}^{3} c^2 + k_{(i,j)}^{4} ab +
+ k_{(i,j)}^{5} ac + k_{(i,j)}^{6} be + k_{(i,j)}^{7} a + k_{(i,j)}^{8} b + k_{(i,j)}^{9} c + k_{(i,j)}^{10} . \tag{29}
\]

The parameters of the coefficients, \( k_{(i,j)}^{n} \) for \( n = 1, \ldots, 10 \), are shown in (30). Note that each of these functions represents a quadric. As a result, the solutions for vector \( (a, b, c) \) that verify the system of (28), can be seen as corresponding to the points where the three quadrics intersect. A method to estimate the intersection of quadrics is described in Sec. III.

A necessary condition for the decomposition of the homography matrix described in Sec. II-A is that the estimated matrices satisfy \( \mathbf{H} \in \mathcal{H} \). This is the same as proving that \( \mathbf{H} \) satisfies the conditions of a rigid transformation for any point that belongs to the plane \( \pi^{(W)} \). Therefore, this requirement must be met to ensure that the estimates \( \overline{\mathbf{R}} \in SO(3) \) and \( \overline{\mathbf{t}} \in \mathbb{R}^3 \).

From the following Proposition, all the solutions for \( \mathbf{H} \) that are obtained from the intersection of the three quadrics, (27) and (28), satisfy the condition \( \mathbf{H} \in \mathcal{H} \).

**Proposition 2.** A matrix \( \mathbf{H} \in \mathbb{R}^{3 \times 3} \) that satisfies (27) and (28) defines a rigid transformation for any point that belongs to \( \pi^{(W)} \) (that is defined by the three points \( \mathbf{p}_i^{(W)} \)) and, as a result, also satisfies the Proposition 1.

The proof of this Proposition is presented in Supplementary Material [38]. This Proposition proves that a homography defines a rigid transformation of a plane if it preserves the distances between any three points of the plane.

Note that from the Theorem 1, we ensure that each solution estimated for \( \overline{\mathbf{H}} \in \mathcal{H} \) will generate a single solution for \( \overline{\mathbf{R}} \in SO(3) \) and \( \overline{\mathbf{t}} \in \mathbb{R}^3 \).

**C. The Case of a Central Camera**

Let us consider the case of a central/perspective camera. Without loss of generality, we take the origin of the camera coordinate system to be the center of projection, i.e., the point where all the rays intersect. Since all the rays pass through the origin, the moments of the 3D lines will be zero and we can write \( w = 0 \). In this case, from the algebraic relationship of (17), the solutions for the unknown vector \( \mathbf{vec}(\mathbf{H}) \) will belong to the null-space of \( \mathbf{M} \). From Theorem 2, we have nullity \( (\mathbf{M}) = 3 \), which means that we can define vec \( \mathbf{H} \in \text{null}((\mathbf{M})) \), such that

\[
\text{null} (\mathbf{M}) = \{ a \mathbf{f}^{(1)} + b \mathbf{f}^{(2)} + c \mathbf{f}^{(3)} : a, b, c \in \mathbb{R} \} \tag{31}
\]

where \( \mathbf{f}^{(i)} \) are the vectors corresponding to the basis for the null-space. As with the general case, a space of solutions for \( \mathbf{H} \) can be obtained (in this case from the null-space of \( \mathbf{M} \)) using (25), by setting \( \mathbf{f}^{(i)} = 0 \).

Since \( \mathbf{H} \) must represent a rigid transformation for points that belong to the plane \( \pi^{(W)} \), the constraints defined in (27) must be enforced. As with the general case, each of these equations will correspond a quadric surface \( f_{i,j} (a, b, c) \), where

\[
f_{i,j} (a, b, c) = k_{(i,j)}^{1} a^2 + k_{(i,j)}^{2} b^2 + k_{(i,j)}^{3} c^2 + k_{(i,j)}^{4} ab +
+ k_{(i,j)}^{5} ac + k_{(i,j)}^{6} be + k_{(i,j)}^{7} a + k_{(i,j)}^{8} b + k_{(i,j)}^{9} c + k_{(i,j)}^{10} . \tag{32}
\]

and the parameters \( k_{(i,j)}^{m} \) are given by (30), by setting \( \mathbf{F}_4 = 0 \).

Note that in this case Proposition 2 is also satisfied and, as a result, \( \overline{\mathbf{H}} \in \mathcal{H} \). This means that, for each estimate \( \overline{\mathbf{R}} \in \mathcal{H} \), we have a single \( \overline{\mathbf{R}} \in SO(3) \) and \( \overline{\mathbf{t}} \in \mathbb{R}^3 \).

Note that in the case of a minimal pose problem for a central camera, we have up to four solutions [9]. Let us consider the solutions for vec \( \mathbf{H} \) as \( \mathbf{u}_i \), for \( i = 1, \ldots, n \) where \( n \leq 8 \) is the number of possible solutions. It is straightforward to verify that the solutions can be grouped into pairs \( \{ \mathbf{u}_i, \mathbf{u}_m \} \), where \( \mathbf{u}_m = -\mathbf{u}_i \) (if we have a solution \( \mathbf{u}_i \) that satisfies \( \mathbf{M} \mathbf{u}_i = 0 \), then we will have \( \mathbf{u}_m = -\mathbf{u}_i \) that satisfies \( \mathbf{M} \mathbf{u}_m = 0 \)). As a result, if we consider only solutions that correspond to points in front of the camera (which is usually used in these cases [9]), one of the solutions from each pair can be eliminated and then we will have up to four solutions, too.

**III. Solving for the Intersection of Quadrics**

The most important step in previous algorithms was the estimation of the roots of an eighth degree polynomial equation. There is no analytical solution for the estimation of these roots [26], [27]. However, there are several numerical methods that can be used to estimate these solutions. Nistér & Stewénius and Chen & Chang proposed the use of the companion matrix [39], [24], [25]. According to Chen and Chang, this procedure is suitable to solve the proposed problem when considering criteria of speed and accuracy. With this method, the solutions for the roots are given by the eigenvalues of the companion matrix.

For the algorithm proposed in this article, the solutions for the pose problem are obtained by estimating the intersection points of three quadrics. As mentioned above, Guo at [12] describes a method to derive the intersection of three generic quadrics by solving for the roots of an eight degree polynomial equation – the coefficients of this polynomial equation can be given in closed form. But other solvers can be used to
solve the intersection of the quadrics. The usual methods to estimate these intersection points are based on the use of the Grobner basis [40], [41] and hidden variable techniques [42]. More recently, a polynomial eigenvalue method [39] for solving minimal problems in computer vision has been presented [43]. As claimed by Kukelova et al. [43], these approaches are accurate, simple, fast and easy to implement. As a result, in this paper, we derive a polynomial eigenvalue solution to estimate the intersection points of the quadrics. We now describe the proposed derivation.

Let us consider the system of three equations represented in (28). If we choose \( a \) as the eigenvalue, the polynomial eigenvalue has the form

\[
(C_2 a^2 + C_1 a + C_0) \mathbf{v} = \mathbf{0}. \tag{33}
\]

Polynomial eigenvalue solvers require that the matrices \( C_i \) have square shapes. Note that since the original problem has only three equations and the size of the vector \( \mathbf{v} \) is six, we cannot get square matrices \( C_i \). We have to generate new equations as a polynomial combination of the original ones (resultant-based methods), to ensure that the coefficient matrices \( C_i \) have a square shape.

After the generation of the new polynomial equations, we get matrices \( C_0, C_1, C_2 \in \mathbb{R}^{15 \times 15} \) from (35) and (34), and \( \mathbf{v} \in \mathbb{R}^{15} \) is such that

\[
\mathbf{v} = (b^4, b^3 c, b^2 c^2, b^2 c, b^3, b^2 c, b c, c^3, b^2, b c, c^2, b, c, 1). \tag{36}
\]

Since matrix \( C_0 \) will be non-singular, the polynomial eigenvalue problem of (33) can be rewritten as a standard eigen decomposition problem \( C \nu = \bar{a} \nu \), where \( \bar{a} = \frac{1}{a} \) and matrix \( C \in \mathbb{R}^{30 \times 30} \) and vector \( \nu \in \mathbb{R}^{30} \) are

\[
C = \begin{pmatrix}
0 & \mathbf{I} \\
-C_0^{-1} C_2 & -C_0^{-1} C_1
\end{pmatrix}, \quad \nu = \begin{pmatrix}
\mathbf{v} \\
\bar{a} \nu
\end{pmatrix}. \tag{37}
\]

To conclude, the solution for the unknowns \((a, b, c)\) that satisfies (28) can be given by the eigen decomposition of matrix \( C \) where: \( a \) is given by the inverse of the eigenvalue of \( C \) and the corresponding \( b \) and \( c \) are given by the thirteenth and fourteenth element of the corresponding eigenvector.

Note that given the size of matrix \( C \) there will be thirty eigenvalues. However, from (34), we can see that there will be sixteen columns of matrices \(-C_0^{-1} C_2 \) and \(-C_0^{-1} C_1 \) equal to zero. These columns will generate zero eigenvalues, which cannot be used since the value of \( a \) will be the inverse of each eigenvalue. Thus, we can eliminate these columns and the corresponding rows, resulting in a \( 14 \times 14 \) matrix. Additional zero and complex eigenvalues are also generated and have to be eliminated, which will yield up to eight real solutions.

IV. ALGORITHM OUTLINE

We will now give an overview of the proposed method. The algorithm can be decomposed into the following four steps:

1) compute the null-space of matrix \( \mathbf{N} \) at (18), which is obtained from the set of correspondences between world points and 3D lines from the general imaging model;
2) using the basis of the estimated null-space, compute the coefficients of the quadric surfaces using (30); using these coefficients get matrices \( C_0, C_1, C_2 \) from (35) and (34), and use these matrices to compute matrix \( C \), as shown in (37);
3) compute the eigen decomposition of matrix \( C \), and, for each eigenvalue, set \( a \) equal to the inverse of the eigenvalue and \( b \) and \( c \) equal respectively to the thirteenth and fourteenth elements of the corresponding eigenvector;
4) for each set of \((a, b, c)\), compute the estimates for the homography matrix using (25); and decompose each estimate using the method described in Sec. II-A.

We again note that the third step – which corresponds to the solver for the quadrics intersection proposed at Sec. III – can be replaced by the solution described by Guo in [12, Theorem 1]. The method proposed in Sec. III is much more intuitive and easy to implement than the method described in Guo’s article, which derives an eighth degree polynomial equation for the problem. However, as we describe in Sec. V-A3, finding the roots of an eighth degree polynomial equations can solve the intersection of the quadrics faster.

The algorithm proposed in this paper is implemented in MATLAB and will be available on the author’s page.

V. EXPERIMENTAL RESULTS

In this section we evaluate the proposed method against the state-of-the-art approaches, using synthetic data. In addition, we validate our method by testing it using real data. We conclude by analyzing the experimental results.

A. Experiments with Synthetic Data

The important parameters to evaluate the solutions of minimal problems are numerical accuracy, computation time, and the number of possible solutions given by the algorithms. As noted by Nistér and Stewénius [24], [25], all minimal solutions will behave in much the same way with respect to noise, which means that tests of this type are less relevant. We compare the algorithm proposed in this article with the methods proposed by Nistér and Stewénius at [24], [25] and by Chen and Chang at [26], [27]. Afterwards, we describe the generation of the dataset used to test the minimal three-point pose problem with the three algorithms.
Data were generated by randomly mapping 3D lines and points. This process is repeated for 4 \times 4 \times 4 = 64 trials with a new pose and data being randomly generated for each trial.

1) Numerical Errors: The characterization of the numerical error is one of the main parameters used to evaluate minimal three-point pose algorithms. In Fig. 2, we show the results for the three algorithms that are compared in this article.

We consider three different metrics for the numerical errors: 1) rotation error; 2) translation error; 3) average of the distance error between the estimated and ground-truth world points in the camera coordinate system.

Next, we define the errors in detail. For each of the three algorithms that are compared in this article.

Next, we define the errors in detail. For each of the three algorithms that are compared in this article.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Numerical Errors: & \multicolumn{2}{c|}{Our Method} & \multicolumn{2}{c|}{Nister and Stevenius} & \multicolumn{2}{c|}{Chen and Chang} \\
& median & mode & median & mode & median & mode \\
\hline
Rotation & 1.4 \times 10^{-14} & 1.9 \times 10^{-14} & 9.5 \times 10^{-14} & 8.3 \times 10^{-14} & 1.2 \times 10^{-12} & 8.3 \times 10^{-13} \\
\hline
Translation & 2.3 \times 10^{-11} & 3.7 \times 10^{-12} & 1.5 \times 10^{-9} & 7.5 \times 10^{-11} & 1.7 \times 10^{-10} & 3.5 \times 10^{-11} \\
\hline
Distance between points & 9.4 \times 10^{-12} & 8.3 \times 10^{-13} & 3.8 \times 10^{-10} & 7.5 \times 10^{-11} & 3.6 \times 10^{-11} & 1.7 \times 10^{-11} \\
\hline
\end{tabular}
\caption{In this table, we show the median and mode for each graphic of the Fig. 2, that represent the numerical errors for rotation, translation and distances between points.}
\end{table}
For each of the trial we computed
\[ d_{\text{rotation}} = \| (\alpha, \beta, \gamma) - (\alpha, \beta, \gamma) \| \] (38)
where \((\alpha, \beta, \gamma)\) and \((\alpha, \beta, \gamma)\) are the rotation angles of the estimated solutions and ground-truth solution, respectively.

The numerical error for translation was computed using
\[ d_{\text{translation}} = \| \vec{t} - \vec{t} \| , \] (39)
where \(\vec{t}\) and \(\vec{t}\) are the estimated and ground-truth translation vectors, respectively. The distribution of the numerical errors of translation is shown in Fig. 2(b).

We also computed an error measure related to the estimation of the coordinates of the world points in the camera coordinate system. Since the ground-truth \(p_i^{(C)}\) is known, we computed the error as
\[ d_{\text{points}} = \frac{1}{3} \sum_{i=1}^{3} \| \vec{p}_i^{(C)} - \vec{p}_i^{(C)} \| , \] (40)
where \(\vec{R}\) and \(\vec{t}\) are the estimates for rotation and translation respectively. The frequency distribution of the numerical errors is shown in Fig. 2(c).

We also computed the median and mode for each curve. The results are shown in Tab. I.

2) Number of Solutions: Note that in general, minimal problems in computer vision do not generate single solutions. As a result, comparing the different methods in terms of the number of solutions is important. In this section we analyze the distribution of the number of solutions for the 10^5 trials described above.

Wrong solutions are eliminated by assuming the constraint that “the camera looks ahead”. Assuming that the line is represented by a point \(x^{(C)}\) and its direction \(d^{(C)}\), this constraint can be formalized by the inequality \(d^{(C)} T (p_i^{(C)} - x^{(C)}) > 0\), for \(i = 1, 2, 3\).

We computed the number of solutions for all the 10^5 trials and the results are shown in Figs. 3(a) and 3(b), before and after imposing the orientation constraint, respectively.

We also computed the averages of the number of solutions generated by the three algorithms considered, with and without the imposition of the orientation constraint. The results are presented in Tab. II.

3) Computational Effort: We implemented the algorithms in MATLAB using an Intel core i7-3930k with a 3.2GHz processor. All the computation times given in the paper were estimated as the median of the respective computation times, for all the 10^5 trials. All the proposed approaches require iterative steps to solve the problem. When compared to the iterative steps, the computation time spent on simple analytical operations is negligible. As a result, for the evaluation we only considered the steps that require the most significant

<table>
<thead>
<tr>
<th>Orientation Constraint</th>
<th>Orientation Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without</td>
<td>With</td>
</tr>
<tr>
<td>Our Method</td>
<td>3.686</td>
</tr>
<tr>
<td>Nistér and Stewenius</td>
<td>3.691</td>
</tr>
<tr>
<td>Chen and Chang</td>
<td>3.695</td>
</tr>
</tbody>
</table>
computational effort, i.e., the iterative steps.

The main computation step for all the algorithms was the computation of the minimal solver, which may correspond to finding the roots of an eighth degree polynomial equation (other simple solvers can be used for the method proposed in this paper). As suggested by both Nistér & Stewénius and Chen & Chang, we used the companion matrix method to solve the roots of the eighth degree polynomial equations. This method amounts to performing an eigen decomposition of an \(8 \times 8\) matrix, which takes 43\(\mu s\).

For our parametrization, we had to consider the estimation of the null-space of the matrix \(N\), at (18). Iterative singular value decomposition methods would require that we take into account 40\(\mu s\). However, there are solutions that can be used to derive general analytical solutions to compute the singular value decomposition of matrix \(N\). For instance, we can symbolically produce the reduced row echelon form of matrix \(N\) and use this derivation to compute the null-space. We also derived an analytical solution using the geometric properties of the cross and dot products and considering the rows of matrices \(M\) and \(N\) from (17) and (18). As a result, it is possible to compute the null-space in closed-form, using very simple analytical operations.

Both our approach and Chen & Chang’s method require additional steps to recover the rotation and translation that define the pose. Chen & Chang give the coordinates of the world points in the camera coordinate system and the method we propose estimates the homography matrix that defines pose.

In both cases, the computation of an eigen decomposition of a \(3 \times 3\) matrix is required for each valid solution. Note that this decomposition can be computed in closed form. We now describe how we can achieve this decomposition.

Let us consider that we want to compute the eigen decomposition of the matrix \(H^TH \in \mathbb{R}^{3 \times 3}\) from the problem described in (7). The eigenvalues \(\sigma_i^2\), which will be the diagonal elements of the matrix \(\Sigma^2\) in (7), are computed such that

\[
\text{det}(H^TH - \sigma^2I) = 0, \tag{41}
\]

where \(\text{det}(\cdot)\) denotes the determinant and \(I\) denotes the \(3 \times 3\) identity matrix. (41) defines a third degree polynomial equation with unknown \(\sigma^2\). As a result, the solutions for \(\sigma_i^2\) for \(i = 1, 2, 3\) are given by the roots of this equation, which can be computed in closed-form simply by applying Ferrari’s method.

To conclude, and since we already have \(\sigma_i^2\), the solutions for the columns \(v_i \in \mathbb{R}^3\), for \(i = 1, 2, 3\), that form \(V\) of (7) are given by the equation

\[
H^THv_i = \sigma_i^2v_i. \tag{42}
\]

B. Experimental Results with Real Data

To obtain data from real images, we considered a non-central catadioptric imaging device comprising a perspective camera and a quadric mirror. To obtain the data, we used a chess board in seventeen different positions and orientations, Fig. 4(c). The images of the chess board were acquired by the non-central catadioptric camera. To obtain the ground-truth, the 3D positions of the points of the chess board were estimated in world coordinates using a set-up with perspective cameras. An example displaying the points in the world and their corresponding image coordinates is shown in Figs. 4(a) and 4(b). In both figures blue dots represent image points and their corresponding world points in ground-truth coordinates.

Sixteen of the seventeen chess board planes (and their images) were used to calibrate the camera (using [32]). The resulting calibration provides the coordinates of the 3D projecting rays for each image pixel. A reference coordinate system was associated with the chess board plane that was not used to calibrate the camera. The coordinate system was defined so that Theorem 2 is satisfied (the plane does not contain the origin of the coordinate system). Three points of the chess board plane and their images were then used to estimate the pose of the plane. The 3D projection line was estimated in the camera coordinate system, for each of the three points in the image. Figs. 4(a) and 4(b) show the image points plus an example of the 3D lines (in green).

The mappings between the three points in the world (chess board coordinate system) and their projection lines (represented in the camera coordinate system) were used to estimate pose. In addition, we selected the best solution (in terms of the errors in the 3D reconstructed points) from the set of possible
TABLE III

In this table, we show the results of the absolute errors for all six pose parameters in all of the seventeen pose estimates. Rotation angles are in degrees. Note the the metric in the translation are different from the ground-truth to the absolute errors. While in the first case is in meters, in the second case is in millimeters.

<table>
<thead>
<tr>
<th>Plane</th>
<th>$\alpha_x$</th>
<th>$\alpha_y$</th>
<th>$\alpha_z$</th>
<th>$t_x$ [m]</th>
<th>$t_y$ [m]</th>
<th>$t_z$ [m]</th>
<th>$\alpha_x$</th>
<th>$\alpha_y$</th>
<th>$\alpha_z$</th>
<th>$t_x$ [mm]</th>
<th>$t_y$ [mm]</th>
<th>$t_z$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.86</td>
<td>-18.68</td>
<td>169.21</td>
<td>-0.37</td>
<td>0.06</td>
<td>2.10</td>
<td>0.0053</td>
<td>0.2831</td>
<td>0.1082</td>
<td>1.8810</td>
<td>0.4149</td>
<td>0.0305</td>
</tr>
<tr>
<td>2</td>
<td>0.99</td>
<td>-39.83</td>
<td>168.92</td>
<td>-0.43</td>
<td>0.09</td>
<td>1.91</td>
<td>0.2139</td>
<td>0.6406</td>
<td>0.2383</td>
<td>1.1964</td>
<td>0.3307</td>
<td>3.0765</td>
</tr>
<tr>
<td>3</td>
<td>0.89</td>
<td>-8.89</td>
<td>169.30</td>
<td>-0.41</td>
<td>0.06</td>
<td>2.08</td>
<td>0.3361</td>
<td>1.2568</td>
<td>0.4696</td>
<td>5.2738</td>
<td>1.6796</td>
<td>1.1239</td>
</tr>
<tr>
<td>4</td>
<td>0.94</td>
<td>8.04</td>
<td>169.46</td>
<td>-0.32</td>
<td>0.06</td>
<td>2.11</td>
<td>0.0072</td>
<td>0.0781</td>
<td>0.1519</td>
<td>0.6116</td>
<td>0.8114</td>
<td>0.2942</td>
</tr>
<tr>
<td>5</td>
<td>1.57</td>
<td>-51.95</td>
<td>168.14</td>
<td>-0.38</td>
<td>0.12</td>
<td>1.76</td>
<td>0.4777</td>
<td>0.2970</td>
<td>0.0365</td>
<td>0.7986</td>
<td>1.4233</td>
<td>1.0428</td>
</tr>
<tr>
<td>6</td>
<td>1.60</td>
<td>-50.09</td>
<td>168.08</td>
<td>-0.32</td>
<td>0.13</td>
<td>1.72</td>
<td>1.4092</td>
<td>0.3863</td>
<td>1.8659</td>
<td>1.1793</td>
<td>3.3712</td>
<td>2.4334</td>
</tr>
<tr>
<td>7</td>
<td>1.97</td>
<td>4.18</td>
<td>169.50</td>
<td>-0.34</td>
<td>0.02</td>
<td>2.30</td>
<td>0.0027</td>
<td>1.1902</td>
<td>0.3067</td>
<td>6.2205</td>
<td>4.8714</td>
<td>5.1137</td>
</tr>
<tr>
<td>8</td>
<td>1.26</td>
<td>37.49</td>
<td>170.08</td>
<td>-0.12</td>
<td>-0.01</td>
<td>2.48</td>
<td>0.0507</td>
<td>0.0752</td>
<td>0.0321</td>
<td>1.1442</td>
<td>0.6326</td>
<td>1.3746</td>
</tr>
<tr>
<td>9</td>
<td>1.34</td>
<td>-54.10</td>
<td>168.32</td>
<td>-0.51</td>
<td>0.08</td>
<td>1.97</td>
<td>0.0292</td>
<td>0.0882</td>
<td>0.1513</td>
<td>0.0811</td>
<td>0.3610</td>
<td>0.0094</td>
</tr>
<tr>
<td>10</td>
<td>1.28</td>
<td>41.00</td>
<td>168.50</td>
<td>-0.33</td>
<td>0.10</td>
<td>1.90</td>
<td>0.1598</td>
<td>0.0931</td>
<td>0.2384</td>
<td>0.7491</td>
<td>1.0101</td>
<td>1.0732</td>
</tr>
<tr>
<td>11</td>
<td>1.79</td>
<td>-62.64</td>
<td>167.90</td>
<td>-0.30</td>
<td>0.12</td>
<td>1.75</td>
<td>0.3740</td>
<td>0.0378</td>
<td>0.5223</td>
<td>0.5351</td>
<td>0.5899</td>
<td>0.4138</td>
</tr>
<tr>
<td>12</td>
<td>1.95</td>
<td>-68.73</td>
<td>167.74</td>
<td>-0.55</td>
<td>0.13</td>
<td>1.70</td>
<td>0.5593</td>
<td>1.5524</td>
<td>0.2773</td>
<td>9.0687</td>
<td>5.4284</td>
<td>11.1939</td>
</tr>
<tr>
<td>13</td>
<td>1.95</td>
<td>-58.60</td>
<td>167.68</td>
<td>-0.29</td>
<td>0.15</td>
<td>1.63</td>
<td>4.4823</td>
<td>1.6898</td>
<td>5.1984</td>
<td>7.1865</td>
<td>13.5883</td>
<td>10.0518</td>
</tr>
<tr>
<td>14</td>
<td>1.35</td>
<td>-42.33</td>
<td>168.38</td>
<td>-0.35</td>
<td>0.13</td>
<td>1.72</td>
<td>0.3031</td>
<td>0.9430</td>
<td>0.0728</td>
<td>2.1597</td>
<td>0.7180</td>
<td>9.3622</td>
</tr>
<tr>
<td>15</td>
<td>0.98</td>
<td>5.81</td>
<td>169.55</td>
<td>-0.45</td>
<td>-0.04</td>
<td>2.63</td>
<td>0.0538</td>
<td>0.1246</td>
<td>0.1570</td>
<td>0.6553</td>
<td>0.7758</td>
<td>1.3818</td>
</tr>
<tr>
<td>16</td>
<td>0.96</td>
<td>-31.92</td>
<td>168.95</td>
<td>-0.47</td>
<td>0.04</td>
<td>2.16</td>
<td>0.9328</td>
<td>2.9167</td>
<td>2.2671</td>
<td>2.4659</td>
<td>10.1745</td>
<td>24.6971</td>
</tr>
<tr>
<td>17</td>
<td>2.12</td>
<td>-63.70</td>
<td>167.52</td>
<td>-0.42</td>
<td>0.06</td>
<td>2.09</td>
<td>3.7783</td>
<td>1.3850</td>
<td>4.6183</td>
<td>3.6914</td>
<td>7.4837</td>
<td>1.5632</td>
</tr>
</tbody>
</table>
previous methods, our proposed approach does not require any transformation of the dataset either, and this is why we call it the direct solution to the problem.

The algorithm presented in this paper was not intended to be used where non-minimal data is available; it is intended to be a simple method to allow the analysis of the solutions when one only has access to minimal data. This method is suitable for RANSAC-based approaches for pose estimation. Also, using this algorithm, the solutions with minimal data can be easily obtained and then analyzed for the purpose of comparing non-central cameras.

We compared the proposed algorithm with the state-of-the-art methods and concluded that our algorithm performs better than them in terms of numerical accuracy, with similar computational effort and a similar number of solutions. The validation of the method by testing with real experiments showed good results.
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