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Network for Measurement
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Performance Measurement

• Latency
– Measured by 'Ping'
– Pinging from board: 2.1 ms
– Pinging from PC: 1.4 ms

• Throughput
– Measured by 'Netperf'
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Throughput Measurement
Software: Netperf
Netperf is a benchmark that can be used to measure 
various aspects of networking performance. Its primary 
focus is on bulk data transfer and request/response 
performance using either TCP or UDP.

www.netperf.org 
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Throughput

Protocol Direction Throughput (Mbits/s)
TCP Board -> PC 213.80
TCP PC -> Board 276.95
UDP Board -> PC 349.02
UDP PC -> Board N/A

Gigabit Ethernet: Xilinx IP core (version 3.00)
Ethernet driver: from Xilinx
Embedded Linux: 2.6.10
Software for measurement: Netperf
Jumbo-frame: enabled (8500)
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Bottleneck
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Summary and Future Work

• It seems that the CPU capability is the bottleneck 
which introduces a limited throughput.

• To find out the real criminal, some tools such as the 
profiler software may be needed.

• Much deeper research on the driver is needed to 
exploit the potential of Gigabit ethernet. 


