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We propose to study fundamental questions of hadron and nuclear physics in interactions of antiprotons
with nucleons and nuclei, using the universal PANDA detector. Gluonic excitations and the physics of
strange and charm quarks will be accessible with unprecedented accuracy thereby allowing high-precision
tests of the strong interaction. The proposed PANDA detector is a state-of-the-art internal target detector
at the HESR at FAIR allowing the detection and identification of neutral and charged particles generated
within the relevant angular and energy range. This task will be shared by the combination of a central
and a forward spectrometer of modular design where both are optimized for the specific kinematics of
the antiproton-nucleon annihilation process.
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Kungliga Tekniska Högskolan (KTH), Stockholm, Sweden
B. Cederwall, A. Johnson

Stockholms Universitet, Sweden
C. Bargholtz, K. Lindberg, P.E. Tegnér, I. Zartova
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H. Clement, E. Doroshkevitch, K. Ehrhardt, P. Gonser

The Svedberg Laboratory, Uppsala, Sweden
H. Calén, C. Ekström, K. Fransson, A. Kupsc, P. Marciniewski

Institutionen för Str̊alningsvetenskap, Uppsala Universitet, Sweden
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11 Trigger and Data Acquisition

11.1 System Overview

In many contemporary experiments the trigger and
data acquisition system is based on a two layer hi-
erarchical approach. A subset of especially instru-
mented detectors is used to evaluate a first level
trigger condition. For the accepted events, the full
information of all detectors is then transported to
the next higher trigger level or to storage. The time
available for the first level decision is usually limited
by the buffering capabilities of the front-end elec-
tronics. Furthermore, the hard-wired detector con-
nectivity severely constraints both the complexity
and the flexibility of the possible trigger schemes.

In our approach all detector channels are self trig-
gering entities. They autonomously detect sig-
nals and pre-process them to extract and trans-
mit only the physically relevant information. The
data related to a particle hit substantially reduced
in the pre-processing step are marked by a precise
timestamp and buffered for further processing. The
trigger selection finally occurs in so called compute
nodes which access the buffers via a high bandwidth
network fabric.

11.1.1 Key Requirements

Since the physics of PANDA is frontier physics, high
statistics is needed to detect rare processes or small
deviations in physical distributions. Therefore the
PANDA experiment plans to operate at interaction
rates of the order of 10 MHz (with increases up to
20 MHz at a later stage). Even with pre-processing
on the detector electronics for a substantial reduc-
tion of the data volume, typical event sizes are in the
range of 4 to 8 kB. This amounts to total raw data
rates in the order of 40 GB/s and up to 200 GB/s
later on.

Furthermore PANDA has a rich physics program
with many different topics based on varying phys-
ical selection criteria. This means that different
detectors contribute to the selection process for
the measurements, which in turn should be per-
formed in parallel wherever possible, to maximize
the physics yield.

A conventional approach to read out the experi-
mental data is not sufficient to match both criteria
– high flexibility and selectivity on one side and
very high data rates on the other – at the same

time. Therefore the concept of a continuously sam-
pling data acquisition in which event selection takes
place in programmable processing units is planned
for PANDA.

11.1.2 Major Components

Key technologies to be exploited within the DAQ
framework are high speed serial links (10 Gb/s per
link and beyond) and high-density FPGA with large
numbers of programmable gates and more and more
advanced embedded features. There are three ma-
jor ingredients of the new architecture:

The basic building blocks of the hardware in-
frastructure, which can be combined in a flexible
way to cope with varying demands, are the follow-
ing:

• Intelligent front-end modules capable of
autonomous hit detection and data pre-
processing (clustering, hit time reconstruction,
pattern recognition ...) are needed.

• A very precise time distribution system is
mandatory to provide a clock normal from
which all timestamps can be derived. Without
this, data from subsystems can not be corre-
lated.

• Concentrators/buffers provide point-to-point
communication, typically via optical links,
buffering and on-the-fly data manipulation.

• Compute nodes aggregate large amounts of
computing power in a specialized architecture
rather than through commodity PC hardware.
They may employ FPGAs, DSPs or other com-
puting units and have to deal with feature
extraction, association of data fragments to
events and finally event selection.

A major component providing the glue between all
others is the network fabric. Here special emphasis
lies in cascadable switches which can be reconfig-
ured to reroute traffic for different physics selection
topologies.

Finally, the various algorithms for front-ends and
selection levels have to be developed and tested.
It should be attempted to develop a common high
level programming environment for all components
so that algorithms can be coded by physicists rather
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than engineers in more abstract programming lan-
guages than HDL and DSP assembler.

11.1.3 Data Flow Overview

The detector front-end electronics reads and digi-
tizes the data and performs the first level of data re-
duction by determining valid hits, combining them
to physical information like clusters, energies or
even tracklets.

Each group of data are marked by a precise
timestamp which allows the association of informa-
tion belonging to one interaction. This data asso-
ciation has to proceed in a detector specific way
allowing for different signal characteristics (length,
delay, ...) and some data may have to be assigned to
multiple interactions. Thus, each interaction corre-
sponds to a detector specific time slice in the data
stream.

According to the settings of the respective physics
measurements, the data of a detector are either
buffered or passed directly to a network of com-
pute nodes. These are supposed to extract a first
simple physical signature which allows a decision on
which time slices have to be transferred to the next
processing level. The decision is broadcast through
the network so that the next level’s compute nodes
can address the relevant buffered data of other de-
tectors. Some detectors with a particularly difficult
reconstruction may buffer data across several levels,
contributing only at the last event selection step.

The first processing level and the concentra-
tors/buffers are attached to a configurable cascaded
high speed network. This means that some parts
of the data stream bypass the processors at lower
aggregate bandwidth while others feed into the
processors with high bandwidth. Which detectors
send to how many processing units and which ones
wait for the first selection broadcasts is fully pro-
grammable and requires no hardware intervention.
Like this computing power can be assigned dynam-
ically based one the computing requirements of the
respective physics measurements.

The last network level is attached to the online re-
construction farm which performs the final event
selection based on the reconstruction of complete
events and applying a comprehensive set of selec-
tion criteria. This network can be more traditional
and just has to provide the required aggregate band-
width.

11.1.4 Benefits of the Concept

The new concept provides a high degree of flexibility
in the choice of trigger algorithms. It makes trigger
conditions available which definitely are outside the
capabilities of the standard approach, an obvious
example being displaced vertex triggering.

In addition, all sub-detectors can contribute to the
trigger decision on the same footing, and there are
no restrictions due to a hard-wired trigger setup.
Different physics can be accessed either in parallel
or after software reconfiguration of the system with
the same hardware setup.

Apart from these fundamental advantages the sys-
tem offers some further benefits. Its modularity al-
lows to connect building blocks in different ways
through network interfaces and to realize small test
systems as well as large high-rate systems.

Furthermore the system is scalable, both by imple-
menting more components and by providing more
powerful ones, e.g. faster processors, higher band-
width interfaces, larger buffers etc..

In addition, the system should be cost efficient
since it is largely based on mass market components
and consists of a small number of different building
block designs which are used in large quantities. Af-
ter all, using the same setup for a large number of
measurements allows the most efficient usage of the
equipment.

11.2 Requirements for DAQ
and Trigger

11.2.1 Design Goals

11.2.1.1 Data Acquisition

The DAQ system must provide electrical and log-
ical interfacing to front-end electronics and collect
the data produced by the PANDA detector front-
end systems. Tight but flexible integration of trig-
ger and data acquisition ensures adaptation to the
entire range of the PANDA physics programme.
The processed data will be assembled into event-
correlated data streams (event building).

Tagging of subsystem data will ensure proper event
building at all levels. The final output stream
will be archived for further offline analysis. Mul-
tiple event data streams will be provided for online
analysis. Integration with slow control will ensure
that no detector parameters are modified during
archiving runs. Flow control with propagation of
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Figure 11.1: Scheme of the DAQ system

busy signals throughout the chain of DAQ/Trigger
components is provided. The system has to be
able to run in different modes including normal
running with/without archiving, calibration runs,
test/debugging modes. Flexible partitioning will

support parallel debugging/calibration of detector
subsystems. The system must guarantee high avail-
ability which can be achieved via techniques such as
fault tolerance and self monitoring.
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The system has to operate at an interaction rate
of 107 /s. Data produced by the detector subsys-
tems which is below predetermined thresholds will
be suppressed by the detector front-end electron-
ics. Moreover, dedicated feature extraction at the
front-end level reduces the raw data rate down to
a maximum of 3 · 1011 bits per second which must
be processed by the data acquisition system. Event
selection in the trigger system will further reduce
the data rate down to 1010 bits per second which
need to be archived online.

Figure 11.2: Schematic view of the data flow to/from
the data acquisition and trigger system.

11.2.1.2 Trigger System

The trigger system will select a subset of the pri-
mary data stream based on physics signatures. The
ability of the trigger system to reduce the primary
event rate is strongly dependent on the physics
to be studied. A significant part of the PANDA
physics programme involves rare channels such as
open charm production. Here, selective trigger al-
gorithms such as the search for displaced vertices in
the silicon pixel tracker can be devised which lead to
a reduction of the primary event rate by more than
2 orders of magnitude. In contrast, other parts of
the programme focus on channels with large cross
sections. Here, the trigger system will be much less
selective, requiring a reduction of the primary rate.
This is compensated by the fact that channels with
large cross sections can be investigated with suffi-
cient statistics at reduced event rates.

The diversity of the physics programme requires a
very flexible approach to triggering. Thus, con-
ventional solutions with hard-wired trigger deci-
sions are not optimal. Instead, massively parallel

processing based on FPGA and DSP technology in-
terconnected by a configurable high speed network
is foreseen.

Data produced by the detector which is below pre-
determined thresholds will be suppressed by the de-
tector front-end electronics. Moreover, dedicated
feature extraction at the front-end level reduces the
raw data rate down to a maximum of 3·1011 bits per
second which must be processed by the data acqui-
sition system. Event selection will further reduce
the data rate down to 1010 bits per second which
need to be archived online.

11.2.2 Rate Requirements

In order to estimate the expected data rates, we
have assumed operation at 107 interactions per sec-
ond at a beam momentum of 15 GeV/c. GEANT4
simulations have been performed employing the ac-
tual detector geometry and a realistic event gen-
erator for the dominant annihilation channels (see
Sec. 12.3.1 for details). The data rate will strongly
depend on the choice of the central tracker. Two op-
tions are currently discussed which include a straw
tube tracker (STT) and a TPC. A comparison of
the expected data rates for both tracking solutions
is shown in Table 11.1. For the TPC solution (bot-
tom table), the resulting data rate is larger by a
factor of 3 as compared to the STT solution (top
table). In this estimate, front-end zero suppression
and feature extraction as well as data compression
using Huffman encoding for the TPC was assumed.
Resulting data rates of 15 and 41 GB/s are obtained
for the STT solution and the TPC solution, respec-
tively.

This does not include electronics noise, pileup and
background particles. Although the intelligent
front-end electronics should be capable to distin-
guish unwanted hits from good ones, a safety factor
of two should be foreseen giving an upper limit of
about 80 GB/s.

11.2.3 Trigger System

Triggering is most effective for rare channels with
clear physics signatures. A significant fraction of
the physics channels of interest does allow very se-
lective triggering. As an example, the decay of J/ψ
into lepton pairs can be considered. A selective trig-
ger would combine information from tracking and
particle identification to reconstruct the invariant
mass of lepton pairs. Candidates within the J/ψ
mass region can be used as trigger signature for
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15 GeV/c Multiplicity #DataBits/hit #HeaderBits/hit B/event MB/s
FSMDC 45 20 16 203 2 025
FSEMC 102 24 14 485 4 845
FSHC 9 10 14 27 270
MVD 16 16 20 72 720
EMC 90 24 14 428 4 275
STT 69 16 20 311 3 105

15 240

15 GeV/c Multiplicity #DataBits/hit #HeaderBits/hit B/event MB/s
FSMDC 45 20 16 203 2 025
FSEMC 102 24 14 485 4 845
FSHC 9 10 14 27 270
MVD 16 16 20 72 720
EMC 90 24 14 428 4 275
TPC 850 12 16 2 975 29 750

41 885

Table 11.1: Expected PANDA data rates from GEANT4 simulations. Events representing the dominant annihi-
lation channels at 15GeV/c are considered for the two different tracking options (top: straw tube tracker, bottom:
TPC). The primary interaction rate is 107/s.

events relevant to charmonium spectroscopy. The
implementation of such triggers requires a highly
parallel architecture which allows independent lep-
ton candidate searches in the relevant subsystems.
In a second stage, lepton candidates of opposite
charge can be combined to calculate the pairs’ in-
variant mass.

As another example for a highly selective trigger sig-
nature, we consider the decay of D mesons. Here,
the signature is a displaced secondary vertex. Due
to the small cτ of a few 100µm, the relevant track-
ing information can only be obtained from the sili-
con tracker. As a second step, a calculation of the
invariant mass of the decay products can be per-
formed to further suppress background.

In order to efficiently utilize allocated beam time, it
is crucial that the trigger system is able to handle
multiple trigger conditions in parallel. The triggers
should provide high selectivity without introducing
a physics bias within the channels selected. In a
typical run, triggers might be applied which differ
in rate by several orders of magnitude. In order to
avoid dead-time due to bandwidth limitations and
archiving, appropriate downscaling factors for the
individual triggers have to be introduced.

Moreover, effective methods for online evaluation of
the trigger efficiency have to be available. It should
be noted that trigger operation is strongly corre-
lated to detector performance and stability.

Trigger processing will occur mainly on 3 levels. A
first level, where only local information of a sin-
gle subsystem is considered, will be able to identify
signatures of rare events based on the local particle
identification properties of the subsystem. Exam-
ples include pattern recognition for the Cherenkov
detectors or the search for displaced vertices in the
tracking detectors. Depending on selectivity, ef-
ficiency and fake rate of the local trigger, reduc-
tion factors between 3 and 10 could be expected.
The second level will utilize the information derived
from local trigger processing. Here, the aim is to re-
construct the invariant mass of rare particles using
fast tracking methods which have limited momen-
tum resolution. Reduction factors of the order of
10 can be expected. The third level trigger would
then utilize more sophisticated tracking algorithms
and could take into account other global observ-
ables such as kinematic constraints, depending on
the reaction. This could further reduce the accepted
event rate by one order of magnitude.

11.2.4 Data Handling

Latency and buffer sizes will strongly depend on the
hardware implementation of the various algorithms
under consideration. The First Level Buffers must
be capable of holding data until a first level trigger
decision is made. Assuming a latency of 3µs for
first level decisions, buffer space for 30 events must
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be made available to cope with the interaction rate
of 107 /s. This latency depends on the underlying
algorithm and may extend up to 100µs.

The data volume to be processed per event is ap-
proximately 4 kB (TPC scenario). In order to esti-
mate the required processing power, we assume that
on average 100 operations per byte are required. As
a result, 4 · 105 operations per event or 4 · 1012 op-
erations per second are required for the first level
trigger. This can be realized by implementing par-
allel algorithms in compute nodes based on large
FPGAs, each assumed to operate at 0.5–1 Tops/s.
Several hundred FPGAs will be required. The to-
tal number of FPGAs does not only depend on the
desired processing power but also on boundary con-
ditions imposed by data transfer. Modern FPGAs
with high speed serial links are very well suited to
implement such architectures. Moreover, the local
topology of the subsystems has to be considered
when designing the compute nodes.

Assuming a reduction of 3 by the first level trigger,
the data rate to be handled by the second level trig-
ger is approximately 14 GB/s. For the second level
trigger, a latency of 100µs is assumed, assuming
FPGA - based compute nodes. After further reduc-
tion by one order of magnitude, the third level trig-
ger has to handle a data rate below 2 GB/s. Here,
larger latency of the order of several 10 ms for so-
phisticated trigger decisions including calibrations
and sophisticated tracking are required.

11.3 System Design

11.3.1 Integrated Concept of
Sampling DAQ

As lined out in the overview, the requirements
should be met by a continuously sampling data ac-
quisition system. This concept can only work, if
massive parallel processing of the digitized data is
performed on the way throughout all levels of data
transport from the detector front-end to the final
event selection. One has to achieve a sufficient data
reduction and physics selectivity to arrive at a tol-
erable data rate to mass storage. In this section
we outline the various levels of processing on the
data path and which tasks and algorithms have to
performed.

11.3.1.1 Data Reduction

This term denotes all the processing on the detec-
tor side which is aiming at the effective reduction

of data by treating locally available information. It
may include physics based data processing but not
yet active selection of time slices across the experi-
ment, i.e. beyond the local noise reduction.

First step in any detector readout is the noise re-
duction and zero suppression. This step includes of
course the conversion of analog detector signals to
digital data.

The second step is the evaluation of the signal time
from data. Depending on the detector type a fit-
ting of detector signals across several clock cycles
can be necessary. Other detectors with intrinsically
good time resolution are read e.g. by TDCs to give
directly hit times. This is an important step in the
preparation of event association, i.e. the combina-
tion of overlapping timeslices throughout all detec-
tors belonging to one physical interaction.

Clusterisation of hits is performed in most detec-
tors. In this way information is grouped and even
improved (by calculating centroids) to minimize
data size. Here overlapping signals from pileup have
to be distinguished correctly, best by using refined
hit times.

Pattern recognition is the last step in the pre-
processing phase in which actual physical patterns
are extracted from the digitized detector data.
This includes e.g. track segments in tracking sub-
systems, energies in calorimeters or ringlets in
Cherenkov detectors.

In the end, data concentrators with buffers store the
preprocessed data which is reduced to the physically
relevant information, ready for transport to more
global processing levels.

At the same time, processing power on these con-
centrators can already group and address data ac-
cording to the timing information as a further
preparation for the event association. Here, the
higher levels of data reduction (e.g. pattern recog-
nition, clusterisation) can be performed as well.

On receiving broadcasts with data requests from the
next processing levels the specified time slices are
passed on to the indicated destination.

For the effective treatment of data on the front-
end side, with respect to an accurate description
of physical signatures, a constantly updating online
calibration including alignment etc. is a prereq-
uisite. The logical consequence is, that front-end
processors perform this calibration autonomously
and save their constants in regular intervals in a
persistent database. Typically two modes can be
distinguished, one where a fresh calibration data-
base is built from some starting values and a sec-
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Figure 11.3: Different view of the data flow and selection.

ond one performing calibration updates throughout
the measurement during actual physics data taking.
The first mode needs feedback from more powerful
processing levels e.g. including full track reconstruc-
tion which precludes physics data taking.

11.3.1.2 Feature Extraction

The next step in processing the data is to combine
detector information to extract physical signatures
relevant for the actual measurement of interesting
processes. Examples are the fast determination of
a muon track, the combination of two calorimeter
clusters to find neutral pions and the verification of
calorimeter clusters against tracking data to distin-
guish neutral and charged particles. Other exam-
ples are a fast determination of time-of-flight, the
detection of tracks with large impact parameters
w.r.t. the interaction point and the enrichment of
kaons using PID detectors.

The various selection tasks can be grouped inter-
nally in several levels, for simplicity we consider
here only two. The first level is based on signatures
which are fastest to extract and require the smallest
fraction of the total data stream. The correspond-
ing detector front-ends deliver these data at very
high bandwidth to processing nodes. These nodes
determine interesting time slices from the signatures
and broadcast the corresponding timestamps to the
next processing level. This second level combines

already processed data with still buffered data to
achieve a more refined selection which then is the
base for the final event building. The decision at
which level a selection takes place is based among
other criteria on the complexity of the selection al-
gorithm, the amount of data to process and the
number of detectors involved.

As described in the overview the feature extraction
is embedded in a configurable cascaded network.
This allows to change dynamically the bandwidth
assignments between detector front-ends and com-
pute nodes for different physics measurements.

11.3.1.3 Event Selection

The last step in the data processing before mass
storage is the event selection based on completely
assembled event data blocks. Here, the goal is to
achieve the highest possible level of selectivity by
performing a nearly complete event reconstruction
with momentum information, invariant mass deter-
mination of decaying particles, vertex reconstruc-
tion and particle identification. This level can be
performed at a large processor farm connected to
the previous levels through an ordinary (i.e. static)
high bandwidth network. The event reconstruction
should be greatly facilitated by the fact, that front-
end preprocessing already provides physically rele-
vant information so that data decoding is trivial at
this level and most processing power can be spent
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for physics reconstruction.

11.3.2 Data Flow

In this subsection the flow of data is described. Two
issues are important in this context, on one hand
the actual architecture of the network and on the
other hand the management of data flow.

11.3.2.1 Data Network

There are essentially two network classes present in
the DAQ structure. A fairly low bandwidth class
serves the need of controlling and programming the
readout system. This comprises both detector con-
trol and programming networks as well as the time
distribution network. Depending on the choice of
the underlying hardware these two may be com-
bined or not as explained in more detail in the sec-
tion on network implementation (see Sec. 11.4.2).

The further focus in this paragraph however is the
class of high bandwidth networks for data distri-
bution. The total bandwidth as follows from the
requirements is in the order of 40–200 GB/s. The
data flow is governed by the respective physics se-
lection scheme. This scheme implies the selection
algorithm and along with it buffer latencies and
maximum storage times. The buffers are located on
the concentrator modules and are dimensioned big
enough to hold event data for a maximum of 10 s,
corresponding to a full reconstruction. If lower la-
tencies can be kept by a faster selection this figure
may be reduced. The processing nodes of the first
selection level receive data from a specific subset of
detectors, e.g. with 10% of the data volume. The
transfer blocks are grouped in larger time frames to
have bigger block sizes and thus more efficient trans-
fers, which are assigned to single processing units.
In addition this facilitates the combined analysis of
adjacent, potentially overlapping time slices. The
processing units of the first level must provide buffer
and processing power to process the received data in
a short time of the order of up to 1 s. This amounts
to buffer sizes of around 50 GB. Once a node has
processed a time frame it broadcasts the interesting
time slices to the next processing level via a sched-
uler keeping track of which time slice is processed
by which second level node. The reduction factor of
the first level is in the order of 10 and with the same
amount of buffering 10 s processing latency can be
covered. Here a higher selectivity can be achieved,
but a conservative estimate of the reduction is again
10. The final step is to transmit all remaining data
blocks of selected time slices to the final level where

a full reconstruction and high level selection is per-
formed before mass storage so that in the end the
desired 100–200 MB/s are reachable.

11.3.2.2 Flow Management

The flow of data through the processing network
has to be controlled in order to avoid congestion
and direct it to available processing nodes. In our
system we consider several different options which
shall be briefly discussed here.

In general one can distinguish between two classes,
“pull” and “push” schemes of data transfer. In the
pull-scheme a decision is taken which destination
takes care of which part of the data and requests
this from the data sources when it is ready. This
scheme is especially attractive for the higher fil-
tering levels since here the corresponding compute
node just requests the time slice it has to process
from the concentrators. The disadvantages of this
scheme are, that in total more messages are sent and
that some central intelligence (“scheduler”) has to
direct the assignment of slices to nodes. The infor-
mation on available nodes can come from notifica-
tions of the nodes to the scheduler or from a modi-
fied round robin trial and error scheme, in which the
scheduler asks certain nodes for their availability.

In the push-scheme data sources send data to the
destination assuming that the destination is in prin-
ciple always ready to receive data. They may be
some buffering available on the source side and
XON/XOFF signals can control, when the desti-
nation is ready to receive. But in average the des-
tination has to digest the full rate.

A third way is a push-scheme where the destina-
tion is not a single compute node but a chain of
nodes where each node either processes a data block
or forwards it to another member of the chain.
The chain can be constructed either physically from
nodes with two interfaces connected one after an-
other or logically by defining the passing of un-
processed data. The advantage is, that no scheduler
is needed but an excess of compute nodes has to be
made available to ensure the processing of all data
and nodes later in the chain may be idle for a larger
fraction of time then the first nodes. A variation
of this would be a collection of star configurations
with a central node keeping track of the availability
of processing nodes assigned to it and distributing
data accordingly. The hub node should be able to
buffer data and reset processing nodes to overcome
processing time-outs.

Finally, an additional aspect is the management of
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buffers. A compute node broadcasts information
on selected time slices to all concentrators/buffers,
which mark the corresponding buffer areas for fur-
ther processing. Unmarked buffers are erased or
overwritten after a programmable time-out corre-
sponding to the processing latency plus some safety
margin.

11.3.3 Definition of Time Slices and
Events

In a traditional track-and-hold system a detector
is read out after a hardware trigger signal has ar-
rived. Only after everything has safely been read,
the system is cleared and ready for a new trigger
input. More modern pipelined systems are able to
process new triggers while previous ones are still
being read. Here, a unique event number is needed
to distinguish data blocks belonging to different
events. Triggers are nevertheless - as in the old-
fashioned way - read in a strict sequential order.
However, in the concept of a continuously sampling
data acquisition system this notion of trigger is lost.
As a consequence it is not any more trivial to define
which data belongs to each other.

However, this is not simply a feature (or weakness)
of the sampling DAQ, but has its physical reason
in the large rate of interactions and consequently
detector pulses following one another. In fact, they
may not even follow nicely any more but be smeared
and overlapping. The problem outlined here has to
be solved in the process of what we call event associ-
ation. This process has in its realization two steps,
first, the grouping of data into time slices, and sec-
ond, the association of time slices to events, i.e. sin-
gle primary interactions, which should be measured
by the experiment.

The definition of time slices as the first step is a
detector specific task. Here it has to be taken into
account how the signal is generated in the detec-
tor and which are its characteristics. The crucial
parameters are signal shape, signal duration, prop-
agation or delay, amplitude and noise. It is also im-
portant to consider features of the specific readout
electronics like double pulse resolution and dead-
time. Based on these items a processing module
on or close to the front-end electronics should char-
acterise the (zero-suppressed) detector signals and
group them into appropriate time slices. A detec-
tor with very good time resolution like a scintillator
may have very short time slices whereas e.g. a gas-
based detector might need to define longer and thus
potentially overlapping time slices. This is graphi-
cally represented in the left part of Fig. 11.3.

The second step is even more elusive than the first:
While one detector specific timeslice should corre-
spond to one single physical signal it is likely that
more than one time slice or physical signal can be
created from one single primary interaction. Dis-
entangling potentially correlated physical signals
from background and other reactions can there-
fore depend also on the respective physics selection
scheme. This means that, depending on the signa-
ture a selection of primary interactions is based on,
more or fewer time slices might have to be selected
for further processing and analysis.

This may then also lead to a non-unique assignment
of time slices to events, to potential retransmissions
of data and to the necessity of a wider latency win-
dow within which data cannot yet be safely dis-
carded. A physical reason can again be overlapping
physical pulses or too close primary interactions.

The proper way to deal with these issues in the de-
sign of the system is to come to the concept of time-
addressed buffers which are typically located on the
data concentrators. After the detector-specific as-
signment of time slices the data can be stored in
buffers which can be addressed by external process-
ing resources for feature extraction and event se-
lection on the basis of time. The selection based
addressing is then simply mapped on the proper
definition of address ranges to access during a se-
lection cycle. In this way the detector part and the
selection part are decoupled logically, and may be so
also physically (being handled by different process-
ing units).

11.3.4 Data Filtering Stages

After processing on the front-end level the data
are reduced to the minimum corresponding to the
physically relevant information. This fact was al-
ready considered in the estimation of event sizes
in Sec. 11.2. This still amounts to raw rates in
the order of 40–80 GB/s (at 10 MHz), which is far
too much for any storage system. However, up to
now no selection of specific physics processes has
been done. The storage requirement was set to
100 MB/s, so in total a reduction factor of 1 000
has to be achieved. A second constraint is the num-
ber of nodes per level, which has to be in a man-
ageable order of magnitude. Furthermore the la-
tency of selection algorithms determines the total
buffer size. Here the fraction of data rate needed to
be processed at one level multiplied by the latency
gives the buffer size per level.
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11.3.4.1 Bandwidth

Starting at a safe value of 100 GB/s and assuming
that about 10% of all detector data has to be con-
sidered at the first level, 10 GB/s have to be trans-
ferred to the first processing level. Possibly less
data would be required in case of simpler, cleaner
signatures. With a latency of 100µs per event 1 000
processing nodes would serve to digest the required
input event rate of 10 MHz.

Similarly at a latency of 1 ms in the second level
another 1 000 nodes would fit to read a first level
rate of 1 MHz. Here data bandwidth is not an is-
sue, since only at maximum only 10% of the ini-
tial events are selected plus a possible overhead of
pileup. At the final step before event building 10 ms
per event match to a 1% input from the second level.

However the description given here should not be
taken literally, but only as an example of the evo-
lution of rates. Different physics runs may require
a different assignment of rates and levels and more-
over different selection paths could be operated con-
currently, e.g. a very clean signature leading to a big
reduction factor may need only two levels whereas
more difficult patterns may require more processing
steps. Another issue is the possibility to combine
two fairly simple signatures arising from two sep-
arate selection trees. This can be done already at
the transfer level, e.g. by requiring in the scheduler
that time slices are transferred only then to the sec-
ond level if two subsystems from the first level have
both marked them as interesting.

11.3.4.2 Processing Nodes

The various options for processing platforms are
discussed in more detail in Sec. 11.4.3. Here the
logical structure of nodes should be discussed. Ba-
sic features of the nodes are as follows:

• The basic network fabric of the DAQ system,
e.g. Ethernet, is the common interface to all
processing cards. Furthermore the nodes have
to adhere to the common scheduling protocol in
which processed time slices are marked by one
level, assigned to the next level and addressed
on the buffers.

• A common control and programming environ-
ment should be available. This comprises on
one hand an (embedded) platform on which
control software is executed and on the other
hand a common high level language to describe
the algorithms. In this way building blocks of

a chain of algorithms can be assembled in a
consistent way.

Beyond these common points the choice of the plat-
form may depend on the actual type of algorithm.
A simple pattern matching algorithm which has to
digest a big amount of data at high speed is best
implemented in FPGAs whereas more complicated
floating point calculations are better represented in
CPUs or DSPs. Therefore a possible scenario is a
mixed pool of processing nodes based on FPGAs
and DSPs/CPUs to which assignments are adapted
according to the respective processing profiles.

11.3.4.3 Algorithms

In the following a brief overview of possible physical
signatures and their implementation in algorithms
is given.

Decay vertices. In the case of open charm de-
cays, the most powerful signature is the observation
of a decay point clearly separated from the interac-
tion point. A reconstruction of a such a secondary
vertex can give a reduction factor in the order of
100 or more. However to achieve this it might be
more convenient to first simply require the presence
of tracks not pointing to the interaction point as a
first selection. The combination of all tracks for the
actual vertex reconstruction is then performed at
a higher level so that the total event rate for this
more complicated task is reduced. At yet a higher
level momentum assignments to the tracks would
allow the determination of invariant masses.

J/ψ decays. A very clean signature already em-
ployed in many experiments are the decays of J/ψ →
µ+µ− or → e+e−. Easiest to realize is the trigger
on muons because of the characteristics in the inter-
action with matter. But also electrons when com-
bining to high energy clusters in the calorimeter
and making an invariant mass cut provide a clean
selection. Both can be done at the first selection
level.

Lepton tags are more general signatures which
are simple to realize but which have to be seen in
conjunction with other filters to achieve appropriate
reduction factors. Here triggering on muons from
Charm decays, but also high energy electrons may
provide an enrichment of D decays.
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PID tags. A very important signature is the oc-
currence of a specific type of charged particle. This
signature is covered by the Cherenkov detectors
and the dE/dx measurements, most notably in the
TPC. Since there single detector systems are con-
cerned, a preprocessing of ring patterns (RICH) or
hit train curvatures and energies (TPC) would pro-
vide an early enrichment of interesting particles like
kaons or electrons.

V0 decays and hyperons. A whole class of in-
teresting particles is based on the detection of V0
decays, i.e. the decay of neutral strange hadrons
into two charged tracks. The V-shaped decay sig-
nature is easy to detect. The TPC hit pattern
algorithm is well adapted to this task, but also
other trackers can give reveal these decays with rea-
sonable data processing. Based on this signature
mother particles like Ξ can be reconstruction by
adding further pions to Λ candidates at a higher
processing level.

EMC correlations. Final states with photons
or electrons are detectable by the electromagnetic
calorimeter. The task of selecting physical signa-
tures here is concerned with the combination of data
from two opposite hemispheres. Since in PANDA
the hit multiplicity is fairly low simple combinato-
rial tests of photon or e+e−-pairs can give an en-
richment of there mother states (e.g. η, π0 or J/ψ).
Again, this should be feasible at the first processing
level dealing with single detectors.

Missing energy. A more complex example is the
detection of missing energy. First of all, this re-
quires a good hermiticity of the detector. To extract
this signature several detectors have to be consid-
ered and even a momentum balance of tracks has
to be calculated to a certain accuracy.

If enough processing power is available, many of
these selection tasks can be performed in parallel
and more complex selection masks combining sev-
eral criteria can yield high reduction factors at high
efficiency.

The second level will then combine the signatures
(particles) and perform computations like vertices
or invariant masses. The bottom of the line is, that
our system is flexible enough to achieve very high se-
lectivity simply by anticipating typical data analy-
sis steps in an act of processed data transmission.
In this way a large number of detectors can par-
ticipate in the extraction of the actually looked for
physics at an early stage.

11.3.5 Discrete Event Simulations

In the proposed scheme of a continuously sam-
pling data acquisition system with multiple layers
for processing, proper buffering will play a crucial
role in places where sampled and partially processed
data have to wait for further processing steps before
being finally stored or discarded. First of all we plan
to use discrete event simulations to obtain indica-
tions on the amount of buffering needed at various
stages and the optimal location where the buffers
should be installed. As the amount of buffering
is a function of available throughput and speed of
implemented algorithms, we plan to construct mod-
els of various interconnections between buffers and
processing nodes and use them to find the optimal
architecture with indications on the placement of
various components and required parameters (like
processor speed or link throughput).

The placement of buffers has a direct impact on sys-
tem latency, traffic patterns and congestion points.
Modelling gives us a possibility to look into the in-
ternals of the architecture, usually not easily acces-
sible with other tools, and follow the dynamics of
the data flow. During the analysis of various buffer-
ing topologies we plan to monitor all aspects of data
flow and look for an optimal combination leading
to a stable, working system. The results from these
models should be considered when taking a decision
on the final architecture.

The type of behavioural simulation used here is
known as “discrete event simulation”. Basically, the
simulation program maintains a time-ordered list of
“events” i.e., points in time at which the simulated
system changes state in a way implied by the type
of “event” occurring. Only when an event occurs
the modelled system is allowed to change its state.
In most cases only a small part of the states of the
simulated system needs to be updated. The state
change can result in the generation of new events for
a later time. These events are then entered at the
correct position in the event list. The simulation
program executes a loop in which the earliest event
is fetched from the event list and then handled. We
plan to organize modelling efforts around four activ-
ities in the sequence described below, with possible
iterations of some or all steps in case we encounter
significant discrepancies in demonstrating the feasi-
bility of our model:

Parametrization: The components of the de-
signed architecture may be quite complex. In our
approach we will identify a limited set of parameters
to keep the model as simple as possible but which
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Figure 11.4: Schematics of a simple test case for discrete event simulations.

Figure 11.5: Efficiency of different chain architectures.

is sufficiently detailed to reproduce behavioural as-
pects relevant to the issues studied.

Calibration: The values for the identified para-
meters will be measured in dedicated setups. Hard-
ware prototypes will be monitored using electronic
equipment. Models of software will be calibrated
by introducing timestamps into the code and tak-
ing measurements during the software execution.

Validation: Calibrated, parametrised models
will be used to simulate small-scale test-beds
where various prototypes of the components of the
designed architecture will be put together to test
the inter-operation and measure the performance.
The capability to reproduce with our model the
same results as measured in the test-bed will give
credibility to modelling the full scale system.

Prediction: This is the final step of our mod-
elling effort where models of various architectures
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will be run and produce results (throughput, laten-
cies) which will be the base for making architectural
decisions for the final system. We considered and
evaluated two tools (modelling environments) as
platform for our model development. The Ptolemy
environment, developed by the University of Berke-
ley, which has been closed and now becomes obso-
lete and the SystemC, developed by OSCI (Open
SystemC Initiative) which offers free access to a
set of libraries supporting hardware-oriented con-
structs implemented as the C++ classes. We se-
lected SystemC for our development as it offers the
same performance as Ptolemy in terms of memory
usage and modelling speed but has now much better
support.

A simple test architecture of daisy chained process-
ing nodes, depicted in Fig. 11.4, has been used
as example to demonstrate applicability of discrete
event simulation for behavioural analysis. This is
one model addressing the problem of handling busy
nodes and data flow management in a simple way
(s. Sec. 11.3.2). The links interconnecting nodes
provide Gigabit throughput. The source of data
(for example detector front-ends) produces packets
of raw data according to the Poisson distribution
with an average depending on the packet size in
order to keep the Gigabit Ethernet link saturated.
The packets are put into a de-randomizing buffer
and stay there during the time the output link is
occupied by the previous packet. Once placed on
the output link they travel through the chain to
reach the sink. If the processing node at which a
packet arrives has free processing power, it uses the
processing power for a fixed time and changes its
contents from raw data into processed data. Upon
conversion from raw to processed data, the size of
the packet shrinks by half. Once processed, data
packets do not need to be processed any more by
the downstream compute nodes. In our model we
investigated how the distribution of buffers within
the processing nodes improves the performance of
the architecture. We compared the performance of
two chains: One with processing nodes having only
one buffering slot for the local CPU and the other
with 2 slots, where an additional packet can wait
for the local CPU if it is busy. The rate at which
the packets were generated follows a Poisson dis-
tribution with an average equal to the time a given
packet size is being transferred over the Gigabit link
(a 64 B packet takes 0.512µs whereas 1500 B takes
12µs).

Fig. 11.5 shows efficiency of the two architectures
for three data sizes measured as a fraction of non-
processed data arriving at the sink for a given

length of the chain. The architecture with process-
ing nodes having two buffering slots for the local
processing requires a shorter chain to reach the
same level of non-processed packets than the archi-
tecture with only one slot for the local processing.
This observation is confirmed in Fig. 11.6, where
CPU usage is plotted for the shortest chain with
all data packets arriving at the sink as processed.
A single additional buffering slot allows to use the
CPU very efficiently – close to 100% and more
slots are not necessary. In both cases processors
close to the chain’s end are used less efficiently
as most of the traffic passing through these nodes
is already processed, and the simple relaying of
processed packets between input and output be-
comes the main task of these nodes. A possible op-
timization would be to use shorter chains with the
possibility to re-direct non-processed packets from
the sink back to the chain at some place close to
the chain’s end.

11.4 Implementation

11.4.1 Guidelines for Front-end
Design

The concept of a continuously sampling data acqui-
sition has major implications on the design of any
detector front-end electronics. While in pipelined,
but triggered systems a small dead-time can still
be accommodated by regulating the minimum time
between triggers, in a sampling DAQ dead-time is
translated directly into detector inefficiency. There-
fore any dead-time should not exceed the length
of physical signals so that inefficiencies are only of
the same order as pileup and signal overlap. Nat-
urally, pipelines and buffering have to be imple-
mented at all levels to avoid congestion and al-
low maximum de-randomization so that only band-
widths and transport and processing latencies have
to be considered.

11.4.1.1 Data Reduction Levels

Throughout the front-end electronics several levels
of data reduction have to be implemented. The first
level concerns the zero suppression of raw detector
pulses. This comprises noise reduction by common
mode noise suppression and threshold comparison
after proper pedestal subtraction. Furthermore,
pileup, delta electrons and secondary interactions
should be dealt with at this level. This first level has
to be performed on the detector front-end. It may



300 PANDA - Trigger and Data Acquisition

Figure 11.6: CPU usage for different chain architectures.

be located on the readout card directly connected
to the detector channels or on a readout driver mul-
tiplexing several readout cards at a small distance.

On the next level, digitized data is treated to ex-
tract first physical signal features. Here clusteri-
sation and time reconstruction take place. Ampli-
tudes are treated to combine channels in a weighted
summary information (cluster centroids, cluster
amplitude sums). This level can be either per-
formed on the detector front-end or on a subsequent
processing unit.

On the third processing level, physical information
is extracted from the data. Here amplitudes and
centroids are converted into energies and coordi-
nates. A first step in pattern recognition to form
tracklets, rings, etc. can be performed at this level
as well. It also requires access to online calibra-
tion constants. The proper place for the processing
are data concentrator/buffer modules with attached
processing units which interface between the detec-
tor level and the general cascaded high speed net-
work.

11.4.1.2 Standard Interfaces

For the integration in the overall processing and
data transport infrastructure several standardized
interfaces have to be defined.

Time Distribution Network: The time distri-
bution system described in Sec. 11.4.4 provides a
stable clock to all readout systems with a jitter in

the order of 25 ps. The signal is generated by a
single source and transported via optical fibers and
a network of passive optical splitters to all read-
out boards. From this clock normal all clocks rele-
vant for timing and digitization are derived in order
to achieve a synchronous readout with consistent
timestamps.

Control and Configuration Network: Simple
Ethernet will be employed as control and configu-
ration network. Readout concentrators must have
a small embedded CPU and an electrical Ethernet
interface. Through this interface they receive asyn-
chronous control signals and data for programming
and configuration of readout processors attached to
them. Local network switches will have optical up-
links to ensure electrical decoupling to avoid ground
loops and limit noise.

Serial Data Interface: Wherever practical a
standardized serial interface for data transmission
should be implemented. This would be the stan-
dard input to default concentrator boards. The
serial link should also implement a backwards di-
rection for setup and programming of the attached
front-end boards. Depending on detector require-
ments and cost an electrical or an optical version
can be selected.

Data Network: The concentrators send their
output to a cascaded high-speed network. This can



FAIR-ESAC/Pbar/Technical Progress Report 301

be (10-)Gigabit Ethernet or another switching net-
work as will be specified during the design phase.
If detector-specific concentrators are needed this in-
terface must be implemented as this would be the
last level where deviations from general purpose
components may be allowed for special detectors.
The PANDA Front-end Committee will define the
standards for these interfaces which must be imple-
mented by all types of front-end electronics. The
strict adherence to these interfaces is mandatory
to achieve a homogeneous infrastructure minimiz-
ing losses and ensuring data coherence.

Figure 11.7: Sampling ADC VME module from TUM.

11.4.1.3 Example Front-ends

The goal of an early standardization of readout
components is to reduce overhead by multiple par-
allel developments both in the design phase and the
operation phase. With a standard set of front-end
boards only the actual coupling to the detector in-
cluding proper pre-amplification and shaping are
open detector-specific tasks. The Front-end Com-
mittee will define a minimal set of front-end boards.
Example front-ends are given as examples in the fol-
lowing, but the detector- specific parts are described
in the detector chapters.

The first implementation of a small scale sampling
DAQ is the Sampling ADC (SADC) from TU Mu-
nich. The SADC comprises on one VME card 32
differential analog to digital converters and some
FPGAs as a first processing stage. The input range
and impedance for each channel can be adapted to
different detector signals by preamplifiers preced-
ing each ADC. The ADC resolution can also be
changed between 8, 10 and 12 bits to meet different
precision and power requirements. The selectable
sampling frequency up to 100 MHz, allows also an
ideal adaptation to either raw detector signals or al-
ready preprocessed signals from a front-end ASIC.
A first processing of the raw ADC data is then per-
formed in FPGAs on the SADC module. This can
include for example data buffering, pedestal sub-
traction, noise suppression, peak detection or signal
time reconstruction. As the FPGA firmware can
be reloaded during operation, it is possible to run
different physics programmes with ideal matched
firmware versions. The preprocessed data are trans-
mitted to the next readout level via a bidirectional
optic fibre link. To ensure also a precise time infor-
mation between different SADC cards and channels,
the fibre uplink to the SADC is used to distribute
a low jitter clock signal to the module which then
drives the ADCs synchronously.

Certain classes of detectors require a readout with
very good time resolution rather than analog ampli-
tude measurement. These are high time definition
devices like scintillators or RPCs on one hand and
detectors where time is a measurement defining co-
ordinate like drift chambers on the other. For these
detectors traditionally TDCs are used for readout.
To avoid the necessity of a custom sampling TDC an
alternative is the conversion of time into charge with
subsequent analog-to-digital conversion. Like this
only a pre-stage to the sampling ADC is needed.
The time resolution that can be achieved in this way
is with few tens of picoseconds quite excellent and
beats most high frequency PLL devices. A design-
critical issue is however the conversion dead-time at
the first step. This can be reduced by fast switching
parallel input stages.

Nevertheless where large channel counts and very
low noise requirements are stringent, ASICs are
unavoidable. To minimize the number of differ-
ent front-end classes it is desirable to find a de-
vice that can serve many detector systems. For
future experiments at CERN and GSI an initiative
is under way to design a multi-purpose ASIC for
TRDs, calorimeters, RICH detectors and TPCs. Its
purpose is an accurate dead-time-free measurement
of charge and time. It includes signal filters and
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shapers, analog-to-digital conversion, noise reduc-
tion and signal processing for data reduction. It
shall be able to run in a trigger-less as well as in
triggered mode.

11.4.2 Network Infrastructure

The DAQ system utilizes a number of different net-
works to transmit the various types of information
needed during full scale operation having different
requirements on bandwidth, flexibility, stability and
added functionality.

In general there are several possible choice in each
case and the final decision will be based on design
criteria as well as the market situation. The ba-
sic choices are between more customized networks
with additional functionality and off-the-shelf high-
bandwidth networks where functional overheads are
simply absorbed by extra bandwidth.

In the following we outline the different network
topologies for the required networks.

The simplest network is the control and configura-
tion network. It serves to program components of
the DAQ system, upload run condition data, up-
load or download calibration data and monitor the
operation. This can easily be taken over by simple
Ethernet.

The next task is the distribution of a precise clock
normal along with short synchronous messages and
potentially some additional asynchronous informa-
tion. There are various options to implement this
time distribution network:

The first option is a custom optical network as used
in COMPASS and at LHC. This is unidirectional
and can therefore be operated best by using passive
optical splitters which provide a natural method to
broadcast messages and deliver a very low time jit-
ter in a simple and stable manner. The bandwidth
of asynchronous information is however limited as
data addressed to subsystems is received by all con-
nected devices and has to be filtered according to a
tag identifying the actual destination.

Another option is the usage of slightly standard op-
tical networks, potentially even Ethernet. The es-
sential modification here is the implementation of a
standard clock used by all emitters and passed on
from level to level with proper phase recovery. In
this way a bidirectional link is possible and data can
actively be routed to single destinations. The dis-
tribution of a stable clock is however a more com-
plicated task and has not yet been done in such
a framework. Nevertheless more economic compo-
nents could be used and the number of different

networks may be reduced by merging control and
time distribution.

An intermediate way is the use of a passive optical
distribution system with the capability of allowing
directed back-links from receivers to the controller.

The most demanding network is the data processing
network. The requirement is to be able to assign
at full raw front-end data rate (after data reduc-
tion) processing nodes to any detector, to be able
to configure arbitrary first level selection schemes.
Of course, processing power and buffer sizes must
match the latencies of the respective selection algo-
rithms and the resources are limited within the full
network. To achieve this, two roads can be chosen.

The brute force method is to over-assign bandwidth
to all attached nodes in a away that almost all pos-
sible connection requirements can be met in any
selection scheme. Then the limiting resources are
only buffers and processing units, but bandwidth
should not play a role any more.

The second approach requires a configurable net-
work hierarchy. Here switches are connected in
several layers and only the actual connections to
processing nodes and concentrators/buffers have
full physical bandwidth. The network itself is not
a full cross-bar but switches have to be assigned
to different levels to have sub-networks with higher
bandwidth for first level selection and others with
more nodes but less traffic for higher levels. This is
depicted in Fig. 11.1.

The final network connection the feature extraction
network with the event building network where the
last selection step is performed after assembly of
complete event blocks. This network is also hooked
up to the storage network. Here standard computer
center technology is fully sufficient.

For the time distribution network some customiza-
tion is needed in any case. If this is done based
on standard (Ethernet) components or with sim-
pler (partly passive) optical networks is a choice to
be made.

For the more demanding task of the high-speed
processing network the selection of network tech-
nologies at hand or at least predictable now is given
in the following.

Clearly the most obvious choice is to follow the evo-
lution of Ethernet. As of now Gigabit Ethernet
is fully mass-market, and even optical components
for this become cheap. The standardisation of elec-
trical 10-Gigabit Ethernet is at hand, the optical
standard is in production in computer centres and
network backbones. The formulation of 40-Gigabit
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Ethernet is on the way and will be certainly avail-
able when PANDA turns on. Thus Ethernet offers a
rather safe road to higher bandwidths at reasonable
prices.

A new emerging technology is the advanced switch-
ing layer for PCI-express. Initially being a serial
high-speed replacement of PCI and meant for usage
only within computers the serial interface as such
offers the possibility to have point-to-point connec-
tions over longer distances. With the introduction
of advanced switching of PCI-express more complex
networks are feasible at very high bandwidths. The
new technology offers high scalability and the pos-
sibility to achieve high integration of large band-
widths. Clearly the aim of this technology is a high-
performance mass market with strong interconnec-
tion of communication and computing infrastruc-
tures. On top of PCIe-AS multiple protocols can
be implemented by means of encapsulation offering
added functionality for a custom DAQ network.

Other network technologies in the high-performance
sector are Infiniband and GSN (aka HIPPI-6400).
They are both targeted at future high performance
data centers and offer scalability and separability
of I/O and processing resources. At the moment
Infiniband has the broader industry base and band-
widths up to 100 Gb/s are under development.

11.4.3 Computing Infrastructure

The computing infrastructure of the DAQ system
has to provide the necessary resources to treat in
real-time data generated and distributed at all lev-
els of the readout and selection process. In the im-
plementation of the full system there are two com-
peting tendencies: On one side, processing power
has to be localized as close as possible to the place
where data treatment is required at a specific level
in order to reduce data traffic and bandwidth re-
quirements. On the other side, the full system
should have a reasonably homogeneous structure to
be able to move single tasks from one level to an-
other without having to surmount big architecture
dependencies.

11.4.3.1 Processing Levels

A number of separate processing levels can be iden-
tified throughout the DAQ system. Boundary lines
are of course not sharp but are defined by require-
ments as well as platform choices.

Front-end Board: The first processing step con-
cerns the efficient data reduction on the detector
front-end. After zero suppression the signal time
has to be determined, hit clusters have to be found
and online decoding with preloaded calibration con-
stants should take place. These steps take place at
the front-end board level.

Detector Processing Unit: At the next level
data is formatted and may be buffered on concen-
trator modules. A processing unit attached to a
concentrator/buffer module performs more complex
cluster algorithms and first steps in pattern recog-
nition. It also performs the grouping of data into
timeslices for time addressed access.

Compute Node: General purpose processing
units placed in the cascaded high speed network
take part in the feature extraction, filtering physi-
cally relevant event signatures for further process-
ing.

Farm Node: The final high level event selection
and online reconstruction takes place in powerful
computer farms attached to the storage network.

11.4.3.2 Platform Options

The collection of useful platforms depends very
much on the evolution of the IT sector with time.
However, different architectures, their advantages
and disadvantages can be outlined and at the time
of implementing a prototype architecture it will
crystallize, which platform is used at which levels.
Here we describe the options in a hierarchy suppos-
edly going from devices closest to the detector to
the end of the processing chain.

Only the very first level in the readout system, if
at all, has to be implemented in ASICs. Here care-
ful electrical design not to deteriorate analog sig-
nals, radiation tolerance and highly optimized de-
signs are crucial issues.

Modern FPGAs offer a large flexibility and power
and implement more and more additional features
like integrated DLLs or even PLLs for highly sta-
ble clock pulses and time measurement. On the
other hand, embedded CPU cores (MIPS, Pow-
erPC, ARM, ...) allow for standardized commu-
nication and control. In addition, having ample
amounts of gates available, complex functionalities
previously deemed too costly like e.g. arithmetic
units can be implemented in custom designs. Chip
road-maps indicate that these devices are getting
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more and more powerful. However, up to now pro-
prietary tools for programming and even software
development are needed.

DSPs allow to parallelise complex arithmetic op-
erations of digital signals. As such they provide
high but specialized processing power. Their draw-
backs are the need for custom software develop-
ment tools and specific interfaces to the comput-
ing and network environment. Most DSPs have
high-performance serial or parallel data interfaces
but with vendor-specific designs and protocols mak-
ing it more difficult to communicate in a standard-
ized, platform-independent manner. A powerful so-
lution is their usage as co-processors for high-speed
processing. As processing device attached to a stan-
dard platform they can perform simple but time-
consuming and frequently routines.

A very promising platform are System-on-Chip de-
vices, i.e. systems which implement all necessary
peripheral interfaces, memory controller and boot-
strap devices on the same chip as the CPU itself.
These devices are more fault-tolerant and power-
efficient than ordinary computers and can therefore
be embedded on smaller form factors and at larger
numbers. Their application can be seen in two di-
rections, coupling to more specialized hardware to
provide a control and programming platform or in
massively parallel computing. They may supersede
in future a large amount of more standard comput-
ing platforms.

The domain of high-performance multi-purpose
CPUs will be the highly computing-intense tasks
where multi-Gigahertz processing with fast floating
point and integer pipelines is required as well as
high-speed mass-storage interfaces and other high-
level periphery.

Clearly, the choice of the platform for each level
not only depends on performance and flexibility
but also on economic boundary conditions. Gen-
eral market trends can therefore play an important
role outside of pure design considerations.

11.4.3.3 Operating Environment

Since our system will comprise many thousands of
processing nodes at the various levels, there is ba-
sically no alternative to royalty-free operating envi-
ronments. The goal of a homogeneous environment
across all levels can be best achieved by using Linux
wherever possible: Linux is available as embedded
variant on small scale micro-controllers as well as
full fledged networked operating system on almost
all standard types of CPUs.

An interesting strategy in the field of reconfigurable
logic is the use of Linux on CPUs embedded on-chip
to program FPGA resources on the same die. The
FPGA is driven by Linux as a “device”.

In addition there are Linux ports for most System-
on-Chip devices. A seamless integration from front-
ends to compute nodes to high level farms is there-
fore feasible and a common environment can be
achieved allowing the interoperability of tasks and
processes across all levels. In addition the devel-
opment can start at an early stage on less power-
ful standard platforms and then be migrated at the
time of deployment.

11.4.3.4 Programming Tools

By using standard tools like high level programming
languages and compilers, algorithms can be ported
across the system. Moreover, non-engineering per-
sonnel can participate in the development and im-
plementation of algorithms making the direct use of
physics based know-how possible.

Promising tools in the context of simulation and
synthesis of FPGA based algorithms are e.g. Han-
delC and SystemC. In particular SystemC on one
hand is connected to a growing Open Source com-
munity and has a strong industry base on the other.

In both cases a high-level language interface via
C/C++ is provided with additions and libraries
specific to hardware implementations. Core algo-
rithms can - in an ideal case - be simply translated
into hardware code to run on an FPGA or DSP.

11.4.4 Timing and Fast Control

Timing and synchronisation are common problems
of high rate experiments in the field of particle
physics. In order to synchronize the data and pro-
vide a time reference for high precision timing mea-
surements the Time Distribution System (TDS) is
needed. The system provides an absolute time by
distributing the reference clock down to the level of
the front-end electronics, i.e. very close to the detec-
tors. The front-end electronics measures the timing
of the detector signal respectively to the clock, adds
an absolute timestamp and sends this information
to the next level of the DAQ.

11.4.4.1 Requirements

• The maximum jitter of the time reference is
20 ps.
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• The system is scalable from few hundred to few
thousand destinations.

• The components of the TDS are mounted on
the front-end modules very close to the de-
tectors where radiation conditions exceed nor-
mal radiation level, therefore the components
should be radiation tolerant.

• The time distribution system is flexible in or-
der to follow the development and new require-
ments of the experiment.

11.4.4.2 Architecture

The architecture of the proposed Time Distribu-
tion System is based on existing systems like the
TTC for LHC experiments [1], and the TCS [2],
built for the COMPASS experiment at CERN [3].
The precise time reference is provided by distribut-
ing an encoded clock and data from a single source
via a passive optical network to a large number of
destinations. The basic architecture of the TDS is
shown in Fig. 11.8 and includes only unidirectional
data transfer, but we plan to study the possibility of
using passive optical networks with a bidirectional
interface. The bidirectional network will allow to
combine the functionality of the time distribution
system with the front-end interface.

We are considering two exploit one of two possible
methods to implement the bidirectional network us-
ing the TDS architecture:

• One can use passive splitters as a concentra-
tor to transfer the light signals from all des-
tinations back to the central master module.
This is possible because the light splitter has
an asymmetric attenuation parameter depend-
ing on the direction of light propagation. The
disadvantage of this method is that only one
TDS receiver at a time may power its laser
diode and switching from one TDS receiver to
another requires extra time and a safe protocol.

• One can use active concentrators which com-
bine information from e.g. 32 sources to one
destination. This solution is certainly feasible
but the reliability of the system has to be eval-
uated.

The Time Distribution System includes three main
components:

• TDS master module with integrated laser
transmitters;

Figure 11.8: The TDS system, functional diagram.

• passive optical network with e.g. 1:32 splitters;

• TDS receivers.

The TDS master module is a central module of the
system which includes:

• the processor and/or an FPGA to control the
system;

• the temperature compensated oscillator crys-
tal,

• OASE serializer/deserializer chip,

• the interface to the control software, DAQ and
user programs;

• the control signal inputs,

• input/outputs for extending the system to a
bigger number of destinations.

The TDS receiver can be a small mezzanine card
with the OASE chip and an FPGA. The pin and
laser diodes are integrated into the SerDes chip.
The FPGA receives data from the SerDes chip, ex-
tracts control signals and provides asynchronous in-
formation to the destination module via the serial
link. Every TDS receiver has its own unique ID for
addressing and configuration via the optical link.
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11.4.4.3 Clock and data Encoding

The clock and data are encoded in a single serial
line by using standard 8 bit/10 bit encoder. Using
a serializer/deserializer (SerDes) at a high speed of
2 Gb/s, which becomes a standard in these days,
will eliminate the problem of clock jitter.
The most suitable candidate for the SerDes chip is
the OASE chip which is being developed by the Uni-
versity of Mannheim in cooperation with the com-
pany ULM Photonics (Ulm). The functional dia-
gram of the chip is shown in Fig. 11.9. The devel-
opment of the OASE chip is part of the FutureDAQ
project and gives the possibility to implement fea-
tures which are specific for the time distribution
system:

• radiation tolerant behaviour of digital electron-
ics by designing the state machines and data
transfer interfaces with a single bit error re-
covery logic;

• clock phase adjustment to compensate the fibre
length and the position of the detector respec-
tively to the target;

• clock divider to provide the front-ends with de-
sired clock frequency;

11.4.4.4 Synchronous and asynchronous
information

The TDS distributes two classes of information:
synchronous and asynchronous. The synchronous
information is a time critical control information,
which is distributed with fixed latency. The syn-
chronous information is decoded at the destination
and provided as control signals to the front-end
modules.

The synchronous information or control signals:

• low level RESET- reloads FPGAs, resynchro-
nises PLL and DLL ;

• high level RESET - resets all data buffers,
counters and state machines, it also defines the
TIME ZERO in the experiment;

• GLOBAL ENABLE - enables/disables data
taking in all front-ends ;

• EPOCH TIME - the signal is distributed with
a fixed time interval, generates the EPOCH
TIME information on the data stream and al-
lows to verify the synchronisation of the desti-
nation module;

• TEST PULSE - initiate generation of the test
pattern on the data stream, the test patterns
allow to verify the integrity of the front-end
DAQ interfaces.

The asynchronous information is distributed for
configuration of the TDS receivers.

11.4.5 Control Software

To operate a high speed readout system it is neces-
sary to have control over all aspects of the experi-
ment to ensure stable measurement conditions and
good data quality. To achieve this a control system
must address several issues discussed here briefly.

Run Control. Data taking conditions have to
be defined by means of a graphical user interface.
These conditions comprise the setup of detector
front-ends to read, triggering and selection condi-
tions, run types (physics data taking, alignment,
calibration, test, ...). Data flow should be control-
lable from this interface to view data rates and
buffer levels to detect congestion or other prob-
lems at an early stage. It should be controllable
which nodes or node-networks are participating in
the readout monitoring host load (network, CPU,
buffer) and responsiveness. Furthermore one has to
define which types of data are to be recorded on
mass storage and the state of the storage resources
should be monitored.

Monitoring. During data taking the quality of
the data has to be monitored constantly. This mon-
itoring system extends not only to detector chan-
nels (wire maps). It also has to report readout
errors (data inconsistency, missing front-ends, ...)
and give access to online detector calibration con-
stants. It should monitor physical signals, e.g. by
means of showing standard particle yields and filter
efficiency. Furthermore the beam has to be moni-
tored to obtain its quality and keep record of the
integrated luminosity.

Detector Configuration. Important running
conditions are the proper configuration of the detec-
tors and their readout. This includes thresholds and
other parameters for data reduction. Of relevance is
also the programming of front-ends with firmware,
calibration constants, algorithms and lookup tables.

Detector Control. Finally, the control of detec-
tor parameters like high voltage, low voltage and
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Figure 11.9: OASE chip, functional diagram.

currents, gas pressures, flows and mixtures has to
be performed by the system. In addition environ-
mental conditions like temperatures, atmospheric
pressure and the readout of various probes (mag-
netic fields, switches and relays, ...) have to be
monitored. At last, critical conditions have to be
detected and announced and emergency procedures
have to be executed.

A common database for all issues described above
is desirable as is a unified user interface covering all
aspects of experiment control. A joint experiment
controls group at GSI shall work out the framework
of software and hardware with which each experi-
ment can realize its goals.

11.5 Planning

The development of the DAQ/Trigger system for
PANDA is characterized by the fact that it is oper-
ating on the technological frontier in IT. To achieve
the desired results not only technical aspects have
to be addressed but the evolution of the IT market
has to be taken into account, since it is impossi-

ble to develop all necessary base technology within
experimental physics alone. For this reason even
though general concepts and specifications have to
be spelled out early enough to allow for a proper
interfacing with all parts of the PANDA detector
most feasible technical options should be kept open
until the final prototyping starts.

11.5.1 Relation to FutureDAQ JRA

The key technologies of the relevant components
will be explored within FutureDAQ, a Joint Re-
search Activity within the EU 6th Framework Inte-
grated Infrastructure Initiative on Hadron Physics
(I3HP) aimed at the development of a data acquisi-
tion concept which is much better matched to the
high data rates and to the complexity of the next
generation of experiments.

The deliverables of FutureDAQ include the proto-
typing of a data concentrator, a time distribution
system, a cascadable switch, compute and filter
nodes and various algorithms. Since FutureDAQ is
a joint project of the PANDA and CBM experiments
not all results may suite our needs one-to-one but
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may have to be adapted for reasons of functionality
or budget.

FutureDAQ is supposed to finish at the latest at the
end of 2007 assuming a one year prolongation due
to the late start of funding.

After FutureDAQ is completed, a final evaluation
and selection of designs shall take place and a pro-
totype design for the PANDA DAQ and Trigger sys-
tem will start. This prototype will be tested exten-
sively and then the designs are updated for the sub-
sequent initial production and deployment phase.

.

11.5.2 Responsibilities

Table 11.2 represents expressions of interest of
groups involved in PANDA concerning the reali-
sation of the DAQ/Trigger system is given. This
implies that the corresponding institutes apply for
funding for manpower, R&D and later on the con-
struction of the system. Since this funding is how-
ever not yet guaranteed at this time, no legal com-
mitment can be made yet.

Item Person/Institute

Time distribution system TU Munich

Concentrator/Buffer Krakow

Data reduction Torino

Compute Nodes Gießen

Cascaded high-speed network GSI & FZJ

Control Network FZJ & GSI

Algorithms Gießen, TUM, GSI

Katowice, Pavia, Warsaw

Event filter farm GSI

Table 11.2: Expressions of interest in work for the
DAQ/T system.
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Nr. Task Name

1 DAQ
2 Algorithms
3 Fast vertex finding
7 Particle ID

11 Signal processing
16 Event Association
21 Algorithm deployment
25 Compute Nodes
26 Feature extraction
27 Prototype design
28 Firmware implementation
29 Application software
30 PANDA Implementation
34 Event selection
35 Processing environment
36 Protoype design
37 Software implementation
38 PANDA Implementation
39 Design update
40 Mass production
41 Deployment
42 Network fabric
43 Embeddable transceiver
44 Cascadable switch ASIC
45 Cascading of transceivers & switches
46 Dynamic swicth array
47 PANDA Implementation
48 Design update
49 Mass production
50 Deployment
51 Time distribution system
52 Controler/encoder
53 Receiver/decoder
54 Passive distribution
55 PANDA Implementation
56 Design update
57 Mass production
58 Deployment
59 Buffering links
60 Serial data link
61 Addressing scheme
62 Latency/buffer matching scheme
63 PANDA Implementation
64 Design update
65 Mass production
66 Deployment
67 Detector Frontends
68 Generic Frontend
69 Sampling ADC prototype
70 Detector specific ASICs
71 Clock multiplication
72 PANDA Implementation
73 Design update
74 Special frontends
75 Mass production
76 Deployment
77 System Integration
78 Prototype system
79 Embedded configuration
80 System control
81 Test bench design
82 Bench test
83 PANDA Implementation
84 Design update
85 Integration of subsystems
86 Deployment

Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1
2004 2005 2006 2007 2008 2009 2010 2011

Figure 11.10: Estimate of timeline for development and deployment of the PANDA DAQ.
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