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P e t a s c a l e
C o m p u t i n g
H i g h - P e r f o r m a n c e 

R e c o n f i g u r a b l e  C o m p u t i n g

A High-End Reconfigurable 
Computation Platform for Nuclear 
and Particle Physics Experiments
A high-performance computation platform based on field-programmable gate arrays 
targets nuclear and particle physics experiment applications. The system can be constructed 
or scaled into a supercomputer-equivalent size for detector data processing by inserting 
compute nodes into advanced telecommunications computing architecture (ATCA) crates. 
Among the case study results are that one ATCA crate can provide a computation capability 
equivalent to hundreds of commodity PCs for Hades online particle track reconstruction 
and Cherenkov ring recognition.

Nuclear and particle physics stud-
ies the elementary constituents 
of matter and interactions among 
them. This field is also called high-

energy physics because many elementary particles 
don’t occur under normal circumstances in na-
ture, but can be created and detected during 
energetic collisions of other particles in particle 
colliders. Modern nuclear and particle physics 
experiments—such as the high-acceptance di-
electron spectrometer detector system (Hades, 
www-hades.gsi.de) and antiproton annihilations 
at Darmstadt (Panda, www-panda.gsi.de) at the 
GSI Helmholtz Centre for Heavy Ion Research, 

Germany; the Beijing Spectrometer III (BESIII, 
http://bes.ihep.ac.cn/bes3/index.html) at the In-
stitute of High Energy Physics in Beijing; and, at 
CERN’s Large Hadron Collider (LHC, http://
lhc.web.cern.ch/lhc), the compact muon sole-
noid (CMS), LHC beauty experiment (LHCb), a 
Toroidal LHC apparatus (Atlas), and a large ion 
collider experiment (Alice)—achieve their goals 
by studying the produced particles’ emission di-
rection, energy, and mass when the beam hits the 
target. In such experimental facilities, researchers 
adopt different kinds of detectors to generate raw 
data, which are used to calculate and analyze the 
emitted particles’ characteristics after the colli-
sion. As an example, Figure 1 shows the exploded 
view of the Hades detector system.

In high-energy physics, one “event” corre-
sponds to a single interaction of a beam particle 
with a target particle. An event consists of sub-
events that typically represent the information 
from individual detector subsystems, such as Ring 
Image Cherenkov (RICH), Mini Drift Cham-
ber (MDC), Time-of-Flight (TOF), and so on 
(see Figure 1). A detector system often has more 
than 105 signal channels. The delivered data rate, 
which is the product of the event size and the  
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reaction rate, can be a scary number compared to 
other applications. In Panda, for example, the re-
action rate is 10–20 MHz and the data rate is more 
than 200 Gbytes per second.

Figure 2 shows various experiments by event 
sizes and reaction rates. Data rates range from 107 
to 1011 bytes/s. This amount of data is too large 
for the disk or tape storage to record throughout 
the experiment, which typically last for months. 
Furthermore, events that are actually of interest 
to the physicists are rare, and might occur only 
once within a million interactions. Therefore, it’s 
essential to realize an efficient online data acqui-
sition (DAQ) and trigger system that processes 
sub-events coming from detectors and reduces 
the data rate by several orders of magnitude by 
rejecting the background.

In contemporary facilities, pattern-recognition 
algorithms1-3 such as Cherenkov ring recogni-
tion, particle track reconstruction, and TOF pro-
cessing are implemented as sophisticated criteria 
according to detector categories. Only those sub-
events that possess expected patterns generated by 
certain particle types and can be successfully cor-
related among different detectors, receive a posi-
tive decision, and are encapsulated in a predefined 
event structure for mass storage and further of-
fline analysis. Others will be discarded on the fly.

Reconfigurable Computing
The reconfigurable computing paradigm com-
bines software’s flexibility and hardware’s high-
performance using programmable computing 
fabrics such as field-programmable gate arrays 
(FPGAs). The fundamental difference compared 
to ordinary microprocessor computing is that 
reconfigurable computing lets developers make 
substantial changes to the data path in addition 
to the control flow. Although it typically runs 
at a much lower clock frequency, FPGA-based 
reconfigurable computing is believed to have a  
10–100 times accelerated performance but far 
lower power consumption compared to general 
purpose microprocessors (GP-CPUs). In phys-
ics experiments, FPGA-based solutions have 
important advantages for implementing pattern- 
recognition algorithms. First, they have compar-
atively simple control flows during data process-
ing. Second, the application-specific data path 
design can result in high performance with the 
on-chip memory concurrency and fine-grained 
computation parallelism or pipeline support. In 
addition, the reprogrammability lets developers 
change the design according to different experi-
mental requirements.

Motivated by multiple ongoing projects—
including the Hades upgrade and the Panda 
construction—we designed a high-end recon-
figurable and scalable computation platform as 
a general solution. The system is built entirely 
with commercial off-the-shelf components. We 
adopted cutting-edge FPGA technologies, as well 
as high-speed communications, to guarantee high 
processing capability and channel bandwidth. 
Easy scalability is an important feature of the 
platform. To unify application development on 

Figure 1. The high-acceptance di-electron spectrometer (Hades) 
detector system. Researchers use detectors to generate raw data to 
calculate and analyze particle characteristics after energetic collisions.
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Figure 2. Experiments with different event sizes and reaction rates. 
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spectrometer detector system (Hades), the Beijing Spectrometer 
III (BESIII), the Large Hadron Collider beauty experiment (LHCb), 
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the platform, we use a hardware/software code-
sign approach to partition functional tasks among 
embedded microprocessors and modular FPGA 
cores. Hence, the system design can be largely 
reused for various experiments with little perfor-
mance penalty or modification effort. With the 
uniform hardware architecture and design flow 
for different projects, manufacturing costs will be 
largely reduced by mass production, and human 
resources can be saved to start up development on 
the platform.

Computation Platform Architecture
To manage the large data rate from detectors, we 
built a hierarchical network architecture that con-
sists of interconnected compute nodes (CNs). We 
classify the connectivity as external or internal. 
The external channels communicate with detec-
tors and the PC farm to receive detector data for 
processing and forward results for storage and 
offline analysis. Specifically, they provide opti-
cal and Ethernet links. The internal connections  

bridge all algorithms or algorithm steps for  
parallel/pipelined processing. Both onboard I/Os 
and the inter-board backplane interface function 
as internal links. We now present a detailed look 
at the system architecture, starting with the inter-
connected network and working our way down to 
the node design.

Network Topology
The Advanced Telecommunications Computing 
Architecture (ATCA)4 standard was established to 
provide the bandwidth needed for next-generation  
computation platforms. As Figure 3 shows, a 
full-mesh shelf backplane can support 2.1 Tbps 
of data transport when using 3.125 GHz signal-
ing and 8B/10B5 encoding. In physics experiment 
applications, pattern-recognition algorithms are 
partitioned and distributed in many compute 
nodes for high processing throughput. Up to 14 
nodes can be fitted in one ATCA shelf, and they 
are mutually interconnected through the back-
plane. Direct P2P connections provide flexibility  

Related Work in DAQ  
and Trigger Systems

Traditionally, developers used modular approaches with 
commercial bus systems such as VMEbus, FASTbus, 

and Camac to construct data acquisition (DAQ) and trig-
ger systems for high-energy physics experiments.1–4 The 
bus-based systems containing programmable devices such 
as field-programmable gate arrays (FPGAs) can interface 
with PC clusters for hardware/software hybrid process-
ing. However, due to the dramatically increased data rate 
generated by modern experiments’ detector systems, such 
obsolete technologies no longer meet current require-
ments. The time-multiplexing nature of the system bus not 
only deteriorates the data exchanging efficiency among 
algorithms residing on different pluggable modules, but 
also restricts the flexibility to partition complex algorithms. 
Today’s networking and switching technologies make it 
possible to efficiently construct large-scale systems for 
parallel and pipelined processing. In addition, continu-
ous FPGA development makes it practical to release into 
the FPGA complex algorithms that were conventionally 
implemented as software on workstations or embedded 
processors/DSPs, taking advantage of high-performance 
hardware processing.

Many commercial and academic projects are now 
exploring FPGAs’ raw computation power for algorithm 
acceleration. However, they can’t be straightforwardly 
used in physics experiments because of the lack of noise-
immune optical links,5,6 large communication bandwidth 

and memory capacity,7,8 or efficient interboard connec-
tivity. Our work takes advantage of point-to-point (P2P) 
interconnections and modern FPGA technologies to create 
a hierarchical and scalable computation platform that can 
optimally interface with other experimental facilities for 
data acquisition and triggering.

References
1.	 R. Merl et al., “High Speed EPICS Data Acquisition and Processing 

on One VME Board,” Proc. Particle Accelerator Conf., vol. 4, IEEE 

Press, 2003, pp. 2518–2520.

2.	 Y. Tsujita, J.S. Lange, and C. Fukunaga, “Construction of a Compact 

DAQ-System Using DSP-Based VME Modules,” Proc. IEEE Nuclear 

and Plasma Societies Real-Time Conf., IEEE Press, 1999, pp. 95–98.

3.	M. Drochner et al., “The Second Generation of DAQ-Systems at 

COSY,” IEEE Trans. Nuclear Science, vol. 45, no. 4, Part 1, 1998, 

pp. 1882–1888.

4.	 Y. Nagasaka, I. Arai, and K. Yagi, “Data Acquisition and Event 

Filtering by Using Transputers,” Proc. Nuclear Science Symp. and 

Medical Imaging Conf., IEEE Press, 1991, pp. 841–844.

5.	C. Chang, J. Wawrzynek, and R. Brodersen, “BEE2: A High-

End Reconfigurable Computing System,” IEEE Design & Test of 

Computers, vol. 22, no. 2, 2005, pp. 114–125.

6.	 J.D. Davis, C.P. Thacker, and C. Chang, BEE3: Revitalizing Computer 

Architecture Research, tech. report MSR-TR-2009-45, Microsoft 

Research, 2009.

7.	 T. Gueneysu et al., “Cryptanalysis with Copacobana,” Trans. 

Computers, vol. 57, no. 11, 2008, pp. 1498–1513.

8.	O. Mencer et al., “CUBE: A 512-FPGA Cluster,” Proc. Southern 

Programmable Logic Conf., IEEE Press, 2009, pp. 51–57.

CISE-13-2-Liu.indd   54 09/02/11   3:05 PM



March/April 2011 � 55

for various network configurations, such as ver-
tical pipelined processing, horizontal parallel 
processing, or hybrid solutions with more com-
plicated interconnections. This feature enhances 
the platform’s generality for different applications 
with different network architectures. It also gives 
developers significant freedom and convenience 
in partitioning processing logics across multiple 
boards.

Figure 4 shows the network topology in experi-
mental facilities, where multiple ATCA crates are 
used to meet high communication and computa-
tion requirements. Through bonded optical chan-
nels and switches, raw data are dumped from the 
front-end circuits, which take care of sampling and 
digitizing analog signals generated by detectors. 
After that, all data will be processed in the net-
work for pattern recognition, correlation, event 
building, and filtering. The processing modules 
are partitioned and reside in FPGA cells. All of 
these steps constitute the complete computation 
by communicating through the hierarchical inter-
connections, including onboard I/Os, inter-board 
shelf backplanes, and perhaps also the intercrate 
optical link or Ethernet switching if necessary. 
Onboard channels provide large bandwidth, while 
the intercrate switching has more communica-
tion overheads and will introduce latency penalty. 
Thus, trying to group the computation steps with 
high mutual communication requirements on the 
same board or next in the same crate is a basic rule  
for practically implementing the algorithms.  
After pattern recognition and event selection in 
the network, most event data are discarded on the 
fly; only a small part will be labeled as interesting 

and forwarded to the PC farm via Ethernet for 
storage and in-depth offline analysis.

Compute Node
Our system uses Xilinx platform FPGAs (with 
hardcore embedded processors) as primary pro-
cessing components. For the first prototype,  
we used Virtex-4 FX60. On future products, we 
might adopt up-to-date generation FPGAs instead.  

Figure 3. Advanced Telecommunications Computing Architecture (ATCA) crate and full-mesh backplane 
(only eight nodes shown).
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Figure 5 shows the CN board’s schematic. Each 
board consists of five FPGAs: numbers 1–4 are 
algorithm processors; the fifth, number 0, is a 
switch interfacing to other CNs through the 
ATCA backplane. Each processor FPGA has two 
optical links based on RocketIO multigigabit 
transceiver (MGT). The optical links can run at 
a maximum baud rate of 6.5 Gbps per channel. In 
addition, all FPGAs are equipped with one Giga-
bit Ethernet and 2 Gbytes DDR2 memory each. 
The total 10 Gbytes memory capacity is mainly 
for data buffering and large look-up table (LUT) 
storage.

The processing algorithms and partitions for 
many future physics experiments are still unclear 
and might feature different traffic patterns in the 
network. Thus, to make the board design capable 
of easily porting high-performance algorithms, 
all four processor FPGAs are interconnected in 
a full-mesh topology. The connectivity includes 
both 32-bit general purpose IO (GPIO) buses 
and one full-duplex RocketIO link per connec-
tion. These processor FPGAs also connect to the 
switch FPGA with dedicated 32-bit GPIOs. Either 

circuit- or packet-switching can be configured to 
communicate with other CNs in the crate. The 
16 RocketIO channels to the backplane feature 
the bandwidth of 104 Gbps at 6.5 GHz signal-
ing. Besides the switch structure, sub-event data 
from all four processor FPGAs can be collected 
in the switch FPGA and conduct event building 
and filtering. With the onboard P2P interconnec-
tions, it’s convenient to partition unexpected al-
gorithms for different experiments and aggregate 
all five FPGAs as a virtual one with five times the 
capacity.

Not OR (NOR) flash memories are mounted 
on the board for operating system kernel and 
FPGA bitstream storage. A customized intelli-
gent platform management controller (IPMC) 
add-on card fulfills the ATCA requirements on 
power negotiation, voltage monitoring, temper-
ature sensoring, FPGA configuration check, and 
so on. Figure 6 shows our first prototype CN 
printed circuit board (PCB). To meet the di-
mension requirement, we placed all of the main 
components on the top, except for five ultra-
low-profile small outline, dual inline memory  

Figure 5. Compute node (CN) schematic. Each board consists of five field-programmable gate arrays 
(FPGAs): numbers 1–4 are algorithm processors; the fifth, number 0, is a switch interfacing to other CNs 
through the Advanced Telecommunications Computing Architecture (ATCA) backplane. IPMC stands for 
intelligent platform management controller; CPLD stands for complex programmable logic device; JTAG 
stands for joint test action group; and UART stands for universal asynchronous receiver/transmitter.
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modules (SO-DIMM) DDR2 synchronous  
dynamic RAM (SDRAM).

Each CN resides in one of the 14 slots in 
the ATCA crate. The power budget for each 
slot is 200 watts at maximum, larger than the 
worst-case estimation of 170 watts for the CN 
board. When all 14 nodes are plugged in, such 
a crate can host up to 1,890 Gbps inter-FPGA 
onboard connections (GPIOs at 300 Mbytes/s), 
1,456 Gbps interboard backplane connections,  
728 Gbps full-duplex optical bandwidth, 70 Gbps  
Ethernet bandwidth, 140 GBytes DDR2 SDRAM, 
and all computing resources of 70 Virtex-4 
FX60 FPGAs.

Hardware/Software Codesign
Based on the computation platform and CNs, we 
employ a hardware/software codesign approach to 
ease and accelerate the development for various 
experiment applications. We now describe the key 
design issues.

Partitioning Strategy
The DAQ and trigger systems in physics ex-
periments request more features for convenient 
experiment operations than fundamental data 
processing. For example, due to temporal and spa-
tial limitations, operators would like to remotely 
and dynamically reconfigure and control the 
platform when they’re away from the experimen-
tal facilities. A friendly user interface also helps 
physicists easily adjust experimental parameters 
and monitor the system status. In our platform, 
designers can utilize hardcore PowerPC micro-
processors on the FPGAs to implement versatile 
control tasks, while locating the performance-
critical computation in the FPGA fabric in the 
hardware.

We have three concrete criteria to partition  
system tasks:

•	 All pattern-recognition algorithms should be 
customized in the FPGA fabric as hardware 

Figure 6. Prototype printed circuit board (PCB) of the compute node (CN). IPMC stands for intelligent 
platform management controller; JTAG stands for joint test action group; UART stands for universal 
asynchronous receiver/transmitter; and SDRAM stands for synchronous dynamic RAM.
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coprocessors working in parallel or pipeline to 
identify interesting events.

•	 Slow control tasks should be implemented in 
software by high-level application programs 
that execute on top of embedded microproces-
sors and operating systems.

•	 The integrated soft TCP/IP stack in the op-
erating system should be used for Ethernet 
transmission.

With a reasonable task partitioning strategy, 
the system can achieve both an optimal data pro-
cessing performance and design flexibility.

Hardware Design
We adopt the modular design approach to develop 
the hardware system on the FPGA using hardcore 
and softcore components. As Figure 7 shows, the 
PowerPC 405 processor, the multiport memory 
controller (MPMC),6 and other peripherals con-
stitute a complete embedded computer system. 
Compared to the canonical bus-based design, 
MPMC provides direct ports to memory-hungry 
modules and significantly speeds up memory  
access: incoming detector sub-events are buffered 
in DDR2 via RocketIO-based optical wrappers 
and then processed by detector-specific algorithm 
coprocessors. In this system, the processor local 
bus (PLB) is used only for low data rate peripheral 
communications and controls.

For various applications, the system architec-
ture is to be fixed and replace only algorithm 
engines. It enables design reusability and largely 
shrinks development time.

Software Design
We ported the open-source embedded Linux ker-
nel (version 2.6) to the PowerPC processor. The 
soft Linux TCP/IP stack (including UDP/IP) 
drives the Ethernet transceiving, with commodity 
PC clusters. Device drivers for standard periph-
erals can be enabled when Linux is configured, 
including tri-mode Ethernet, RS232 Universal 
Asynchronous Receiver/Transmitter (UART), 
flash memories, and so on. Other drivers for al-
gorithm modules must be customized. Based on 
the operating system and software development 
kits, flexible applications can be exploited, rang-
ing from C/C++ and Java programs to high-level 
scripts. Programs running on PowerPC proces-
sors mainly offer user-friendly interfaces for sys-
tem monitoring and parameter adjustment, drive 
TCP/IP communications with PC farms, and as-
sist hardware for coprocessing.

One of the software design’s main features 
is its zero budget. Components—including the 
operating system, the file system generator, 
the cross-compilation tools, and some bench-
mark programs—all come from the open source 
community.

Figure 7. The hardware design is based on the multiport memory controller (MPMC). Compared to 
standard bus-based designs, MPMC offers direct ports to memory-hungry modules and significantly 
speeds up memory access. Algorithm coprocessors are customized and integrated in the system design.
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Case Studies of Trigger Algorithms
Hades is our first experiment in using the com-
putation platform to upgrade the existing DAQ 
and trigger system for heavier ion reactions and 
higher processing requirements. The promoted  
particle reaction rate might reach about 100 KHz, 
implying a raw data rate up to 10 Gbytes/s (see 
Figure 2).

Along with the detector construction, we’ve been 
developing and evaluating pattern-recognition  
algorithms on our reconfigurable platform, in-
cluding Cherenkov ring recognition (for the 
RICH detector), MDC particle track reconstruc-
tion (for MDC detectors), TOF processing (for  
the TOF detector), and shower recognition  
(for the electro-magnetic shower detector). All 
algorithm processors receive readout data and 
search for certain patterns. Their processing  
results will be further correlated as well. Only in-
teresting events are assembled and forwarded to 
the mass storage.

Here, we offer two case studies of algorithm 
implementations on FPGAs: MDC track recon-
struction and the RICH ring recognition.

MDC Track Reconstruction Algorithm
In particle physics experiments, the momenta of 
charged particles are studied by observing their 
deflection in the magnetic field. MDC detectors 
are used to reconstruct the particle tracks enter-
ing and leaving the magnetic field to further de-
rive the deflection angle inside it.

The Hades tracking system consists of four 
MDC modules with six identical trapezoidal sec-
tors. Two MDC layers are located before and two 
behind the toroidal magnetic field, which is pro-
duced by six superconducting coils (see Figure 8a). 
In first approximation, the magnetic field doesn’t 
penetrate into the MDCs. Thus, particle tracks 
bend only in the magnetic field; the segments be-
fore or behind the coil are approximately straight 
lines. The two segments can be reconstructed 
separately with the inner (I-II) and the outer 
(III-IV) MDC information. Because the basic 
principle is similar, we focus here only on the  
inner part.

In the two inner MDC modules, a total of 
12,660 sense wires (six sectors) are arranged in 12 
layers and six orientations: +40, -20, 0, 0, +20, 
and -40 degrees (Figure 8b shows one sector). 
When beam particles hit the target, charged par-
ticles are emitted from the target position and go 
forward through different wire layers in straight 
paths. Along their flying ways, pulse signals are 
generated on sense wires close to the tracks with 
high probability (>95 percent). Hence the sense 
wires are, in a sense, “fired” by flying particles.

As Figure 9 shows, if each wire’s sensitive vol-
ume is projected from the target boundary onto 
a plane located between two inner chambers, ap-
parently the particle passed through the projec-
tion plane at the point where all projections from 
different layers’ fired wires overlap. To search for 
such regions, we treat the projection plane as a 2D 

Figure 8. Mini drift chambers (MDCs) in the Hades detector system. (a) A side view of the Hades detector 
system. (b) One sector of the MDC with six orientation wires.
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histogram with the projection area as bins (pixels). 
For each fired sense wire, its projection bins all 
increase by one. By finding the locally maximum 
bins whose values are also above a given thresh-
old, track candidates can be recognized and the 
tracks are reconstructed as straight lines from the 
point-like target to those peak bins. Figure 10a 
demonstrates the 2D projection plane for one sec-
tor with two passed particles. Figure 10b shows a 
3D display of Figure 10a for a single track, where 
the coordinates of the center peak are recognized 
as the track’s position.

To fit the algorithm on FPGAs, we use a LUT 
(built offline) to determine which projection plane 
bins will be touched by the fired wires’ projection 
shadow. We avoid real-time calculation due to the 
geometrical complexity. For a resolution of 128 × 
256 bins per sector on the projection plane, the 
projection LUT is about 1.5 Mbytes and is initial-
ized in the DDR2 memory. The tracking process-
ing unit (TPU) is integrated in the system design 
(see Figure 7). According to the incoming fired 
wire numbers via optical links, TPU accumu-
lates the histogram of projection on all the bins 
and searches for peaks where particles most likely 
passed through. The TPU design features a fine-
grained parallel microarchitecture that processes 
128 bins (one row) at each time for projection ac-
cumulation and peak finding.

Although running at a much slower clock 
frequency of 100 MHz, a single TPU core can 

achieve from 10.8 to 24.3 times speedup in the 
performance measurements of various wire mul-
tiplicities than a single-threaded C prototype 
program running on an Intel Xeon 2.4 GHz 
CPU. According to implementation statistics, 
each TPU core consumes 12.3 percent four-input 
LUTs, 5.9 percent Flip-Flops and 19.4 percent 
block RAM (BRAM) resources of one Xilinx 
Virtex-4 FX60 FPGA. So, this implies that we 
can integrate at most three TPU cores, in addi-
tion to the base system design on each FPGA. 
Therefore, given the possibility of optimizing the 
software program and using multicores of mod-
ern CPUs, we roughly estimate that one ATCA 
crate full of CNs can achieve an equivalent pro-
cessing capability of up to hundreds of commod-
ity PCs.

RICH Ring Recognition Algorithm
The Hades RICH detector identifies dilepton 
pairs with the Cherenkov light reflected at the 
mirror. The ring pattern is searched on a detec-
tor plane with the resolution of 96 × 96 pads. 
The Cherenkov ring features a constant diam-
eter of eight pads on the plane, and the pattern 
search is executed within a fixed mask region 
of 13 × 13 pads (see Figure 11). The hits on a 
ring with a radius of four pads are added to the 
value ring region. There are two veto regions in-
side and outside the ring region, where the pads 
are also added. Thus, the ring pattern is identi-
fied if both the ring region sum is above and 
the veto region sums are below their respective 
thresholds.

Given the constant diameter of ring patterns, 
the computation challenge is in identifying the 
position of ring centers. To simplify the algo-
rithm and correlate the RICH pattern with the 
MDC tracking information, inner particle tracks 
are introduced in the ring recognition unit (RRU) 
to point out potential ring centers. A LUT is 
employed to derive the region of potential ring 
candidates, converting the coordinate and the 
granularity from MDC into RICH. With the 
pointed center, the ring pattern search is efficiently 
carried out by accumulating the ring region and 
veto region sums.

The RRU design is currently being imple-
mented. RRUs will also appear as customized 
coprocessors integrated in the FPGA system de-
sign. Taking advantage of the fine-grained par-
allelism of scanning for rings row by row, each 
RRU module could achieve a speedup of at least 
one order of magnitude compared to a software 
alternative.

Figure 9. Track recognition and reconstruction in inner MDCs. If 
each wire’s sensitive volume is projected from the target boundary 
onto a plane between two inner chambers, the particle apparently 
passed through the projection plane at the point where all projections 
overlap.
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Nuclear and particle physics experi-
ments are special applications that 
are distinguished from common 
embedded designs such as consumer 

electronics and mobile devices. The DAQ and 
trigger systems design addresses great challenges 
in dealing with the tremendous raw data rate 
and requiring powerful computation capabil-
ity. As a general solution for various worldwide  

projects, we’ve presented our hierarchical com-
putation platform based on the ATCA standard 
and FPGA technologies. The system architec-
ture makes it well suited for hosting trigger 
algorithms to accomplish particle recognition 
computation.

As our results from the Hades MDC track re-
construction and RICH ring recognition compu-
tation indicate, the platform offers significant data 

Figure 10. Particle tracks in the projection plane of one sector. (a) A projection plane with two passed 
tracks. (b) A 3D display of the accumulated bins for a single track.
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Figure 11. Fixed-diameter ring recognition on the RICH detector. The Cherenkov ring features a constant 
diameter of eight pads on the plane, and the pattern search is executed within a fixed mask region of  
13 × 13 pads.
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processing acceleration over canonical software 
solutions based on commodity PCs.

Given our design’s general purpose fea-
tures, this platform could be promising in other  
domains—such as weather forecasting, telecom 
applications, and stock and financial market  
prediction—to substitute supercomputer software 
computation with hardware acceleration.�
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