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Abstract—Multiview video will play a pivotal role in the
next generation visual communication media services like three-
dimensional (3D) television and free-viewpoint television. These
advanced media services provide natural 3D impressions and
enable viewers to move freely in a dynamic real world scene by
changing the viewpoint. High quality virtual view interpolation is
required to support free viewpoint viewing. Usually, depth maps
of different viewpoints are used to reconstruct a novel view. As
these depth maps are usually estimated individually by stereo-
matching algorithms, they have very weak spatial consistency.
The inconsistency of depth maps affects the quality of view
interpolation. In this paper, we propose a method for depth
consistency testing to improve view interpolation. The method
addresses the problem by warping more than two depth maps
from multiple reference viewpoints to the virtual viewpoint. We
test the consistency among warped depth values and improve
the depth value information of the virtual view. With that, we
enhance the quality of the interpolated virtual view.

I. INTRODUCTION

Due to advances in camera and display technology, three-
dimensional television (3D-TV) and free-viewpoint television
(FTV) are emerging visual media applications [1]–[3]. Such
advanced applications offer highly interactive 3D experiences
to viewers. Rapidly dropping costs of digital cameras enable us
to acquire multiview imagery by utilizing arrays of cameras to
capture dynamic 3D scenes from various viewpoints simulta-
neously. 3D-TV aims to provide natural 3D-depth impressions
of dynamic 3D scenes. FTV enables viewers to freely choose
their viewpoint of real world scenes. In both cases, view
interpolation is used to facilitate smooth transitions among
captured views.

View interpolation algorithms may use multiple views ac-
quired from different viewpoints and their corresponding depth
maps. Each depth map gives information about the distance
between the corresponding camera and the objects in the
3D scene. The quality of interpolated views depends on the
accuracy of the estimated depth maps. Algorithms for depth es-
timation are widely used in computer vision [4]. These vision
algorithms estimate depth information mainly by establishing
stereo correspondences using belief propagation [5], graph-cut
methods [6] and segmentation [7]. These methods usually esti-
mate depth information for different viewpoints independently
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by using nearby views only. Given such estimates, the resulting
depth informations at different viewpoints has weak spatial
consistency, as shown in the Figure 1. These inconsistent depth
maps affect the quality of view interpolation negatively.
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Fig. 1. Inconsistency among the estimated depth maps at different viewpoints
for four multiview video sequences. The red circles mark the most prevailing
inconsistent areas in the depth maps.

In this paper, we propose a novel method to address the
problem of weak depth map consistency. First, the method
warps more than two depth maps from multiple reference
viewpoints to the virtual viewpoint by 3D warping [8]. Second,
it tests the consistency among all warped depth values at
the given virtual viewpoint. Third, an enhanced depth map is
generated that is used to improve the quality of the interpolated
view at the virtual viewpoint.

The remainder of this paper is organized as follows: In
Section II, we introduce the algorithm for depth consistency
testing. In Section III, we use the enhanced depth information
for view interpolation. In Section IV, we present experimental
results on view interpolation. Finally, Section V gives con-
cluding remarks.



II. DEPTH CONSISTENCY TESTING

As conventional depth estimation algorithms estimate depth
maps for different viewpoints separately, the resulting depth
maps may have weak spatial consistency. Inconsistent depth
maps affect the quality of view interpolation at a given
viewpoint. We addresses the problem by first warping more
than two depth maps from multiple reference viewpoints to
the virtual viewpoint by using 3D warping techniques. We
examine the consistency among all warped depth values by
taking the absolute difference between all possible pairs of
depth values at the virtual viewpoint. We use the resulting
consistency information among various depth values at the
virtual viewpoint for warping corresponding pixels of the mul-
tiple reference views to the virtual viewpoint. These warped
pixels from the multiple reference views are used for view
interpolation at the virtual viewpoint. First, we will explain the
warping of the depth maps from multiple viewpoints. Then, we
will examine the consistency among all warped depth values
at the virtual viewpoint. Figure 2 shows the block diagram of
the depth consistency testing algorithm and its application to
virtual view interpolation.
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Fig. 2. Block diagram of the depth consistency testing algorithm with
application to view interpolation.

A. Multiple Depth Warping and Connection Hypotheses
The 3DV/FTV ad-hoc group of MPEG is currently working

on the Depth Estimation Reference Software (DERS) [9],
which is provided by Nagoya University. It uses left, inter-
mediate and right viewpoint views as a reference to estimate
the depth map of the intermediate viewpoint. It incorporates
many matching features, like pixel-matching, block-matching,
and soft-segmentation matching for estimation of depth maps.
It uses graph-cut algorithms for disparity enhancement, sub-pel
precision, and temporal enhancement. We estimate depth maps
of reference viewpoints by using DERS 5.0 [10]. We warp the
estimated depth maps from multiple reference viewpoints to
the virtual viewpoint by 3D warping [11] with the reference
depth map itself.

3D warping is a depth-image-based rendering technique
for rendering novel views from arbitrary viewpoints. The
novel view is projected from reference views by using depth
information and camera calibration parameters. The latter
describe the relationship between camera coordinates (CCs)
and the world coordinates (WCs). Each camera is described by
one intrinsic parameter matrix A and two extrinsic parameters,
the rotation matrix R and the translation vector t. When a
point I in WCs is projected to reference CCs, a pixel ir in
the reference view is obtained by the projective relation

ir = Ar[Rr|tr]I. (1)

If we know the virtual camera calibration parameters
(Av, Rv, tv), the relation between the WC of the 3D point
I and the corresponding virtual view pixel iv is obtained by

iv = Av[Rv|tv]I, (2)

where I = [X,Y, Z, 1]T is the point in homogeneous WCs and
i = [x, y, 1]T the projected point in homogeneous pixel coor-
dinates. Expressing point coordinates in homogeneous form
has many advantages [12]. For example, multiple matrices,
including intrinsic parameter matrix A, the rotation matrix R,
and the translation vector t, can be combined efficiently into a
single matrix. We can project the reference view pixel ir back
into a reference 3D point Ir in homogeneous WCs by

Ir = R−1
r A−1

r irdr −R−1
r tr, (3)

where dr is a depth value for the position of ir in the reference
view. The relationship between pixels in the reference view
and in the virtual view of the same 3D object point is obtained
by projecting Ir into the virtual CCs by using the relation [12]

iv = Av[Rv|tv]Ir . (4)

This relation describes the 3D warping of the reference view
to the virtual viewpoint by using depth information from the
reference view.

Usually, depth maps are 8-bit single-channel gray value
images [8]. The gray value zero represents the farthest value
and 255 the closest. We warp the depth maps from various
reference viewpoints to the virtual viewpoint by 3D warping.
During 3D warping of depth maps, small holes occur due



to the change in viewpoint. These small holes are filled by
using a 3x3 median filter. This reduces also effects due to
rounding operations during warping. We have now multiple
warped depth maps from various reference views for a given
virtual viewpoint.

Next, we examine the consistency among all warped depth
values in the virtual view. We consider the absolute differences
between all possible pairs of depth values for each given pixel
in the virtual view position. For example, with n reference
views, there are up to N = n!

(n−2)!2! different possible pairs of
depth values for a given pixel. This can be represented by the
following symmetric matrix

ADM =

⎛
⎜⎜⎜⎜⎜⎝

0 h1,2 h1,3 . . . h1,n

h1,2 0 h2,3 . . . h2,n

h1,3 h2,3 0 . . . h3,n

...
...

...
. . .

...
h1,n h2,n h3,n . . . 0

⎞
⎟⎟⎟⎟⎟⎠

, (5)

where ADM is the absolute difference matrix of all possible
pairs of depth values at the virtual viewpoint pixel iv in the
frame f , and hj,k = |dj − dk| is the absolute difference of
depth values between warped depth map j and depth map k at
the virtual pixel iv. j, k = {1, 2, . . . , n} represent the warped
views from different viewpoints. Since ADM is symmetric
with diagonal elements being zero, its upper triangular part is
sufficient for our considerations.

Now, each hj,k relates to the depth pixel connectivity
between warped depth map j and k at pixel iv, and is a
measure of spatial consistency among multiple depth maps
of different viewpoints. We call each a connection hypothesis.

B. Connection Hypothesis Testing

We assume that each individual connection hypothesis hj,k

is a measure of consistency between the corresponding two
depth values dj and dk for a given virtual pixel iv. We test each
connection hypothesis by checking the corresponding value
of hj,k in the ADM for a given pixel iv. If an absolute depth
difference is less than a given connection threshold, we accept
the connection hypothesis and assume that the corresponding
two depth values in the two warped depth maps are consistent
for the given pixel. Hence, these consistent depth pixels at a
given virtual viewpoint have a consistent depth representation
of the corresponding 3D object point in the world coordinates.
Otherwise, we reject the connection hypothesis and assume
that the corresponding two depth pixels in the two warped
depth maps do not have a consistent depth representation.

The connection threshold relates to the quality of the
connectivity and defines a criterion for depth pixel consistency.
The connection threshold is estimated by considering statistics
of all depth difference values in the ADM per frame. We
calculate statistical mean μf and standard deviation σf of the
ADM for frame f . We choose a connection threshold for frame
f according to

Tf = μf + λσf , (6)

where λ is a parameter which takes values in the interval [0, 1].
We manually select the appropriate λ for each test sequence.

Based on the number of connection hypotheses in the ADM
per pixel, our method allows for various cases of connectivity.
The different cases of connectivity and the corresponding
reference pixel selection from multiple reference viewpoints
are described below for four reference views n = 4. We
distinguish among several cases.
Null-Hypothesis Case: No connection hypothesis is below

the threshold. In this case, the absolute differences between
all possible pairs of warped depth values for a given virtual
pixel are above the connection threshold. Hence, we reject
any connection hypothesis. We may use inpainting [13] to set
intensity values for such pixels in the virtual view because we
are not able to find a consistent depth representation of the
corresponding 3D object point.
One-Hypothesis Case: One out of six connection hypotheses

is below the threshold.

hj,k < Tf (7)

We accept this connection hypothesis because it satisfies
our consistency criteria at the given virtual pixel iv. The
corresponding depth pixel pair (dj , dk) in the warped depth
maps j and k are consistent at the virtual pixel iv and describe
the same 3D object point. Using this depth consistency infor-
mation at the virtual pixel iv and the 3D warping relations as
described in subsection (II-A), the corresponding depth values
djr (wr) and dkr

(ur) in the reference depth maps jr and kr are
obtained at reference pixels wr and ur, respectively. Here, we
assume that the depth information at the specified pixel pair
(wr, ur) relates to the same 3D point in world coordinates.
Hence, two reference depth maps from reference viewpoint jr
and kr have consistent depth representation for a given virtual
view pixel iv.
Two-Hypothesis Case: Two out of six connection hypotheses

are below the threshold. This is a special case for the four
reference view configuration because two distinct pairs of
warped depth values are individually consistent for a given
virtual pixel. For example, reference maps j and k as well
as l and m may be consistent according to hj,k < Tf and
hl,m < Tf , where j, k, l, and m represent four reference depth
maps of four reference views. Figure 3 shows all possible cases
of connectivity among four warped depth values in the two-
hypothesis case at a given virtual pixel.

The two-hypothesis case for n=4 may lead to two constel-
lations. In the first constellation, one connection hypothesis
has a significantly lower value than the other. Here, the best
connection hypothesis may be chosen to define connectivity.
In the second constellation, both connection hypotheses have
very similar or identical values. Here, we assume that the depth
information from the two nearby warped depth maps is more
accurate and relates to the same 3D point in world coordinates.

By using consistent depth information at a given virtual
pixel and 3D warping, the corresponding consistent depth
information in the reference depth maps can be obtained for
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Fig. 3. All possible two-hypothesis cases for a four reference view
configuration.

all reference pixels. This depth information of a specified pixel
pair relates to the same 3D point in world coordinates.
Three-Hypothesis Case: Three out of six connection hy-

potheses are valid. In this case, the absolute differences be-
tween any three warped depth values are below the threshold.
We now assume that the connection hypotheses are correct for
three depth values at the given virtual pixel. The corresponding
pixels in the three reference depth maps obtained by 3D
backward-warping are consistent and describe the same 3D
point in world coordinates. Hence, three reference depth maps
at the reference viewpoints have a consistent depth represen-
tation for a given virtual view pixel.

Similarly, with any specified number of connection hypothe-
ses below the threshold, we use the resulting depth pixel
connectivity information for selecting consistent depth values
from reference viewpoints. In the six-hypothesis case, all four
pixels in the four reference depth maps are consistent and
describe the same 3D point in world coordinates.

III. APPLICATION TO VIEW INTERPOLATION

View interpolation has been extensively investigated in
computer vision [14], [15]. It is an image-based rendering
technique to generate a novel view by using a small set of
captured views and estimated depth maps of a real 3D scene.
In this paper, we use the resulting consistent depth information
from our algorithm for view interpolation.

A. Multiple View Warping
For view interpolation, we warp pixel values of the reference

views to a given virtual viewpoint by using our consistent
depth map and additional information from hypothesis testing.
Based on the number of accepted connection hypotheses, we
have information about reference viewpoints and correspond-
ing pixel positions which have a consistent depth description
of the same 3D object point for each virtual pixel.

If there is no connection hypothesis for a pixel iv in
the virtual view, i.e., the null-hypothesis case, the proposed
algorithm is not able to determine a consistent pixel intensity

from the reference views. In this case, the algorithm sets
a mask for inpainting to determine the intensity values for
such pixels in the virtual view. If the one-hypothesis case
applies to the pixel iv, we use the determined connectivity
between two reference depth pixels wr and ur to warp the
two corresponding pixels wr and ur in the reference views
jr and kr to the given virtual pixel iv. Similarly, if there
is a larger number of connection hypotheses satisfying the
connection criteria, we use the determined connectivity to
warp the specified pixels in the reference views to the virtual
viewpoint.

To determine the final pixel intensity in the virtual view,
we use illumination-adaptive estimation techniques per virtual
pixel. If the pixel intensities of connected reference pixels are
similar, averaging of the warped pixel intensities is feasible.
However, if the pixel intensities among the connected and
warped texture views vary significantly, we assume that the
virtual pixel value is best described by the warped texture
pixel of the nearest reference view. In this case, we simply
set the pixel intensity in the virtual view by copying the
pixel intensity information from the warped texture pixel of
the nearest reference view that is connected. If the reference
views are captured from multiple viewpoints using irregular
camera baseline distances between viewpoints, we estimate
the virtual pixel intensity by weighted-baseline averaging of
the connected and warped pixel intensities.

B. Hole Filling and Inpainting

When reference views are warped to a virtual viewpoint,
some areas may be affected by occlusion. Increasing the
number of reference views is likely to decrease occlusion
areas. However, occlusions cannot be ruled out completely.
Therefore, occlusions are detected by checking the generated
depth map of the virtual view. If some holes remain due to
unconnected pixels, they are filled by inpainting using the
mask as defined by the null-hypothesis case.

IV. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed algo-
rithm, we assess the quality of the synthesized virtual view by
using the proposed algorithm. We measure the objective video
quality of the synthesized view at a given viewpoint by means
of the Peak Signal to Noise Ratio (PSNR) with respect to the
view of a real camera at the same viewpoint. We use four
standard multiview video test sequences. Two test sequences,
Pantomime and Dog, are provided by Nagoya University [16].
The Newspaper test sequence is provided by GIST [17] and the
Lovebird1 test sequence by ETRI [18]. The Nagoya University
test sequences include 80 camera positions at pixel resolution
1280x960. Newspaper and Lovebird1 are captured from 9 and
12 camera positions, respectively, at a resolution of 1024x768
pixels.

We evaluate the proposed algorithm for the four reference
view configuration. For example, we synthesize the virtual
view 40 of the Pantomime test sequence by using reference



views and corresponding depth maps at viewpoints 38, 39, 41,
and 42. We estimate the required depth maps with DERS 5.0.

The proposed algorithm is compared to the synthesized
view as obtained by the View Synthesis Reference Software
3.5 (VSRS 3.5) [9], [19]. VSRS 3.5 is provided by Nagoya
University for MPEG 3DV/FTV exploration experiments. It
uses two reference views, left and right, to synthesize the
intermediate virtual view by using the two corresponding
reference depth maps. The reference software mainly employs
pixel-by-pixel mapping for depth maps and texture views, hole
filling, view blending, and inpainting for the remaining holes.
We synthesize virtual views by using the general synthesis
mode with quarter-pel precision and with both narrow-baseline
and wide-baseline configurations. In the narrow-baseline con-
figuration, near left and near right viewpoints are used for
interpolation. In the wide-baseline configuration, far left and
far right viewpoints are used. The synthesized virtual view
with the best average luminance signal Y-PSNR generated by
VSRS 3.5 is preserved for the comparison.

TABLE I
COMPARISON OF AVERAGE LUMINANCE SIGNAL Y-PSNR FOR

MULTIVIEW TEST SEQUENCES

Test Virtual Proposed VSRS � Y-PSNR
Sequence View Algorithm 3.5 [dB]

(a) (b) (c)=(a)-(b)
Pantomime View 40 39.3 38.7 0.6

View 43 38.5 37.2 1.3
Dog View 40 35.0 31.4 3.6

View 43 32.4 31.2 1.2
Lovebird1 View 5 33.2 32.6 0.6

View 8 32.6 32.0 0.6
Newspaper View 4 30.0 29.5 0.5

View 5 32.5 29.3 3.2

(a) Original view. (b) VSRS 3.5.

(c) Proposed algorithm.

Fig. 4. Synthesized view of the Pantomime sequence.

Table I shows a comparison of the average luminance signal
Y-PSNR (in dB) of the synthesized virtual view, averaged over

50 frames, for two different viewpoints using the proposed
algorithm and VSRS. In the case of view 40 of the Dog
sequence and the view 5 of the Newspaper sequence, the
proposed algorithm offers improvements of up to 3 dB. The
improvement of the quality depends on the input reference
depth maps from various viewpoints.

For the Pantomime sequence, the proposed method reduces
the noise around the suitcase, as shown in Figure 4. In
Figure 5, we compare the visual quality of the Lovebird1
sequence. The quality of the synthesized man’s hair in the
Lovebird1 sequence is better when compared to the view
synthesized by VSRS 3.5. The corner area of the wall calender
in the Newspaper sequence is very well synthesized by us-
ing the proposed algorithm, as shown in Figure 6.

(a) Original view. (b) VSRS 3.5.

(c) Proposed algorithm.

Fig. 5. Synthesized view of the Lovebird1 sequence.

(a) Original view. (b) VSRS 3.5.

(c) Proposed algorithm.

Fig. 6. Synthesized view of the Newspaper sequence.



V. CONCLUSION

In this paper, we propose a novel depth consistency testing
algorithm. We improve the weak spatial connectivity among
depth maps for efficient view interpolation at given virtual
viewpoints. We compare average Y-PSNR values of synthe-
sized virtual views calculated with respect to real camera views
at the same viewpoints. The proposed scheme improves the
quality of the synthesized views up to 3 dB when compared
to VSRS for the four reference view configuration. In future
work, we will investigate backward warping of consistent
depth maps to improve the depth maps of reference views.
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