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ABSTRACT

In this paper, we describe a multi-hypothesis prediction tech-
nique for disparity-compensated light field compression. Multi-
hypothesis prediction has been used extensively in video compres-
sion. In this work, we apply multi-hypothesis prediction to the
problem of light field compression. Most current techniques for
light field compression utilize some form of disparity compensa-
tion with one hypothesis. We demonstrate that a multi-hypothesis
approach, where two hypotheses are used, improves the overall ef-
ficiency of a light field coder. Our experimental results show an
image quality gain of up to 1 dB in PSNR on our test data sets.

1. INTRODUCTION

Image-based rendering has emerged as an important new alterna-
tive to traditional image synthesis techniques in computer graph-
ics. With image-based rendering, scenes can be rendered by sam-
pling previously acquired image data, instead of synthesizing them
from light and surface shading models and scene geometry. Light
field rendering [1, 2] is one such image-based technique that is
particularly useful for interactive applications.

A light field is a 4-D data set which can be parameterized as a
2-D array of 2-D light field images. For photo-realistic quality, a
large number of high-resolution light field images is required, re-
sulting in extremely large data sets. For example, a light field of
an interesting object, such as Michelangelo’s statue of Night, con-
tains tens of thousands of images and requires over 90 Gigabytes
of storage for raw data [3]. Compression is therefore essential for
light fields.

Currently, the most efficient techniques for light field com-
pression use disparity compensation, analogous to motion com-
pensation in video compression. In disparity compensation, im-
ages are predicted from previously encoded reference images. A
disparity or depth value is specified for a block of pixels. In our
work we use depth values, as it simplifies our implementation. In
this paper, we will use the terms disparity and depth interchange-
ably, with the understanding that they are equivalent to one an-
other.

In previous work with disparity compensation [4, 5, 6], a sin-
gle disparity value is specified for a block of pixels. In this paper,
we describe a multi-hypothesis scheme for disparity compensa-
tion, where two depth values are specified, along with their corre-
sponding reference images.
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Using multi-hypothesis prediction improves the prediction
signal, and reduces the bit-rate required to encode the residual
error. The cost is a larger bit-rate for the compensation. Multi-
hypothesis prediction is employed in a practical light field coder
as a mode that is selected using a rate-distortion criterion. We
demonstrate in this paper that by using multi-hypothesis predic-
tion, we improve the efficiency of a light field coder.

The remainder of the paper is organized as follows. In Sec-
tion 2, we describe some of the basic concepts of disparity-
compensated light field compression and multi-hypothesis predic-
tion as used in video compression. We then describe the light field
coder and the multi-hypothesis light field coding scheme in Sec-
tion 3. In Section 4, we show the experimental results, and evaluate
the efficiency of multi-hypothesis prediction for light field com-
pression.

2. BACKGROUND

2.1. Disparity-compensated light field compression

Disparity-compensated prediction is originally proposed for stereo
vision compression in [7, 8, 9]. Disparity compensation is used
in most current light field compression algorithms [4, 5, 6]. The
underlying idea of disparity-compensated prediction is that a pixel
in a light field image can be predicted from pixels in one or more
other light field images.

This prediction is made possible by specifying a depth value
for a given pixel. Since we assume that what appears at a pixel
corresponds to some surface in the light field, we are, in fact, spec-
ifying the position of this surface element. In a light field, the
recording geometry is known, which means that it is possible to
find a pixel in another view that corresponds to this surface ele-
ment. This corresponding pixel is used to predict the original pixel
as shown in Figure 1.

For such a prediction scheme to work, this light field surface
must appear similar in both views. This is true if we assume that
that the surface is Lambertian and is not occluded in these views.

Appropriate depth values must be used for prediction. In [5],
depth values are calculated from an explicit geometry model. In
[4, 6], depth values are estimated for a block of pixels from the
image data using block-matching. When selecting depth values in
our light field coder, we consider both the rate to encode the depth
values, as well as the prediction error.

In a practical light field coder, the reference images that are
used to predict a particular image must be defined. We follow
the hierarchical structure described in [4]. Here, each image is
predicted from a unique set of three or four reference images. The
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Fig. 1. A surface in the scene appears in two different views of the
scene. Therefore, a pixel correspondence between the two views
may be established.

order in which images are encoded is also defined, so that images
are predicted from images that are already encoded.

2.2. Multi-hypothesis Prediction in Video Compression

Multi-hypothesis prediction has been extensively used in video
compression. In multi-hypothesis schemes, several prediction sig-
nals are combined together to give one overall prediction signal.
One example of multi-hypothesis prediction is B-frames in H.263
[10] and MPEG. In a B-frame, there is a multi-hypothesis predic-
tion mode where blocks can be predicted from both the previous
and future frames. In this mode, two independent motion vec-
tors are sent, and the resulting prediction signals are averaged to-
gether. Multi-hypothesis prediction is also used in long-term mem-
ory motion-compensated prediction [11]. A theoretical analysis of
multi-hypothesis prediction [12] shows that significant gains are
possible over simply increasing pixel accuracy during motion esti-
mation.

Typically, more bits are required for compensation in a multi-
hypothesis prediction scheme, but fewer bits are required for resid-
ual error coding due to an improved prediction signal. In a practi-
cal coder, the multi-hypothesis scheme is usually implemented as
a mode that can be chosen on a per-block basis. Mode selection
is based on a Lagrangian cost function that incorporates the recon-
struction quality and the overall bit-rate for both compensation and
residual encoding.

3. MULTI-HYPOTHESIS PREDICTION FOR LIGHT
FIELD COMPRESSION

3.1. Multi-Hypothesis Prediction Mode

The multi-hypothesis prediction mode H2 is one of four modes
in our light field coder that can be selected to encode a block of

pixels. In this sub-section, we describe the H2 mode in detail. The
other three modes are described in the following subsection.

In the H2 mode, we specify two depth values for a block of
pixels. For each depth value, we also specify the index of the cor-
responding reference image that is used for prediction. The depth
value is used to find a corresponding block of pixels in the speci-
fied reference image. This corresponding block of pixels is a pre-
diction signal for the original block. We find two such prediction
signals, since we use two hypotheses, and average them together to
obtain the overall prediction block. The error between the original
block and the predicted block is encoded by a DCT coder.

The depth values and corresponding reference image indices
that are used for prediction must be selected appropriately. A code-
book with variable-length codes is used to encode the depth values
and the reference indices. The representative depth values in this
codebook are selected such that they correspond to approximately
integer-pixel disparity accuracy in the images. The reference im-
age can be one of three or four possible reference images.

It is important to jointly select the combination of two depth
values and reference image indices for prediction. In order to do
this, we perform a full search over all possible combinations of
two depth values and reference images.

To evaluate a particular combination of depth values and refer-
ence images, we need to take into account both the bitsRe required
to represents this combination, as well as the resulting overall dis-
tortion De. We define distortion to be the sum of absolute differ-
ences between the pixels in the original and predicted block. The
Lagrangian cost function

Je = De + �eRe;

takes both bit-rate and distortion into account. The Lagrange mul-
tiplier �e indicates the trade-off between rate and distortion. The
quantity �e is ultimately related to the quantization level Q in the
DCT residual encoder by the equation

�e =
p
0:85Q2

as described in [13].

3.2. Other Modes

In addition to the multi-hypothesis mode, three other modes,
INTRA, H1 and SKIP, are used in our light field coder. Here,
we give a brief description of each mode.

The INTRA mode is conceptually the simplest. In this mode,
no prediction is used, and a DCT coder is used directly on the
original image block.

The H1 mode is the single-hypothesis counterpart to the multi-
hypothesis H2 mode. In the H1 mode, one depth value is specified
for a block of pixels. This depth value, along with the correspond-
ing reference image to be used for prediction, is specified using a
variable-length codebook. As in the H2 mode, the residual error
is DCT-encoded. Full search using a Lagrangian cost function is
employed to select the depth value and reference image index.

The final mode SKIP predicts the depth value for a block us-
ing the depth values from its reference images. This is based on
the disparity-map warping approach described in [4]. The depth
values already encoded in the reference images can be warped, us-
ing the known light field recording geometry, to give depth values
in the current image. These depth values are used to obtain predic-
tion blocks from all reference images. These prediction signals are



averaged together to give the overall prediction block. No residual
error coding is used in this mode. Bits are required only to specify
the mode. The mode is specified using a variable-length codebook.

3.3. Light Field Coder Control

Each block of pixels can be coded in one of the four modes. The
mode is selected based on the Lagrangian cost function

Jm = Dm + �mRm:

which considers both rate and distortion. The mode with the small-
est Lagrangian cost is selected.

The distortion Dm is calculated between the original block
and the reconstructed block as the sum of squared errors between
corresponding pixels. The reconstructed block is the result after
compensation and residual error coding. The bit rate Rm includes
the bits used for compensation, residual error coding, and mode
specification. The Lagrange multiplier �m defines the trade-off
between rate and distortion. This trade-off is dependent on the
required image quality which is defined by the DCT quantization
parameter Q. The relationship between Q and �m has been deter-
mined empirically [13] to be

�m = 0:85Q2
:

4. EXPERIMENTAL RESULTS

We now investigate the benefits of using multi-hypothesis predic-
tion in a light field coder. Two data sets, Garfield and Crocodile,
are used in the experiments. Representative images from these data
sets are shown in Figure 2. The Garfield data set consists of 288
images at a resolution of 192� 144 pixels. The Crocodile data set
consists of 257 images at a resolution of 192 � 144 pixels. Both
light fields were recorded using a hemispherical light field record-
ing geometry, as shown in Figure 3. For the results in this paper,
the images are converted to YUV format, and only the intensity
component Y is used.

Garfield Crocodile

Fig. 2. Representative images from the two light fields.

There are two configurations of the light field coder that are
tested. In the first configuration, only the INTRA, H1 and SKIP
modes are used. In the second configuration, the H2 mode is also
used. The operational rate-distortion performance is obtained for
both of these configurations by the varying the DCT quantization
parameter Q. Recall that this parameter is directly related to the
Lagrange multipliers used in disparity estimation and mode se-
lection, and determines, therefore, the trade-off between rate and
distortion.

Fig. 3. Hemispherical Light Field Arrangement. The small spheres
represent the positions of the light field cameras, and the arrows
indicate their orientations. The object is placed at the center of the
hemisphere.

A block size of 8 � 8 is used for all experiments. Figures 4
and 5 show the rate-PSNR performance for the two configurations.
The rate is given in bits per pixel (bpp), which is the total number
of bits required to code the light field divided by the total number
of pixels in the light field. PSNR, Peak Signal-to-Noise Ratio, a
measure of image quality, is given in decibels and is defined by the
equation

PSNR = 10 log
10
(
2552

D
)

where D is the mean squared error between original and recon-
structed images, averaged over all images.
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Fig. 4. PSNR vs. Rate for the Garfield data set. A decrease in
bit-rate of over 10% is observed at high bit-rates.

We see that multi-hypothesis prediction is particularly effec-
tive for high bit-rates. For the Garfield data set, we require 10%
fewer bits to code the light field, and for the Crocodile data set,
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Fig. 5. PSNR vs. Rate for the Crocodile data set. A decrease in
bit-rate of over 5% is observed at high bit-rates.

we require 5% fewer bits. This translates to a gain of approxi-
mately 0:5 to 1 dB in PSNR. At lower bit-rates, the gains from
using multi-hypothesis prediction are smaller.

5. CONCLUSIONS

We have described a multi-hypothesis prediction scheme for
disparity-compensated light field compression. Using multiple hy-
potheses improves the disparity-compensated prediction error, and
reduces the bit rate required by the residual error coder. Multi-
hypothesis prediction was used as one of several modes in our light
field coder. We applied a rate-distortion cost function to select the
best coding mode for each block in the image. When employed in
this manner, multi-hypothesis prediction improved the overall ef-
ficiency of the light field coder. Our experimental results showed
an improvement in image quality of up to 1 dB in PSNR for our
test data sets.
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