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ABSTRACT

Motion-compensated prediction based on multiple previous
or future frames can enhance the compression efficiency of
video coding. Multi-frame prediction can be applied as an
extension to P-Pictures, but also to B-Pictures in the form
of multi-hypothesis prediction. We review recent advances,
several of which have been embraced by the ITU-T Rec.
H.263 and the emerging JVT/H.26L standard, jointly devel-
oped by ITU-T and ISO/IEC MPEG. Already, JVT/H.26L
video outperforms MPEG-2 by a factor greater than 2X.
These recent developments could play a significant role in
future digital set-top boxes.

1. INTRODUCTION

The average US household consumes more than 1500 hours
of broadcast television per year. While most of this contents
is still delivered as analog signals today, it is the equivalent
of 3,000 Gigabytes (or 3 Terabytes), assuming typical bit-
rates with today’s MPEG-2 compression [1]. Multiplied by
70 million US households, we arrive at an aggregate bit-rate
of >200 Exabyte/year (1 ExaByte =1018 Byte). This num-
ber is all the more staggering, if we compare it to the annual
production of original contents by mankind as a whole (es-
timated at 1-2 Exabyte in [1]) or the total annual Internet
backbone traffic which is also in the order of 1 Exabyte in
the US currently, growing by an annual factor of 2X [2].

Digital cable and satellite broadcasting today use the
ISO/IEC standard MPEG-2 for video compression, and
MPEG-2 decompression is the core digital set-top boxes.
Cost-effective solutions are built around 2 integrated cir-
cuits, an integrated signal processor for demodulation,
video and audio decompression and graphics overlay func-
tions, augmented by several MByte of external random
access memory (RAM). Advanced ICs for digital set-top

boxes are typically powerful enough to decode several
standard-definition television (SDTV) streams simultane-
ously. Video compression functionality has started to ap-
pear in digital set-top boxes for built-in magnetic disk stor-
age of video programming. We expect future set-top boxes
to store 1000s of hours of compressed video from a vari-
ety of sources, including digital broadcast over cable and
satellite, as well as Internet video-on-demand. Moreover,
we might also see integrated video conferencing capabil-
ity. Further, as home networking evolves, digital set-top
boxes will become media gateways, serving several audio
and video play-out devices over a local area network that
might comprise both wired and wireless segments.

Highly efficient video compression is essential for all
these new application converging in the digital set-top box.
Our introductory numbers game suggests that even a modest
improvement of compression efficiency, say by 10%, would
reduce the aggregate bit consumption of US households by
an amount that is equivalent to 20X the current Internet
backbone traffic! Since the standardization of MPEG-2, im-
pressive progress has been made, which is now finding its
way into the emerging JVT/H.26L standard [3], that is be-
ing developed jointly by the ITU-T Video Coding Experts
Group (VCEG) and the ISO/IEC Motion Picture Experts
Group (MPEG). While the new standard will be superior in
many ways over current standards, one of the most impor-
tant advances is the use of multi-frame motion-compensated
prediction techniques, which, after first becoming part of
the H.263 standard, are now being fully embraced.

As multi-frame prediction has important consequences
for digital set-top boxes, both in terms of memory and
computational requirements, we concentrate on these tech-
niques in this paper. In Section 2, we introduce multi-frame
motion-compensated prediction, the extension of current P-
Pictures to multiple frames, in Section 3 multi-hypothesis
prediction, the extension of current B-Pictures. In Section
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4, we show that the emerging JVT/H.26L standard outper-
forms MPEG-2 by more than 2X.

2. MULTI-FRAME MOTION-COMPENSATED
PREDICTION

About 20 years ago, video compression made the leap
from intra-frame to inter-frame techniques. While the gains
were initially unimpressive, inter-frame compression be-
came more and more sophisticated over time, and signifi-
cantly lower bit-rates were achieved at the expense of mem-
ory and computational requirements that were two orders
of magnitude larger. Today, with the continuously dropping
cost of semiconductors, we are able to afford another leap
by dramatically increasing the memory and computational
power in video codecs.

Multi-frame motion-compensated prediction extends
the spatial displacement vector utilized in block-based hy-
brid video coding by a variable frame reference permitting
the use of more frames than the previously decoded one
for motion-compensated prediction [4]. The multi-frame
buffer stores frames at encoder and decoder that are effi-
cient for motion-compensated prediction. The use of multi-
ple frames for motion compensation in most cases provides
significantly improved coding gain. The frame reference
parameter has to be transmitted as side information requir-
ing additional bit-rate. To control the bit-rate budget, rate-
constrained motion estimation is utilized.

Multi-frame motion-compensated prediction was first
proposed as a technique to improve the error-resiliency of
compressed video, either by using a randomly varying lag in
the early work by Budagavi and Gibson [5], or by adaptive
reference picture selection in response to acknowledgments,
as incorporated into the Annex N of H.263 [6]. Multi-frame
motion-compensated prediction for improved compression
performance was first introduced by Wiegand, Zhang, and
Girod in 1997 [7], [4]. These techniques became part of
Annex U ”Enhanced Reference Picture Selection” of H.263
in 1999 [8] and are now an integral part of the emerging
JVT/H.26L standard.

Fig. 1 provides video compression efficiency results for
multi-frame prediction with the emerging JVT/H.26L stan-
dard. Coding efficiency achieved with prediction from the
previous reference frame is compared to multi-frame pre-
diction from five previous reference frames. With a buffer
size of 5 frames, bit-rate savings of more than 12% can be
observed for the CIF video sequenceMobile & Calendar.
In the development of JVT/H.26L, simulations are typically
compared against a test model with 5 previous reference
frames.
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Fig. 1. Luminance PSNR vs. bit-rate for the CIF video
sequenceMobile & Calendar (30 fps) compressed with
JVT/H.26L. The quality of P-Frames with 1 previous ref-
erence frame is compared to P-Frames with 5 previous ref-
erence frames.

3. MULTI-HYPOTHESIS
MOTION-COMPENSATED PREDICTION

B-Pictures are pictures in a motion video sequence that are
encoded using both past and future pictures as references.
A linear combination of forward and backward prediction
signals enables bi-directional prediction (Fig. 2). However,
such a superposition is not necessarily limited to forward
and backward prediction signals [9, 10]. Multi-hypothesis
prediction as proposed in [11] allows a more general form
of B-Pictures.

P B P B P

Fig. 2. A bi-directional prediction mode allows a linear
combination of one past and one subsequent macroblock
prediction signal.

For bi-directional prediction, independently estimated
forward and backward prediction signals are practical but
the efficiency can be improved by joint estimation. For
multi-hypothesis prediction in general, a joint estimation of
two hypotheses is necessary [12]. An independent estimate
might even deteriorate the performance.
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Multi-hypothesis prediction removes the restriction of
bi-directional prediction allowing only linear combinations
of forward and backward pairs. The additional combina-
tions (forward, forward) and (backward, backward) are ob-
tained by extending a unidirectional picture reference syn-
tax element to a bi-directional picture reference syntax ele-
ment (Fig. 3). With this picture reference element, a generic
prediction signal, which we call hypothesis, can be formed
with the syntax fields for reference frame, block size, and
motion vector data.

P B P B P

Fig. 3. The multi-hypothesis mode also allows a linear com-
bination of two past macroblock prediction signals.

The multi-hypothesis mode includes the bi-directional
prediction mode when the first hypothesis originates from
a past reference picture and the second from a future ref-
erence picture. The bi-directional mode limits the set of
possible reference picture pairs. Not surprisingly a larger
set of reference picture pairs improves the coding efficiency
of B-Pictures.
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Fig. 4. Luminance PSNR vs. bit-rate for the CIF video
sequenceMobile & Calendar (30 fps) compressed with
JVT/H.26L. A P-Frame is followed by 2 generalized B-
Frames. Generalized B-Frames with multi-hypothesis pre-
diction and several reference frames outperform classic P-
Frames with bi-directional prediction from the most previ-
ous and subsequent P-Frames.

Fig. 4 compares the video quality of generalized B-
Pictures to classic B-Pictures for the CIF video sequence
Mobile & Calendar. The generalized B-Pictures utilize
multi-hypothesis prediction with up to two hypotheses, 5
previous and 3 subsequent reference frames. The classic
B-Pictures are based on bi-directional prediction from the
previous and the subsequent P-Picture. For this experiment,
two B-Pictures follow a P-Picture. When comparing this
to display-order P-Picture encoding, it turns out that out-of-
display-order encoding is still more efficient, even when P-
Picture encoding utilizes multi-frame motion-compensated
prediction.

The concept of generalized B-Pictures separates picture
reference selection and linear combination of prediction sig-
nals. For example, generalized B-Pictures with forward-
only prediction may be utilized like P-Pictures with the ad-
vantage of linearly combined prediction signals without ex-
tra coding delay.

4. COMPARISON BETWEEN JVT/H.26L AND
MPEG-2

With MPEG-2 being the predominant video compression
standard for digital set-top boxes currently, it is interesting
to compare its compression efficiency to that of the emerg-
ing JVT/H.26L standard. Such a comparison has been car-
ried out by ITU-T VCEG, and example results are shown in
Fig. 5.
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Fig. 5. Luminance PSNR vs. bit-rate for the HHR interlaced
video sequenceMobile & Calendar(352×480) compressed
with JVT/H.26L and MPEG-2. Results are reported in [13]
and [14].

Unlike the experiments previously reported in this pa-
per, an interlaced video sequence (Mobile & Calendar) was
compressed. With the exception of DVD movies, nearly all
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entertainment video for television sets is still in interlaced
format, and MPEG-2 has been extensively optimized for in-
terlace. At the time that the results reproduced in Fig. 5
were obtained, JVT/H.26L was not yet optimized for inter-
lace, but it still achieved a bit-rate 60% lower than that for
MPEG-2 at the same PSNR [13]. The results for JVT/H.26L
were obtained by field coding [14]. Further improvement
will be achieved by adaptive frame/field selection on the
picture and macroblock level. Also, note that these results
do not yet include generalized B-Pictures.

5. CONCLUSIONS

Multi-frame motion-compensated prediction improves
compression efficiency and is rapidly becoming part of
the capabilities of modern video compression standards.
As always, when new techniques require more memory
and computation, there will be predictable objections from
hardware manufacturers, but in the end, Moore’s Law wins
and performance takes priority over complexity. As Gary
Sullivan, the leader of the JVT/H.26L standardization effort
has formulated it:”What once seemed like a strange and
wasteful idea of requiring storage and searching of extra
old pictures is becoming accepted practice – indeed it is the
previous practice of throwing away the old decoded picture
that has started to seem wasteful.”[15]

We expect multi-frame techniques to first appear in digi-
tal set-top boxes for video applications over the Internet and
for applications that benefit from efficient compression, but
do not have to adhere to MPEG-2, e.g., built-in magnetic
disk storage or home networking. Once set-top boxes are
programmable with the new format, it might be tempting
to make better use of the bit-rate by using JVT/H.26L for
digital broadcasting instead of MPEG-2.
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Coding Core Experiment, ITU-T Video Coding Ex-
perts Group, Dec. 2001, http:// standards.pictel.com/
ftp/ video-site/ 0112Pat/ VCEG-O40.doc.

[15] T. Wiegand and B. Girod,Multi-Frame Motion-Com-
pensated Prediction for Video Transmission, Kluwer
Academic Publishers, 2001.


