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Information Bottleneck Method

= Goal: Extracting relevant aspects of a source using a
compressed representation

= Source variable X with fx(z)
= Relevance variable Y with fy (y)
= Compressed representation T with fr(?)

= Y, X, T form a Markov chain in that order
Y - X-T
= Note, Y and T are conditionally independent given X
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Information Bottleneck Method

= Given the joint distribution of source and relevance
variables fx,v (7,¥), the Information Bottleneck (IB)
operates to compresses X
into the compressed representation T,
while preserving information about Y.

= Stated as a variational problem:

inf I(X;T)—pBI(T;Y) for >0

Jrx
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Information Bottleneck Method

= Data processing inequality for Y — X —T:

(T, X) > I(Y;T)
[(X;T) - BI(TyY) > (1-B8)I(ThY)

= Case 0 < 8 < 1: (degenerated problem)

inf I(X:T) — BI(T:Y) = inf(1—B)I(T:Y)
— infI(T;Y) =0
(T;Y)=1(X;T)=0
= Case 3 > 1:
inf I(X:T) — BI(T:Y) = inf(1— B)I(T:Y)
o, = (1—=08)supI(T;Y)
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Information Bottleneck: Interpretation

= Shannon’s perspective:

Minimization of mutual information corresponds to optimal
compression in rate distortion theory

Maximization of mutual information corresponds to optimal
information transmission in noisy channel coding

= Machine learning perspective:
Regularized generative modeling
Minimization of 1(X; T') penalizes complex models

Maximization of I(7'; Y ) optimizes an empirical likelihood of a
special mixture model
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General Conditions for the IB Solution

= Solve unconstrained

problemfinf J(X,T) with > 1 and
T|X

J(X, T) — Ey)X,T {ln fT|X — 51 fYT}
fr fy
( fT|X Jy }
= FEx74
o JT fY|T
_ EX,T<1 Jrix + BBy x{In fY|XJrl Jfy }
fr fy|r frix
— Ex74{—1In [ Jr eﬁDKL(fYX|fY|T)5a(fE)] }
N Jr|x
> _lnEXT{ fT 6—5DKL(fYX||fYT)—5a(fL’)}
b, B © Unix
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General Conditions for the IB Solution

= Jensen: Lower bound is tight, iff
ff_Te_BDKL(fYXHfYT)_Ba(x) — const.
T|X
= \We obtain the conditional PDF:
frt) _sp
f tHap) = e~ P kL (fy x| fy|T)
) = 8.

= Conditions from Bayes’ rule:
JT Z/fT|XfXd£L‘

fY|T — fiT/fY,XfTde
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General Conditions for the IB Solution

= Note, fx(x)and fx,v(z,y)are given.

= Note, Y — X — T form a Markov chain and we have

Jy.x,t = fyixJrix[x

= Hence, above conditions can be iterated directly in a
Blahut-Arimoto like algorithm.
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Remark: Entropy Power Inequality

= Let X be an n-dimensional continuous-valued random
variable with differential entropy h(X).

= The entropy power of X is defined to be:

1
N(X) = —enhX)

2me

Let X and Y be independent random variables, then

NX+Y)>NX)+N(Y)

= Equality holds, iff X and Y are multivariate normal random
variables with proportional covariance matrices.

S,
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Gaussian Information Bottleneck

= Let Xand Y be two jointly multivariate Gaussian variables
of dimensions n, and n,, let C,, and C,, be the covariance
matrices, and let C,, be the cross-covariance matrix.

= The entropy power inequality shows that the optimum is
obtained by a variable T which is also jointly Gaussian
with X.

= The linear projection of X, which is also Gaussian, attains
the maximum information.
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GIB Problem Statement

= Optimize

Arrgglz I(X;T)—BI(T;Y)

= Qver the noisy linear transformations of A, C,,

T=AX+7Z with Z~ N(0,Cyz)

= Tis normal distributed 7" ~ N (0, C'rr) with

Crr = ACxx Al + Cyzz
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GIB Optimal Projection

= The optimal projection 7' = AX + Z is given by Czz = I,
and ( 0'5...507] 0<B<p |

lavi, 075,507 B < B <P,

A= lavisovs ;00 50T B, < B < B >

\ : )
= v;" are left eigenvectors of CX|YC)}§(
= Sorted by ascending eigenvalues 4,

" Bc = L are critical B values
’ 1 — A\
Bl—A)—1 T
)\iri
N
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GIB Information Curve

) Iog(ki)

I(T;Y)

0 5 10 15 20 25
I(T;X)
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Deep Variational Information Bottleneck

= The original IB model as well as the Deep Variational
Information Bottleneck (DVIB) assume the Markov chain

Y - X-T

= For the DVIB, the Markov chain X — T — Y appears by
construction.
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Further Reading

= Chechik, Globerson, Tishby, and Weiss, Information
Bottleneck for Gaussian Variables, Journal of Machine
Learning Research, no. 6, pp. 165-188, 2005.

= Wieczorek, Roth, On the Difference between the
Information Bottleneck and the Deep Information
Bottleneck, Entropy, 22, 131, 2020.
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