Rate Distortion Theory

= Distortion measure

= Rate distortion function

= Shannon’s noisy source coding theorem

= Convexity of rate distortion function

= Shannon lower bound

= Rate distortion function for Gaussian source
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Encoding and Decoding

= Encoding and decoding as data processing

X Y X
—> Encoder 3 Decoder [——

= Lossy coding: X ~ X
= Data processing inequality:I(X; X) < I(X:;Y)
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Encoding and Decoding

H(X) H(X)

I(X;X) <I(X;Y) <H(Y)
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Rate Distortion Theory

= Rate distortion theory calculates the minimum transmission
bitrate R for a required reconstruction quality

X Y X
—> Encoder > Decoder [——

Bitrate at least R
for distortion d < D

= Results of rate distortion theory are obtained without
consideration of a specific coding method
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Distortion Measure

= Symbol (signal, image . . .) x sent, X received
= Single-letter distortion measure:

d(z,3) > O
d(x,z) = 0 for x==

= Average distortion:

R - Maximum permissible
= Distortion criterion: E{d(X, X )} < D average distortion
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Rate Distortion Function

= Lower the bit-rate R by allowing some acceptable
distortion D of the signal

Rate R | « — Iossless_ coding
D=0
Distortion D
sy
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Rate Distortion Function

= Definition:

R(D) = fgnf I(X;X) st E{dX,X)}<D
XX

= Shannon’s Noisy Source Coding Theorem:

For a given maximum average distortion D, the rate
distortion function R(D) is the (achievable) lower bound for
the transmission bit-rate.

= R(D) is continuous, monotonically decreasing for R>0 and
convex

= Equivalently use distortion-rate function D(R)
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Convexity of the Rate Distortion Function

= Consider two rate distortion pairs (R,, D,) and (R, D)
which lie on the rate distortion curve.

= Let the joint distributions Gy % and b X% achieve these
pairs.

= Consider the distribution: fXj( — )‘G’X,X +[1 - A]bX,X

A

Ra(Dg)

Ry (Dy)

Ox X bx %
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Remark: Convexity of Mutual Information

= Mutual information is a convex function of the conditional
distribution

= Consider the distribution: fX|X — MX|X +[1 - A]bXIX
A

I(X; X)

I(X; X)

Tx|x bz x
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Remark: Convexity of Mutual Information

= For the conditional distributioan-|X we have

. Iz Iz
I/(X;X) =) fxfx ‘;QAX [efe]> ?'AX
_ X X
a b a b
— > | A— 1 — \N[—| | A— 1 — \[—
ZfoX: fX+[ ]fX' 09> fX+[ ]fX'
a a b b
< fxfg |A5—1092 — + [1 — A\]——log —]
ZXX-fX °fz fv  °fg

= M (X; X))+ [1 - )(X; X)
= Note that g(¢) = tlog»t is convex, i.e.,

g(At1 4+ [1 — Alto) < Ag(t1) + [1 — A]g(t2)
@
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Convexity of the Rate Distortion Function

= For the joint distribution /x g we have
Re(Dy) = inf I;(X;X) st E{d(X,X)} <D
fx1x
= Distribution of the source is given: fx
= Mutual information is a convex function of fX|X

Ry(Dy) = infIp(X;X)

< inf{AL(X; X) + [1 - AlL(X; X))}
ANinfI(X; X))+ [1 = N]infI,(X; X)
ARq(Dq) + [1 — A\ Ryp(Dy)
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Characterization of the Rate Distortion Function

= Solve unconstrained probleminf J(X; X) with A > 0 and

X|X
~ ( fX|X(X|X) A }
J(X:;X) = E{lIn 4 A\[d(X,X) — D]
19 _
= plon |2 wuees)-n)
\ _f)A(|X(X|X)

> _InE f(X)  Aax,%)-p]
—In E{g(X|X)}
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Characterization of the Rate Distortion Function

= Jensen: Lower bound is tight iff g(Z|x) is constant in Z
= We obtain the conditional PDF

A R B fX(f)e—)\d(:c,i)
fX|X(33|5U) — ()

= Normalizing the conditional PDF

fX@)e—Ad(x,:i)
[ f(&)e 2.8 d¢

= Basis for Blahut algorithm, which is an iterative method
to find a numerical solution for the rate distortion function
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Shannon Lower Bound

It can be shown that h(X—)A( | )A() =h(X | )A()
" Thus R(D) =1t h(X) —h(X | X))

= h(X)—sup{h(X | X)}

- h(X)—Sl_lp{h(X—f( X))

= |deally, the source coder would introduce errors x — x
that are statistically independent from the reconstructed
signal x (not always possible!).

= Shannon lower bound:
R(D) = h(X)—-suph(X - X)

d<D
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Shannon Lower Bound

= Mean squared error distortion measure: Gaussian PDF
possesses largest entropy for given variance

R(D) > h(X)—-suph(X - X)

d<D

=h(X)-1log, 27weD

= Distortion reduction by 6 dB requires 1 bit/sample
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R(D) Function for a Memoryless Gaussian
Source and MSE Distortion

. . 2
= (aussian source, variance o

= Mean squared error

E{(X-X)?}<D

= Rule of thumb: 6 dB =1 bit

= R(D) for non-Gaussian
sources with the same
variance o is always below
this Gaussian R(D) curve.
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1 o
R(D)=—1o —_—
(D) > gz(D]
A
11—t
SNR [dB]

6 12 18 24

2
SNR =10log,, (%j [dB]
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R(D) for Gaussian Source with Memory

= Bandlimited, jointly Gaussian source with power spectral
density @ _(w)
= Mean squared error distortion E{(X — X)?} < D

= Parametric formulation of the R(D) function

D(0) = 1 mm{@ CI)xx(a))}da)

27 v
B 1 O (w)
R(O) = EL max {O,Elog 0 }da)

= R(D) for non-Gaussian sources with the same power
spectral density is always lower.
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R(D) for Gaussian Source with Memory

R(6) = %/max {O, % l0g»o (CDX};(CU)) } dw
D, ()

- preserved spectrum @ . (@)
o reconstruction error
N

spectrum

1 white noise 0 f
D(Q) —_— — m|n{9,¢xx(W)}dw :
27T no signal
sy transmitted
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