Stochastic Process

= Stationary process
= Markov process

= Markov-1 source
= Entropy rate
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Stochastic Process

= Stochastic process {X;} is an indexed sequence of
random variables X4, X,, ..., X, with joint PMF

fxy.x5....x, = Pr{(X1,Xo,...,Xn) = (z1,22,...,2n) }

\ (ml,mg,...,mn)e?{n

= A stochastic process is said to be stationary if the joint
PMF is invariant with respect to shifts
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Markov Process

= A stochastic process is said to be a Markov process or a
Markov chain if

FX 1) Xn, X1, X1 = X004 1] X0
= The PMF of a Markov process can be written as
FX1,X0, X0 = IX1/x0) X1 F X3 X0 T XX, 1
= The Markov process is said to be time invariant if
Xyl Xn = Ix1ixg ¥V 1
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Markov-p Process

= A stochastic process is said to be Markov-p, withp = 1, if

an—I—1|Xn7Xn—17'“7X1 — an-I—llX’naXn—l)'“)Xn—l-l—p

= QOrder-p conditional PMF describes Markov-p process
fully

s

%?""“’%
35 KTH g;» Markus Flierl: EQ2845 Information Theory and Source Coding Stochastic Process no. 4



Markov-1 Source: Two-State Markov Chain
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= Probability transition matrix
1 —

= Stationary state probabilities:
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Entropy Rate

= How does the entropy of the sequence X" grow with n?
= Entropy rate of a stochastic process {X;} is defined by

1
H{X;}) = A — —H(X1,X2,...,Xn)
= Using the chain rule
1 n
H{X;}) = ; Z H(X;|X;-1,...,X1)
LN
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Examples of Entropy Rates

= Process is a sequence of i.i.d. random variables X

HOUX) = lim MO

n—oo

— H(X)

= Time-invariant Markov chain

H{X}) = lim % > HOGIXio0) = H(X X0

Fe2 )
T Yy,
35 KTH;% Markus Flierl: EQ2845 Information Theory and Source Coding Stochastic Process no. 7

%‘”%%}Xﬁ? &



