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Abstract-Congestion-aware routing algorithms can improve 
network throughput by avoiding packets to be routed through 
congested areas. In this paper, we propose a minimal/non-minimal 
routing algorithm to alleviate congestion in the network by making 
use of all available paths between sources and destinations. The 
simplicity of the proposed algorithm provides a cost and power 
efficient solution for Networks-on-Chip while the high degree of 
adaptiveness, achieved by using an additional virtual channel 
along the Y dimension, leads to an increased performance. In this 
method, different restrictions are imposed on the use of each 
virtual channel, so that the prohibited turns in one virtual channel 
are permitted in the other one. By fully exploiting of the eligible 
turns in the network, a large number of output channels can be 
provided by the proposed method. Based on this method, a packet 
is routed along the non-minimal path when the neighboring 
routers in the minimal path are congested. 

1. Introduction
Network-on-Chip (NoC) has been widely researched and 
discussed as a candidate communication structure for complex 
MPSoCs due to its reusability and scalability [1][2]. The 
performance and efficiency of NoCs largely depend on the 
underlying routing technique which establishes a link between 
input and output channels in a router. In the routing process, the 
input selection and output selection are two key components of 
the router architecture. The input selection selects one of the input 
channels among all requesters to get access to an output channel. 
The output selection chooses an output channel among all 
potential output channels to deliver a packet. Routing algorithms 
could be classified as deterministic or adaptive [3]. A 
deterministic routing algorithm uses a fixed path for each pair of 
source and destination nodes. Adaptive routing algorithms have 
been proposed to meet performance specifications and to tolerate 
link or router failures. In adaptive routing algorithms, the path a 
packet travels from the source to the destination node is 
determined by network conditions. Hence, they can decrease the 
probability of routing packets via congested or faulty regions.  
Adaptive routing algorithms can be either minimal or non-
minimal. In minimal routing algorithms, shortest paths can be 
used for transmitting packets between source and destination. In 
non-minimal routing algorithms, packets can take longer paths 
and temporarily move away from the destination. Minimal 
adaptive routing algorithms that do not allow all packets to use 
any shortest path are called partially adaptive, while in fully 
adaptive methods, packets are able to choose among all the 
minimal paths available between the source and destination 
[5] [6] [7]. 
In this paper, we present an efficient minimal/non-minimal
routing algorithm named Low-weight Extremely Adaptive
Routing (LEAR) method to allow packets to be routed around
congested areas. The proposed method is free from deadlock and
livelock and it can provide a high degree of adaptiveness by
utilizing one and two virtual channels along the X and Y

dimensions, respectively. Unlike the existing non-minimal 
methods, the hardware overhead is low.  

2. Related Work
Several minimal routing algorithms have been proposed in order 
to improve the performance of on-chip networks such as XY [6],  
West-First [7], Odd–Even [8], TM-FAR [9], DyAD [10], and 
BARP [11]. In [12] the locality decision is extended to two-hop 
neighbors. A well-known method named Regional Congestion 
Awareness (RCA) is proposed in [13] to utilize global congestion 
information in routing decision.  
Virtual channels can be used both to avoid deadlock and increase 
adaptiveness. Three different minimal and fully adaptive routing 
algorithms based on a small number of virtual channels had been 
presented in [14], [15], and [17]. A desirable characteristic of 
these methods is using only two virtual channels along one of the 
two physical channels. However, since packets are limited to 
minimal paths, the traffic load cannot be balanced across the 
network. It has been proven that the mad-y algorithm [17] 
provides the maximal adaptiveness among the methods with the 
same number of virtual channels.  
Several minimal and non-minimal approaches have been 
previously investigated in literature aiming to achieve fault-
tolerant methods [18]-[22]. They are mostly proposed for 
supporting special cases of faults such as one-faulty router, 
convex or concave regions. Most of these techniques are based on 
adding a large number of virtual channels to avoid deadlock and 
increase the degree of adaptiveness. However, adding virtual 
channels can be expensive in terms of adding buffers and complex 
control logic to the routers. In general, each method defines a new 
tradeoff between the number of virtual channels and the ability to 
handle different fault models and increase adaptiveness, so that 
the larger number of virtual channels is, the more ability to 
support fault cases. The goal of our approach is to present a low 
restrictive minimal/non-minimal method by using only two virtual 
channels along one of the two dimensions. This method does not 
have the restrictions of fault-tolerant methods and the provided 
maximal adaptiveness by the algorithm permits packets to be 
routed through less congested areas, and thus alleviating the 
traffic load. 

3. Preliminaries
The simplest deterministic routing algorithm routes packet by 
crossing dimensions in strictly decreasing order. This routing 
algorithm is very popular and is known as XY or YX algorithm in 
2D mesh networks [16]. Fig. 1(a) shows the turns that are 
permitted to be taken in the XY routing algorithm. As can be seen 
in this figure, out of eight possible turns, four turns are prohibited 
while the other four turns are permitted [17]. Turn model is 
chosen as a representative of minimal and partial adaptive routing 
[17]. In the turn model, deadlock can be avoided by prohibiting 



enough turns to break all the cycles [3]. Three famous turn models 
are Negative-First (Fig. 1(b)), West-First (Fig. 1(c)) and North-
Last (Fig. 1(d)). While the XY routing algorithm prohibits four 
turns to avoid deadlock, the turn models avoid only two turns.  

Fig. 1. All possible turns in (a) XY routing (b) Negative-First (c) West-
First (d) North-Last (The solid lines indicate the permitted turns and the 

dash lines indicate the prohibited turns). 

4. Minimal and Non-minimal Algorithms in
Double-Y Network Using Turn Models

We propose a minimal/non-minimal routing algorithm, named 
Low-weight Extremely Adaptive Routing (LEAR) method, to 
alleviate congestion in the network. LEAR is based on the mad-y 
method which has been introduced by Glass and Ni in [17]. Both 
LEAR and mad-y algorithms utilize only two virtual channels 
along the Y dimension in 2D mesh network.  

4.1 The mad-y Method 
In 2D mesh network, three kinds of turns can be taken: 0-degree, 
90-degree and 180-degree turns. 0-degree turns can occur if a
packet travels in a same direction with a possibility of switching
between virtual channels. Two types of 0-degree turns can be
taken in a double-Y network (contains one virtual channel along
the X dimension and two virtual channels along the Y dimension),
1- The turns that do not change the direction and the virtual
channel of the packet. 2- The turns that do not change the packets
direction but virtual channels. By taking a 90-degree turn, a
packet can be transmitted between the nodes in perpendicular
dimensions. Using a 180-degree turn, a packet arriving from one
neighboring router will go back to that router [23].
In the mad-y routing algorithm, the first type of 0-degree turns is
allowable as shown in Fig. 2 (c)). For the second type, since a
packet switches between virtual channels, there is a possibility of
deadlock. As it was proven in the mad-y method [17], the 0-
degree turns from vc2 to vc1 may cause deadlock in the network,
however the turns from vc1 to vc2 can be used without creating
cycles (Fig. 2 (d)). As illustrated in Fig. 2 (a) and Fig. 2 (b), out of
sixteen 90-degree turns that can be potentially taken in a network,
four of them cannot be taken in the mad-y routing algorithm. 180-
degree turns are not allowed in the mad-y method as they
introduce a non-minimal routing. The mad-y method uses the

same number of virtual channels as the two previously proposed 
fully adaptive algorithms in [17] and [18]. However, the ability of 
switching between virtual channels in the mad-y method provides 
an opportunity for choosing between three channels at a router 
(i.e. two virtual channels along the Y dimension and one along the 
X dimension), thus increasing the degree of adaptiveness as 
compared to [17] and [18].  
When a packet enters a router through one of the input channels, 
the routing unit determines one or several potential output 
channels to deliver the packet. The routing decision is based on 
the relative position of the current node and the destination node 
that is within one of the following eight cases: north, south, east, 
west, northeast, northwest, southeast and southwest. Table 1 
presents the choices of output channels allowed by the LEAR 
method. The table contents are listed based on a destination 
position (Position) and an input channel of the arriving packet 
(InCh).  

Fig. 2. All eligible turns in the mad-y (except (e)) and LEAR method. 

4.2 The LEAR Method 
In this section, we introduce a non-minimal and adaptive routing 
algorithm, named LEAR, which is based on the mad-y method. As 
the mad-y routing algorithm is a minimal routing method, it 
cannot fully utilize the eligible turns to route a packet through 
less-congested areas. The aim of the LEAR algorithm is to 
enhance the capability of the existing virtual channels for 
misrouting packets around congested areas and hotspots. In the 
mad-y and LEAR methods, the prohibited turns in two virtual 
channels are differentiated from each other. Therefore, they 
diminish the drawbacks of turn models that prohibit certain turns 
at all location. This is an important property of the LEAR method 
to place less restriction on routing packets in different directions. 
Due to the minimal nature of the mad-y routing algorithm, all 
180-degree turns are prohibited in this algorithm. However, they
can be incorporated in non-minimal algorithms such as the
proposed LEAR method. By a 180-degree turn or U turn, the
direction of travel is reversed. We have examined 180-degree
turns to check the possibility of deadlocks. 180-degree turns from
vc1 to vc2 do not create cycles. However 180-degree turns from
vc2 to vc1 defines a dependency among channels (Fig. 2(e)).
Therefore, it is safe to employ 180-degree turns only from vc1 to
vc2. All permitted 0-degree, 90-degree and 180-degree turns in
the LEAR method are shown in Fig. 2.

Table 1. Possible output channels in the mad-y method based on the input channel (InCh) and relative position of source and destination (Position). 
        InCh 
Position local North-vc1 North-vc2 South-vc1 South-vc2 east west 

north N1, N2 - - N1, N2 N2 N1, N2 N2 
south S2 S1, S2 S2 - - S2 S2
east E E E E E - E
west W W - W - W -

northeast N1, N2, E - - N1, N2, E N2, E N1, N2 N2, E 
northwest N1, W - - N1, W - N1, W - 
southeast S1, S2, E S1, S2, E S2, E - - S1, S2 S2, E 
southwest S1, W S1, W - - - S1, W - 



A node receiving a packet needs to check the eligible turns prior 
to connecting the input channel to the output channel. All 
permitted turns shown in Fig. 2 are not necessarily suitable 
choices for a packet as the packet may not be able to continue the 
path to the destination. It may occur for example when the 
destination of a packet is in the north and the packet makes an 
eligible North_vc1 to East turn or North_vc2 to East turn. In order 
to reach the destination, several turns must be taken by the packet 
in the remaining path that includes East to North_vc2 turn, 
North_vc2 to North_vc1 turn, and North_vc1 to West turn. 
Among them, the use of North_vc2 to North_vc1 turn is 
prohibited by the LEAR method. In this case, the algorithm never 
permits the packet to reach the destination, and thus the packet is 
blocked forever. In the LEAR method, the output channels are 
selected in a way that not only the turn connecting the input 
channel to the output channel is permissible but also it is 
guaranteed that there is at least one possible path from the next 
router to the destination. Table 2 shows the choices of output 
channels allowed by the LEAR method. One of the aims of the 
LEAR approach is to fully utilize all eligible turns to present a 
low restrictive adaptive method in the double-Y network. To 
achieve the maximal adaptiveness, for each combination of the 
input channel and destination node, we examined all 0-degree, 90-
degree and 180-degree turns to find out the potential output 
channels. As can be obtained from Table 2, the LEAR method can 
offer a large number of output channels to route packets.  
Since several output channels can be provided by the LEAR 
method, the output selection mechanism is needed to select an 
output channel among them. According to the LEAR method, if 
output channels in the minimal paths are congested, the routing 
unit uses the non-minimal path instead. To do this, at first, the 
output channels in the minimal path are examined and the packet 
is sent through the first output channel in which the corresponding 
downstream router has not raised its congestion flag. If the 
congestion flags of all neighboring routers in the minimal path are 
asserted, the congestion condition of the non-minimal paths is 
checked. If there is a non-minimal direction that is not congested, 
it is chosen as an output channel to deliver the packet. Fig. 3 
shows an example of the LEAR method in 6×6 mesh network in 
which the source node at (1,1) sends a packet to the destination 
node at (4,3). According to Table 2, the packet arriving from the 
local channel and delivering toward the destination in northeast 
position has six alternative choices (i.e. N1,N2,S1,S2,E, and W); 
among them, the output channels N1, N2 and E introduce the 
minimal paths and S1, S2 and W indicate the non-minimal paths. 
Since the neighboring routers in the minimal paths are in the 
congested area, the packet is sent to the non-minimal direction 
that is not congested. If the west direction is selected, the packet at 
the next router will have five choices (i.e. N1,N2,S1,S2, and W). 
However, since the node (0,1) is located at a edge of the network, 
the west direction cannot be selected to deliver the packet. The 

node (0,2) in the north direction is in the minimal path and it is not 
congested, so it is chosen as the next hop. The same strategy is 
used until the packet reaches the destination node. This example 
shows the ability of the LEAR method to misroute packets around 
congested areas and balance the traffic load among alternative 
paths.  

Fig. 3. An example of misrouting a packet around congested 
area using the LEAR method. 

The non-minimal methods must be proved to be deadlock free and 
livelock free.  
Theorem 1:  the LEAR routing algorithm is deadlock free.  
Proof: deadlock occurs when network resources continuously wait 
for each other to be released. If numbering mechanism assures 
that all eligible turns are ordered in ascending order (descending 
order), all packets has to travel along channels of strictly 
increasing (descending) numbers, so that no cyclic dependency 
can occur between channels and Theorem1 is proved. Like the 
mad-y algorithm, in the LEAR algorithm, a two-digit number (a, 
b) is assigned to each output channel. According to the numbering
mechanism, a turn connecting the input channel (aic, bic) to the
output channel (aoc, boc) is called an ascending turn when (aoc>aic)
or ((aoc=aic) and (boc>bic)). As can be obtained from Fig. 4, all
connections between input channels and output channels to form
eligible turns in the LEAR method take place in ascending order.
This ordering mechanism eliminates cycles in the channel
dependency graph, and thus the LEAR method is proven to be
deadlock free.
Theorem 2:  The LEAR routing algorithm is livelock free
Proof: Livelock is a situation when packets circulating the
network without any progress toward their destinations. In the
LEAR method, whenever a packet transmits to the east direction,
it never can be routed back to the west direction. Therefore, in the
worst case, the packet may reach to the leftmost column and then
start moving to the east direction toward the destination column.
In this case, the packet may take virtual channel 1 and 2 in each
column but then it has to take the east channel and make a
progress toward the destination. Therefore, after a limited number
of hops, the packet reaches the destination, and Theorem 2 is
proved.

Table 2. Potential output channels according to the input channel and relative position of source and destination. 
        InCh 
Position local north-vc1 north-vc2 south-vc1 south-vc2 east west

north N1, N2, S1, W N2, S1, W - N1, N2, W N2 N1, N2, S1, W N2 
south N1, S1, S2, W S1, S2, W S2 N1, S2, W - N1, S1, S2, W S2 
east N1, N2, S1, S2, E, W N2, S1, S2, E, W S2, E N1, N2, S2, E, W N2, E N1, N2, S1, S2, W N2, S2, E 
west N1, S1, W S1, W - N1, W - N1, S1, W - 

northeast N1, N2, S1, S2, E, W N2, S1, S2, E, W S2, E N1, N2, S2, E, W N2, E N1, N2, S1, S2, W N2, S2, E 
northwest N1, S1, W S1, W - N1, W - N1, S1, W - 
southeast N1, N2, S1, S2, E, W N2, S1, S2, E, W S2, E N1, N2, S2, E, W N2, E N1, N2, S1, S2, W N2, S2, E 
southwest N1, S1, W S1, W - N1, W - N1,S1, W - 



Fig. 4.LEAR method numbering mechanism 

5. Results and Discussion
In this section, we assess performance of different routing
algorithms using, a cycle-accurate NoC simulator developed in
VHDL. As performance metrics, we use throughput and average
delay. The simulator inputs include the array size, the router
operation frequency, the routing algorithm, the link width length,
and the traffic type. The simulator can generate different traffic
profiles. The experiments are performed on a 2D-mesh 8×8
network using wormhole switching with a constant packet size of
8 flits. For all routers, the data width is set to 32 bits (the
maximum bandwidth at each link is 1 flit per cycle) and each
input channel has a buffer (FIFO) size of 12 flits with the
congestion thresholds at 75% of the total buffer capacity. Two
synthetic traffic profiles including uniform and hotspot are used to
evaluate the LEAR method. As performance metrics, we choose
throughput and delay. Throughput is measured as the fraction of
the maximum load that the network is capable of physically
handling. Latency defined as the number of cycles between the
initiation of a packet transmission issued by a source node and the
time when the packet is completely delivered to the destination
node. The time needed to generate packets is not considered,
because we assumed the packets are generated in the processing
elements. For each load value, the result of packet latency and
throughput are averaged over 80,000 packets after a warm-up
session of 20,000 arrived packets.

5.1 Performance Evaluation 
For each traffic profile and routing algorithm, the average 
communication latency and throughput with various packet 
injection rates are computed. The routing schemes compared to 
LEAR are XY [6], DyXY [14], and mad-y. XY represents a 
deterministic scheme while DyXY and mad-y designate as fully 
adaptive minimal schemes.  

Uniform Traffic Profile: In uniform traffic, a node sends the 
packet to other nodes with the same probability. Fig. 5 and Fig. 6 
shows the latency and throughput results obtained from the 
network under the uniform traffic profile. As can be seen from the 
results, the XY outperforms the minimal adaptive routing schemes 
because of two reasons. First, XY embodies global long-term 
information about the uniform traffic profile spreading uniform 
traffic as evenly as possible across the channels [7][12]. Since the 
minimal adaptive algorithms employ local short term information, 
they may use zigzag paths, which disturb the global long-term 
evenness of uniform traffic which decrease the performance at 
higher injection rates [7][8][12]. Second, packets use minimal 
paths so that under this traffic they are routed through the very 
center of the network which creates large permanent hotspots in 
the center of the network. Correspondingly, packets traveling 
through the center of the network will be delayed much more than 

they would use any non-minimal paths. Due to the fact that the 
LEAR method can misroute the congested areas, it performs as 
well as XY. Using minimal and non-minimal routes augments the 
throughput of the presented routing scheme. 

Fig. 5. Average latency under uniform traffic profile 

Fig. 6. Throughput under uniform traffic profile 

Hotspot Traffic Profile: Hotspot is considered to be a more 
realistic traffic profile since processors often communicate with a 
part of the total number of other processors like memory modules. 
In the hotspot traffic pattern, one or more nodes are designated as 
hotspot nodes receiving an extra portion of the traffic in addition 
to the regular uniform traffic. Newly generated packets are 
directed to each hotspot node with an additional H percent 
probability. We simulate hotspot traffic with four hotspot nodes. 
Four hotspot nodes are chosen at the center of the mesh, (3, 3), (4, 
3), (3, 4), (4, 4), with equal probability of H=20%. The average 
latency and throughput results are illustrated in Fig. 7 and Fig. 8, 
respectively. As the figures show, the proposed scheme achieves 
both higher throughput and lower latency. This is due to the good 
ability of routing around local congestion, which makes up for its 
difficulty in handling the central network-induced mesh hotspots. 

Fig. 7. Average latency under hotspot traffic profile 
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Fig. 8. Throughput under hotspot traffic profile 

5.2 Physical Analysis 
To analyze the physical implementation of each routing scheme 
four different on-chip networks, LEAR, mad-y, DyXY, and XY, 
are formed. The whole platform of each network including 
network interfaces, routers, and communication channels is 
synthesized by Synopsys D.C. using the UMC 90nm technology 
with an operating point of 1GHz and supply voltage of 1V. We 
performed place-and-route, using Cadence Encounter, to have 
precise power and area estimations. The power dissipation of each 
scheme is calculated under the hotspot traffic near the saturation 
point using Synopsys PrimePower in a 6×6 2D mesh. The layout 
area and power consumption of each platform are shown in Table 
3.Comparing the area cost of the platform using the LEAR
method with other platforms indicates that the LEAR platform
imposes less than 1% hardware overhead in comparison with the
minimal adaptive platforms, mad-y and DyXY. Since the XY
platform does not require any virtual channel in north and south
dimensions the area cost is 14% smaller than the LEAR platform.
The power consumption of each platform under hotspot traffic
near the saturation point (5%) is reported in Table 3. The LEAR
platform consumes more average power because of misrouting
packets around the congestion areas which increases the hop
counts. To illustrate how the presented approach reduces the
network hotspots, the maximum power value of each platform is
also reported in the table. The results indicate that the maximum
power of the presented approach is 8%, 11%, and 12% less than
that of the XY, DyXY, and mad-y platforms, respectively. This is
achieved by smoothly distributing the power consumption over
the network using the adaptive routing scheme which reduces the
number of the hotspots.

Table 3. Hardware implementation details. 
Platforms Area (mm2) Avg. Power (W) Max. Power (W) 

XY 5.722 2.21 3.32
DyXY 6.670 2.34 3.42
mad-y 6.701 2.41 3.46
LEAR 6.803 2.75 3.05

6. Conclusion
In this paper, we have proposed a minimal/non-minimal routing
algorithm in 2D mesh Networks-on-Chip. The algorithm requires
one and two virtual channels along the X and Y dimensions. To
relax the restriction of the turn model, the prohibited turns on the
first virtual channel is defined different from the second one. The
presented method provides a high degree of adaptiveness to allow
packets to be routed around congested areas. It can be easily
shown that the LEAR algorithm can support all one-faulty cases
and some multiple link/node failures. So, the LEAR method can
efficiently avoid congestion in non-faulty networks, while it can
be reconfigured to support faulty patterns with a lower degree of

adaptiveness when faults occur in the network. This can be 
discussed and investigated in our future work. 
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