I. INTRODUCTION

As the number of processing elements integrated in a single chip is increasing, traditional bus-based architectures in Many-Core Systems-on-Chip (MCSoCs) are inefficient and new communication infrastructure is needed. Networks-on-Chip (NoC) has emerged as a promising solution for on-chip interconnection in MCSoCs due to its scalability, reusability, flexibility, and parallelism [1]-[4].

Transient and permanent faults are two different types of faults that can occur in on-chip networks [5][6]. Transient faults are temporary and unpredictable. They are often difficult to be detected and corrected. Permanent faults are caused by physical damages such as manufacturing defects and device wear-out. In this paper, permanent faults are taken into consideration.

Routing techniques provide some degrees of fault tolerance in NoCs which can be categorized into deterministic and adaptive [7]-[12]. A deterministic routing algorithm uses a fixed path for each pair of nodes resulting in increased packet latency especially in congested networks. Implementations of deterministic routing algorithms are simple but they are unable to balance the load across the links in a non-uniform traffic. In adaptive routing algorithms, a packet is not restricted to a single path when traveling from a source node to its destination. So they can decrease the probability of routing packets through congested or faulty regions. That is, adaptive routing algorithms not only can avoid congestion in the network but also can provide better fault-tolerant characteristics by utilizing alternative routing paths.

Virtual channels can be used for different purposes in the network: avoiding deadlock, increasing performance, and tolerating faults, but they are imposing extra costs.

In this paper, we present a novel routing algorithm named **High Performance Fault-tolerant Routing** (HiPFaR). The main idea of this algorithm is to tolerate faults without affecting the performance. We take a fully adaptive routing algorithm into account with the minimum number of virtual channels (i.e. one and two virtual channels along the X and Y dimensions). There are eight different positions regarding the source and destination nodes as east, west, north, south, northeast, northwest, southeast, and southwest. In this category, east-, west-, north-, and south-ward packets have to take a non-minimal path when facing faults. To support non-minimal routing, a set of allowed turns is defined in the network. It is proven that the network using these turns is deadlock free. Moreover, it is shown that faulty nodes in the network can be tolerated by northeast-, northwest-, southeast-, and southwest-ward packets without taking non-minimal paths. The proposed algorithm needs only the fault information of four direct neighboring nodes in order to make a correct decision.

The rest of this paper is organized as follows: Section II reviews the related work. Preliminaries are given in Section III. The proposed fault-tolerant routing algorithm is presented in section IV. The results are investigated in Section V while we summarize and conclude in the last section.

II. RELATED WORK

In interconnection networks, there are two different groups of fault-tolerant routing algorithms dealing with permanent faults. The first group, handling convex shapes, is based on defining fault ring or fault chain around faulty regions. Some healthy nodes might be disabled in order to form a specific shape [13][14][15][16].

The second group utilizes the contour strategy for addressing faults [17][18][19] which is divided in two subgroups: methods using virtual channels [18][20][21] and those without using virtual channels [19][22]. The virtual channel-based fault-tolerant routing algorithms are more efficient than those without virtual channels.

In [17], the deterministic routing is able to tolerate all one-faulty routers in 2D mesh network without using virtual channels and disabling healthy nodes. In this algorithm, based on the convex areas, a reconfigurable routing algorithm is used.
to provide the possibility of routing packets through a cycle free surrounding the convex areas. However, to support more faulty nodes, the contours must not be overlapped and thus faulty routers should be located far away from each other. In addition, this method requires collecting the fault information of at least eight neighboring nodes (direct and indirect).

In this paper, the proposed fault-tolerant routing algorithm is based on a fully adaptive routing algorithm using the minimum number of virtual channels. It requires collecting the fault information of only four neighboring nodes. Based on this knowledge, it is able to deliver packets through the available shortest paths.

III. PRELIMINARIES

Fig. 1(a) shows a typical router in the XY network. In this figure, each input channel is paired with a corresponding output channel. By adding two virtual channels per physical channel, a double-XY network is obtained (Fig. 1(b)). The virtual channels in each dimension are differentiated by vc1 and vc2. Fig. 1(c) shows the double-Y network in which one and two virtual channels are used along the X and Y dimensions, respectively. Each router in the double-Y network has seven pairs of channels, i.e. East(E), West(W), North-vc1(N1), North-vc2(N2), South-vc1(S1), South-vc2(S2), and Local(L). The idea of this paper is developed upon a double-Y network. However it can be implemented on a double-XY network or a network with a larger number of virtual channels.

IV. MINIMAL PATH ROUTING IN FAULTY NETWORK

In this section, we present a routing algorithm named High Performance Fault-tolerant Routing (HiPFaR). Unlike traditional methods, by using HiPFaR, packets possibly have alternative choices of minimal paths when facing a faulty node. By this approach, all packets can be routed through the network using the shortest paths, as long as a path exists. We start by defining a set of allowable turns in which non-minimal paths can be used to support faults in the case of east-, west-, north-, and south-ward packets. Then, it is proven that thenetwork using these allowable turns is deadlock free. We continue by examining the possibility of choosing the shortest paths for northeast-, northwest-, southeast-, and southwest-ward packets.

A. Turn Models and Tolerating Faults

The proposed fault-tolerant routing algorithm is based on fully adaptive routing algorithms. In this paper, one and two virtual channels are used along the X and Y dimensions. This is the minimum number of virtual channels that can be employed to provide fully adaptiveness. In double-Y networks, commonly the following method is used to guarantee the deadlock freeness. The network is partitioned into two sub-networks called +X and −X, each having half of the channels in the Y dimension. Eastward packets are routed through +X sub-network (i.e. by using the first virtual channel (vc1) in the Y dimension) while westward packets are propagated within -X sub-network (i.e. by using the second virtual channel (vc2) along the Y dimension). Allowable and non-allowable turns are shown in Fig. 2(a). According to this figure the turns N1-E, E-S1, S1-E, E-N1, W-N2, S2-W, N2-W, S1-S1, N1-N1, S2-S2, and N2-N2 are allowable while the others are prohibited.

One of the aims of this paper is to tolerate faults using the available shortest paths. A non-minimal route is necessitated when the source and destination nodes are located in the same row or column with a faulty node between them. Fig. 3(a) and Fig. 3(b) indicate the cases where the destination of a packet is to the east and west of the source, respectively, and there is a faulty node in the path. In these cases, there are two options to misroute a packet when facing a faulty node: turning to the north direction (i.e. the given turns are E-N1, N1-E, and E-S1 in Fig. 3(a) and W-N2, N2-W, and W-S2 in Fig. 3(b)) or turning to the south direction (i.e. the given turns are E-S1, S1-E, and E-N1 in Fig. 3(a) and W-S2, S2-W, and W-N2 in Fig. 3(b)). By investigating the required turns to perform misrouting, it can be obtained that all of the turns are within the set of allowable turns (Fig. 2(a)). Therefore, east- and westward packets can turn either to the north or south direction when facing faults. The situation is different for north- and south-ward packets since all the required turns are not in a set of allowable turns. For example, in Fig. 3(c) and Fig. 3(d), the turns N2-E, N1-W, S2-E, and S1-W are prohibited. One might think that alternative turns like N1-E, N2-W, S1-E, and S2-W are allowable and can be taken. However, according to Fig. 2(a) packets cannot switch from the first to the second virtual channel along the Y dimension or vice versa (i.e. the turns N2-N1, N1-N2, S1-S2, and S2-S1 are not allowable in Fig. 2(a)).
To allow north- and south-ward packets to turn around faults, two more turns are added into the set of allowable turns. These turns are W-N1 and W-S1, indicated in Fig. 2(b). In this way, north- and south-ward packets should be misrouted to the west direction when facing faults (Fig. 4(a) and Fig. 4(b)). Exceptionally, when the fault occurs in the left borderline, packets have to take the east direction to bypass the fault. This results in taking N1-W and S1-W turns which are prohibited by HiPFaR. However, according to [17] a cycle cannot be completed in borderlines and thus these non-allowable turns can be safely taken in these cases.

B. HiPFaR is Deadlock Free

It should be proven that by allowing two additional turns in HiPFaR, the network remains deadlock free. We use a numbering mechanism similar to the mad-y routing algorithm [23]. A two-digit number (a, b) is assigned to each output channel of a switch in n×m mesh network. According to the numbering mechanism, a turn connecting the input channel (a_ic, b_ic) to the output channel (a_oc, b_oc) is called an ascending turn when (a_oc>a_ic) or ((a_oc=a_ic) and (b_oc>b_ic)). Fig. 5 shows how the channels of a switch at the position (x,y) are numbered. By using this numbering mechanism, it is guaranteed that all allowable turns in Fig. 2(a) and Fig. 2(b) are taken in the strictly increasing order, so that the HiPFaR routing algorithm is deadlock free. For instance, if the W-N1 turn is taken into consideration, the west input channel with label (a_w=m+x, b_w=0) is connected to the first virtual channel of the north output port having the label (a_c=m+x, b_c=1+y). This turn takes place in an ascending order since ((a_w=a_c) and (b_w>b_c)). Similarly, all the other turns allowed by HiPFaR are taken in an ascending order.

C. Shortest Paths and Tolerating Faulty Nodes

Let us assume that there is a faulty node in the network. As it is already discussed, the fault is bypassed using non-minimal paths when the source and destination nodes are located in the same row or column. In other cases, only the shortest paths are taken from the source to the destination node. In Fig. 6, for the ease of understanding we investigate HiPFaR for a northeast-ward packet. However, as it will be shown in Subsection IV-D, the HiPFaR routing algorithm is general and can be applied to northwest-, southeast-, and southwest-ward packets without any implementation differences.
As shown in Fig. 6(a) and Fig. 6(b), the packet is one hop away from the destination node in both the X and Y dimensions \((x\text{-dir}=1\text{ and }y\text{-dir}=1)\). By default, the packet is sent to the Y direction (Fig. 6(a)). However, when the north neighboring node is faulty, the packet is delivered to the X direction (Fig. 6(b)). Fig. 7(a) shows the possible cases where the distances along both the X and Y directions are one hop. As illustrated in this figure, in positions 1 and 2, the packet is delivered to the Y direction since the north neighboring node is healthy. In positions 3, the packet is sent to direction X since the north neighboring node is faulty. Thereby, in all three positions, the packet can reach the destination using the shortest paths.

In Fig. 6(c) and Fig. 6(d), the distance is one and two (or greater than two) hops along the X and Y directions \((x\text{-dir}=1\text{ and }y\text{-dir}>2)\), respectively. The rule is similar to the previous case in which the packet is sent to the Y direction unless the north neighboring node is faulty (i.e. in this case, the packet is delivered to the X direction). According this rule, in positions 1, 2, and 3 of Fig. 7(b), since the north neighboring node is healthy, the packet is sent to the Y direction. In the next hop, the packet stands in one of the positions of Fig. 7 (a). If the east neighboring node is faulty (position 4), the packet is delivered to the destination through the north neighboring node.

When the distances along both directions are two or greater than two hops, the packet is sent to a non-faulty neighboring node (Fig. 7(d)). By routing the packet with this policy, the packet reaches one of the positions of Fig. 7(b) or Fig. 7(c). In sum, in all faulty cases, the packet is routed to the destination through the shortest paths. In a case where both neighboring nodes are healthy, one direction is chosen based on the congestion information. Therefore, HiPFaR is fully adaptive as long as the remaining distance along both directions is equal or greater than two hops.
According to these rules, each node needs to know only the fault information of the four neighboring nodes shown in Fig. 6(g).

D. The HiPFaR Routing Algorithm

The HiPFaR routing algorithm can be explained into two parts, when the destination is in the east, west, north and south directions of the source node (Fig. 8); and when the destination is in the northeast, northwest, southeast, and southwest directions of the source node (Fig. 9). In these figures, the position is specified based on the source and destination position. The x-dir and y-dir parameters determine the minimal directions toward the destination node regarding the current node. The delta-x and delta-y parameters maintain the remaining distances from the current to the destination node along the X and Y dimensions. Finally, vc indicates the proper virtual channel. According to HiPFaR, the first virtual channel of the Y dimension is used when the destination is toward the east, northeast, and southeast directions of the source node. Similarly, the second virtual channel is utilized for west-, northwest-, and southwest-ward packets. The north- and south-ward packets start routing in the second virtual channel. They switch to the first virtual channel after bypassing a fault. In Fig. 8 when the packets are either east- or west-ward and delta-y is equal to zero, there are two options: making a turn to either the north or south direction when and there is a fault in the path; otherwise continuing in the x-dir direction. However, when the packet is already misrouted to the north or south direction, it has to be routed along the x-dir until delta-x becomes zero. At this point, the packet can be delivered to the destination node by turning to the Y direction. The north- and south-ward packets start routing in the second virtual channel as long as they do not face a fault. To bypass the fault, normally the turn to the west direction is made. In a case where the faulty node is located in the left borderline, the turn to the east direction should be made. In the next hop, the packet switches to the first virtual channel of the Y direction and continue routing along this direction until delta-y becomes zero. At this point, a turn to the east or west direction is needed to deliver the packet to the destination node.

A minimal routing algorithm is used for northeast-, northwest-, southeast-, and southwest-ward packets. Packets can be adaptively routed within the network when they are far away from the destination node (two or more than two hops along both X and Y dimensions). At each intermediate node, the congestion information is used to send a packet to one of the non-faulty neighboring nodes which are located in the minimal path. When the distance along the X direction reaches one, the packet should be always sent to the Y direction. The exception case is that the north neighboring node is faulty and thus the packet should be delivered to the X direction. On the other hand, when the distance along the Y direction is one while the distance along the X direction is greater than one, the packet should be sent to the X direction unless the east neighboring node is faulty. When the distance reaches zero along the X or Y direction, the packet should be sent through the non-zero direction. All the intermediate nodes in the remaining path would be healthy (by assuming one faulty node in the network,) as the fault is already bypassed. If there are more faulty nodes in the network, in most cases the packet bypasses the faults before getting close to the destination. However, there are some cases in which non-minimal paths are required in order to bypass multiple faulty nodes. Since the scope of this paper is only minimal paths, we simply assume that these cases of multiple faulty nodes could not be supported by HiPFaR.

```vhdl
Dx,Dy: X and Y positions of the destination node
Sw,Sy: X and Y positions of the source node
Cx,Cy: X and Y positions of the current node
E: East; W: West;
N: North; S: South;
vc: Virtual Channel;
-----------------------------
position <= E WHEN Dx>Sx AND Dy>Sy;
position <= W WHEN Dx<Sx AND Dy>Sy;
position <= N WHEN Dx=Sx AND Dy>Sy;
position <= S WHEN Dx=Sx AND Dy<Sy;
-----------------------------
vc <= vc1 WHEN position={E} ELSE vc2 WHEN position={W};
delta_x <= Dx-Cx when Dx>Cx else Cy-Dy;
delta_y <= Dy-Cy when Dy>Cy else Cy-Dy;
-----------------------------
IF position=(E or W) THEN
  IF (delta_x=0) THEN
    choice <= N(vc) or S(vc);
  ELSE
    choice <= x_dir;
  END IF;
ELSE
  IF neighboring_node(y_dir)=dest. THEN
    choice <= y_dir(vc);
  ELSE
    choice <= x_dir;
  END IF;
END IF;
ELSIF position=(N or S) THEN
  IF (delta_y=0) THEN
    IF neighboring_node(x_dir)=faulty THEN
      choice <= N(vc) or S(vc);
    ELSE
      choice <= x_dir;
    END IF;
  ELSE
    IF neighboring_node(y_dir)=faulty THEN
      choice <= x_dir;
    ELSE
      choice <= y_dir(vc);
    END IF;
  END IF;
END IF;
END IF;
END IF;
ELSE
  IF neighboring_node(x_dir)=dest. THEN
    choice <= x_dir;
  ELSE
    choice <= y_dir(vc);
  END IF;
END IF;
ELSE
  IF neighboring_node(x_dir)=dest. THEN
    choice <= x_dir;
  ELSE
    choice <= y_dir(vc);
  END IF;
END IF;
END IF;
END IF;
END IF;
END IF;
END IF;
END IF;
```

Fig. 8. Pseudo VHDL code of HiPFaR when destination is in the east, west, north, or south direction of the source node.
V. EXPERIMENTAL RESULTS

To evaluate the efficiency of the proposed routing scheme, a NoC simulator is developed with VHDL to model all major components of the on-chip network [24][25]. For all the routers, the data width is set to 32 bits. Each input buffer can accommodate 8 flits in each virtual channel. Moreover, the packet length is uniformly distributed between 5 and 10 flits. As a performance metric, we use latency defined as the number of cycles between the initiation of a message issued by a Processing Element (PE) and the time when the message is completely delivered to the destination PE. The request rate is defined as the ratio of the successful message injections into the network over the total number of injection attempts. The simulator is warmed up for 12,000 cycles and then the average performance is measured over another 200,000 cycles.

We defined our baseline as a detour strategy similar to [17]. To have a fair comparison, one and two virtual channels are used along the X and Y directions, respectively, for the baseline model. A virtual channel is selected based on the free number of buffer slots at the input buffer of the neighboring routers. Unlike HiPFaR, the baseline method is based on a detour strategy and thereby packets may take unnecessary longer paths to reach destinations.

A. Performance Analysis under Uniform Traffic Profile

In the uniform traffic profile, each processing element (PE) generates data packets and sends them to another PE using a uniform distribution [26]. The mesh size is considered to be 4×4. The average communication latency of HiPFaR and the baseline method are compared with zero- and one-faulty node cases. As observed from the results shown in Fig. 10(a), the performance of both methods is comparable since both methods are not fully adaptive. Although the baseline method is based on a deterministic routing algorithm, it performs slightly better than HiPFaR. The reason is that in the baseline method, packets can switch between the virtual channels in the Y dimension while in HiPFaR the packet adaptivity (between the X and Y dimensions) is limited when the packet gets close to the destination node. But, as the network enlarges both algorithms behave with a similar performance. In a one-faulty case, HiPFaR outperforms the baseline method. This is due to the fact that HiPFaR can route packets through the shortest paths while in the baseline method, packets may take longer paths when facing a faulty node.

B. Performance Analysis under Hotspot Traffic Profile

Under the hotspot traffic pattern, one or more nodes are chosen as hotspots receiving an extra portion of the traffic in addition to the regular uniform traffic. In simulations, given a hotspot percentage of \( H \), a newly generated message is directed to each hotspot node with an additional \( H \) percent probability. We simulate the hotspot traffic with a single hotspot node at (2, 2) in 4×4 2D mesh network. The performance of the HiPFaR and the baseline method is measured for fault-free and one-faulty node cases. The performance of each network with \( H = 10\% \) is illustrated in Fig. 10(b). As observed from the figure, in the hotspot traffic and in both faulty and non-faulty cases, the performance gain of HiPFaR is larger than the detour-based scheme (baseline).

C. Reliability Evaluation under Uniform Traffic Profile

To evaluate the reliability of HiPFaR, the number of faulty nodes increases from 1 to 6. All faulty nodes are selected using a random function. The results are obtained using 10000 iterations in an 8×8 mesh network when the traffic is uniform random. Reliability is measured based on the number of successful packet arrivals at the destination nodes into the total number of delivered packets. In simulation, we assume that faulty nodes can act as a source and destination node but not as an intermediate node. In other words, they can send and receive packets but packets cannot be passed through them. As shown in Fig. 11, HiPFaR can tolerate up to six faulty nodes by more than 98% reliability.
D. Hardware Analysis

To assess the area overhead and power consumption, the whole platform of each method is synthesized by Synopsys Design Compiler. We compared the area overhead and power consumption of HiPFaR with the baseline method. The power consumption of both methods is measured in one-faulty node case. For each scheme we include network interfaces, routers, and communication channels. For synthesizing we use the UMC 90nm technology at the operating frequency of 1GHz and supply voltage of 1V. We perform place-and-route, using Cadence Encounter, to have precise power and area estimations. The power dissipation is calculated using Synopsys PrimePower in a 6×6 2D mesh. The layout area and power consumption of each platform are shown in Table 1. As indicated in the table, HiPFaR has a lower area overhead than the baseline method. It is because of using a more complex router in the baseline method.

Table 1. Details of hardware implementation

<table>
<thead>
<tr>
<th>Network platforms</th>
<th>Area (mm²)</th>
<th>Power (W) dynamic &amp; static</th>
</tr>
</thead>
<tbody>
<tr>
<td>HiPFaR</td>
<td>6.794</td>
<td>2.39</td>
</tr>
<tr>
<td>baseline</td>
<td>6.903</td>
<td>2.53</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, we present a fault-tolerant routing algorithm named HiPFaR. This algorithm is built upon a fully adaptive routing algorithm with the minimum number of virtual channels (i.e. one and two virtual channels along the X and Y dimensions). This idea is general and can be applied to a network with a higher number of virtual channels. HiPFaR uses the shortest paths from the source to the destination node in the faulty network. When the packet is east-, west-, north-, or south-ward, a non-minimal path is necessitated to bypass a fault. It was proven that, the non-minimal paths can be taken in the network without creating any cycle. The analyses under the uniform random and hotspot traffic indicate that HiPFaR maintains the performance of NoC in the presence of faults. Finally, the reliability analyses show that HiPFaR is highly resilient under multiple faulty nodes by more than 98% reliability when there are six faulty nodes in the 8×8 mesh network.
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