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Abstract—With aggressive technology scaling in deep submicron era, burgeoning transistors make chips more susceptible to failures. It is inevitable that process variation is gradually becoming a crucial challenge in the IC design. In addition, aging leads to faults, shortening the lifetime of the circuits. Networks-on-chip also come to the problems caused by variations and aging, leading to degraded performance and erroneous behaviors. Faults may occur in numerous locations of the on-chip networks and once they occur in the control path, more severe effects such as deadlock and livelock are expected. In this paper, we present a fine-grained mechanism to tolerate faults in the routing computation units without disabling the faulty routers. By applying this mechanism, routing and packet-receiving services are separated. The faulty routing computation unit is replaced by a light-weight redundant circuit, providing static but reliable routing services. The other components in this router are still functional retaining the on-chip performance. Experimental results indicate that the on-chip network with the proposed mechanism is fault-tolerant when 14% of all routing computation modules are suffering from faults. The area overhead and power consumption of the proposed method is around 7.29% and 6.20% over the baseline approach.
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I. INTRODUCTION

With the characteristic of distributed and shared computing resource, Network-on-Chip has shown its remarkable advantages of performance and scalability in on-chip communication [1]. As feature sizes of integrated circuits decrease aggressively, chips are getting more susceptible to faults [2][3]. It is inevitable that on-chip network will also suffer from the same problems. Among the others, faults may occur because of Process Variation (PV) as a result of manufacturing imperfections [4] or time-dependent variation such as the Negative Bias Temperature Instability (NBTI) [5][6]. Therefore, fault-tolerance in NoC is more than a feature but a necessity.

Generally, a router in NoCs consists of five stages as routing computation (RC), virtual channel allocation (VA), switch allocation (SA), crossbar (Xbar), and link traversal (LT) phases. The router architecture in this paper utilizes one RC unit per input port similar to the designs in [7].

As shown in Fig. 1, components inside the router can be divided into two parts, the control path and the data path [7]. The RC, VA and SA units are part of the control path by directly affecting the routing decision while other parts of the router are categorized as the units in the data path, determining the path taken by the packets to pass through the router. When faults occur in the data path, information carried by a packet may be corrupted during the transmission. To protect the data path against faults, Error Detecting Code (EDC) and Error Correcting Code (ECC) can be designed to detect and to correct the faults in the packet [8][9]. Also the data redundancy mechanism, such as retransmission, can also be applied [10]. In contrast, faults in the control path of NoC routers are hard to be detected and even harder to be tolerated. Control path faults are such as those affecting the internal logics of the routing unit leading to miscalculations of the routing path or wrong matching pairs between the input and output port in the crossbar units [11]. When the control path faults are introduced, packets may be forwarded to wrong directions and eventually may lead to the deadlock or livelock.

In this paper, we propose a fault-resilient routing unit for NoCs which brings redundancy to the traditional routing computation unit. The default routing unit supports a fully adaptive routing algorithm while the redundant unit is a very light-weight unit capable of delivering packets through limited paths.

This paper is organized as follows. Section II reviews the related work. In Section III, the router architecture is introduced and the proposed mechanism is presented. The experimental results are reported in Section V while the summary and conclusion are given in the last section.

II. RELATED WORK

It is necessary to consider a fault-tolerant design for NoCs to better satisfy the need of future on-chip interconnection while facing the continued shrinkage of the semiconductor process feature sizes and the resulting unreliable integrated circuits [12].

The PV-induced effects on the major components of the NoC architecture are analysed in [13] where the authors proposed an improved NoC router architecture with a high PV resilience. Effects of aging and wear-out mechanisms on the NoC based routers and links are investigated in various levels such as the circuit and system level.

An investigation on the multiple aging degradation mechanism on routers and links is performed in [14]. The ReliNoC architecture is proposed in [15] which utilizes the redundant components as the replacements of the faulty ones. In [16], Vicis is presented, combining different schemes as built-in-self-test (BIST), Error Correcting Code (ECC), port-swappping mechanism and a crossbar bypass bus, aiming at tolerating wear-out induced faults.

Beside the well-design router architecture, current efforts in literature also focus on the robust routing algorithms. Aging-aware routing algorithms are proposed in [17] and [18] with the goal of reducing the influence of NBTI. In addition, several minimal and non-minimal approaches have been previously investigated to tolerate a number of faults in an on-chip network [19][20][21][22].
These methods are mostly based on disconnecting both the faulty router and the core from the network and routing packets around the faulty areas. However, this is an unrealistic assumption that the entire router should be disabled in the case of a single fault. This assumption may leave a severe impact on the functionality of the entire system (i.e. by disconnecting a core) or the performance (i.e. traffic highly increases around the faulty area).

In this paper, we aim at tolerating faults in the routing computation unit without disabling the router. To achieve this goal, a simple redundant routing unit is designed to replace the original one when faults occur and the additional packet receivers are aiming at providing reliable receiving services. With the proposed mechanism, faults in the routing computation unit will not lead to packet misrouting and thus avoiding the consequences of threatening the whole network.

### III. THE PROPOSED MECHANISM

#### A. The Router Architecture

The proposed router architecture is shown in Fig. 2. In this new architecture, each routing unit is equipped with a redundant routing computation unit (RRC) and each input port of the router is connected with a packet receiver. Once faults occur in the RC module, RRC is activated to route packets. RCC consists of a very small logic circuit with a static routing decision. The small logic of RCC leads to a low probability of faults as compare to the RC unit itself.

Packet receiver (PR) is designed to tackle the packets with the local core as the destination. Because of the miscalculation in the faulty RC module, packets destined the local core may never reach it and thus blocking other packets. In the proposed architecture, packets will be first processed by the PR to make sure that they can reach the local port prior making the calculation in the RC unit. In PR, the address information carried by the packet is checked and once there is a match, packet will be delivered to the local core.

#### B. The Basic Routing Algorithm

The non-minimal routing algorithm proposed in [23] is selected as the basic algorithm, running in the routing computation units of this paper. In the absence of faults, this algorithm only utilizes the minimal paths and acts similar to the DyXY routing algorithm, which is realized as a high-performance algorithm in NoC-based routing [24]. This non-minimal algorithm uses two virtual channels in the Y dimension and no virtual channel in the X dimension. Thereby,

### The Basic Routing Algorithm

<table>
<thead>
<tr>
<th>Condition</th>
<th>OutChannel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position = {L}</td>
<td>OutChannel(L) &lt;= '1';</td>
</tr>
<tr>
<td>InChannel != {E} AND Position = {E, NE, or SE}</td>
<td>OutChannel(E) &lt;= '1';</td>
</tr>
<tr>
<td>InChannel = {L, N1, S1, or E}</td>
<td>OutChannel(W) &lt;= '1';</td>
</tr>
<tr>
<td>InChannel = {L, S1, or E}</td>
<td>OutChannel(N1) &lt;= '1';</td>
</tr>
<tr>
<td>InChannel = {L, N1, E, or S1}</td>
<td>OutChannel(S1) &lt;= '1';</td>
</tr>
<tr>
<td>InChannel != {N2} AND Position = {N, E, NE, or SE}</td>
<td>OutChannel(N2) &lt;= '1';</td>
</tr>
<tr>
<td>InChannel != {S2} AND Position = {S, E, NE, or SE}</td>
<td>OutChannel(S2) &lt;= '1';</td>
</tr>
</tbody>
</table>

Fig. 4 The basic routing algorithm
D. The packets receiver

In general, packets will be processed in the RC module to verify whether they should be delivered to one of the neighbouring routers or to the local core. If the routing unit is faulty, packets may never reach the destinations. To solve this problem, the packet receiver unit is designed to detect the packets with the local core as the destination before forwarding the packets to the RC module. As shown in Fig. 8 for this purpose, the address segment of packets is compared with the address of the local router using a comparator. Once the address matches the current node address, the packet will be forwarded to the local core.

IV. RESULT AND DISCUSSION

We evaluate the proposed mechanism in terms of reliability and performance. The reliability is the ratio of the number of well-running cases over the total number of cases. In each case, faults will be randomly injected to RC modules and we force packets to take a random turns despite the decision of the routing computation units in the faulty RC modules. This operation is similar to the behaviour when a fault occurs in the circuit level of routers such as stuck-at-1 and stuck-at-0 and eventually faults lead to illegal turns. Those cases with equal number of send/receive packets are defined as the well-running cases meaning that the NoC is fully reliable.

For measuring performance, the time takes for packets to reach from a source node to a destination node is considered under various packet injection rates. The experiments are performed on a 2D 8×8 mesh network using wormhole switching with a constant packet size of 4 flits and different packet injection rates in the POPNET simulator. Faults are injected randomly to each RC module of the on-chip network.

A. Reliability Analysis

In this set of experiments, we evaluate the reliability of the
network for different fault injection percentage between 0% and 20% under Packet Injection Rate (PIR) 0.05 (Packet/Router/Cycle). Since the reliability of the proposed mechanism decreases below 90%, we stop the fault injection percentage at 20%. It means that 58 out of totally 288 RC modules in the 2D 8×8 mesh network is faulty in the most severe case of this experiment. (Note that the routers located in the central part of the network have 5 RC units while the others in the corners and borderlines own 3 and 4 RC units respectively so that we have 288 RC units in total). The proposed mechanism is compared with the DyXY routing algorithm and Triple Modular Redundancy (TMR). In TMR, each RC module with the DyXY routing algorithm is triplicated in order to achieve fault tolerance (i.e. the number of RC units is 864) while in the proposed mechanism the faulty RC module is replaced with a redundant unit with a very simple logic circuit.

Fig. 9 shows the reliability of the proposed mechanism in comparison with DyXY and TMR. As can be seen in this figure, the proposed mechanism is reliable under 14% RC unit failure. DyXY, however, fails by faults in any of the RC units. TMR on the other hand, is reliable even with the same routing algorithm as DyXY when the faulty units are less than 5%. The reason for the efficiency of the proposed method is that the RRC unit is very light-weight and the probability of faults is nearly zero in them. On the contrary, the redundant RC modules in TMR have the same probability of fault as the original module.

The fluctuation in the figures is due to the fact that all random patterns cannot be practically examined. The reliability value for each dot is calculated based on the average of 1000 random selections (e.g. 1000 different random patterns of 2% faulty RCs among more than 700 billion possible patterns).

B. The Performance

The performance of the proposed mechanism under different fault percentage is shown in Fig. 10 to Fig. 14 under 5 traffic patterns as Uniform, Transpose1, Transpose2, Bit-Reversal and Shuffle traffic. The orientation of choosing source and destination nodes generates the difference between Transpose1 and Transpose2. In these figures, the DyXY algorithm is selected as the baseline showing the optimal performance. It is a fully adaptive routing algorithm using the same number of virtual channels as the proposed mechanism but supporting only the minimal directions. The X axis represents the packet injection rate while the Y dimension shows the average latency. As can be seen in these figures, the average latency of the proposed mechanism is nearly the same as those using DyXY when no fault occurs. The reason is that, in fault-free conditions, both methods follow the minimal paths.

In general, faults in central areas have more severe effects on the latency than those located in corners and along the edges. By injecting faults with the percentages of 2, 4, 6, 8, and 10, it can be observed that the network is saturated earlier. The reason is that when increasing the percentage of faults, more packets follow the non-minimal paths and thus experience higher latency.

C. Area Overhead and Power Consumption

To evaluate the area overhead and power consumption, an on-chip network router with the proposed mechanism, DyXY, and TMR are synthesized by Synopsys Design Compiler. For synthesizing, the TSMC45nm technology at the operating frequency of 1GHz and supply voltage of 0.9V is applied. We keep these three mechanism in a highly similar router structure except the PR modules and RC modules to achieve reasonable comparison.

Fig. 9 The reliability of proposed mechanism
For example, they share the same number of physical ports and virtual channels.

As indicated in Table 1, the power consumption and area overhead of the router with the proposed mechanism is comparable with the default router using DyXY routing as well as the default router with the TMR solution. The hardware overhead of the proposed mechanism is between the other two models and the comparison among these models is listed in the table where a router with DyXY is chosen as the baseline. It is shown that the proposed mechanism has an additional 7.29% area and 6.20% power overhead than DyXY while TMR has 38.3% and 24.21% additional overhead.

V. CONCLUSION

We proposed a method to tolerate faults in the routing computation units. It is a fine-grained solution to the control path faults including the basic routing algorithm, the redundancy routing computation (RRC) and the packet receiver unit (PR). By applying this mechanism, the faulty RC module can be replaced by the redundancy routing module which is lightweight and robust, offering reliable services with a low probability of faults. In this case, the other components are still functional which maintain the performance of on-chip network. Experimental results show that the average latency of transmission in the proposed mechanism is almost the same as DyXY routing when no fault occurs. In addition, more reliability can be achieved in the proposed mechanism comparing with those using TMR in RC modules. In the proposed mechanism, the on-chip network is reliable when nearly 14% of the RC modules suffer from transient faults simultaneously. The work presented in this paper concentrated solely on the routing computation unit. For future work, we intend to expand the mechanism focusing on the design of a simple redundant module to the whole control path in NoC router, offering comprehensive solution to faults.
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Table 1. Area overhead and power consumption

<table>
<thead>
<tr>
<th>Proposed Mechanism</th>
<th>Default Router(DyXY)</th>
<th>Default Router(TMR)</th>
<th>Cell area</th>
<th>Cell power</th>
<th>vs in area</th>
<th>vs in power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1848.46um²</td>
<td>264.56uW</td>
<td>+0.00%</td>
<td>+0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2551.44um²</td>
<td>328.60uW</td>
<td>+38.03%</td>
<td>+24.21%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1983.24um²</td>
<td>280.97uW</td>
<td>+7.29%</td>
<td>+6.20%</td>
</tr>
</tbody>
</table>
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