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Abstract- the choice of routing algorithm can have a large
impact on the performance of on-chip networks. As adaptive
routing algorithms may return a set of output channels, a
selection method (routing policy) is employed to choose the
appropriate output channel from the given set. In this paper, we
present a novel on-chip network structure to detect the local
and non-local congested areas. Based on the presented
structure, an efficient congestion-aware selection method is
proposed to choose an output channel that allows a packet to be
routed through a less congested area.

INTRODUCTIONI.
Network-on-Chip (NoC) has been addressed as a solution for

the communication requirements of MPSoCs [1][2]. The
performance and efficiency of NoC largely depend on the
underlying routing technique which decides the direction where a
packet should be sent [2][4][5]. Adaptive routing algorithms can
be decomposed into routing and selection functions. The routing
function supplies a set of output channels for delivering packets
based on the positions of current and destination nodes. The
selection function chooses an output channel from the set of
channels given by the routing function [2]. The selection function
can be classified as either congestion-oblivious or congestion-
aware schemes [6]. In congestion-oblivious algorithms, routing
decisions are independent of the congestion condition of the
network. This policy may disrupt the load balance since the
network status is not considered. Unlike congestion-oblivious
methods, in congestion-aware algorithms, such as Dynamic XY
(DyXY) [7], Neighbors-on-Path (NoP) [6], and BARP [8] the
selection is usually performed using the congestion status of the
network [2]. Most of congestion-aware algorithms consider local
traffic condition in which each router analyses the congestion
condition of its own and adjacent routers to choose an output
channel. Routing decisions based on local congestion information
may lead to an unbalanced distribution of traffic load. Therefore,

routing algorithms based on local congestion information are
efficient only when the traffic is mostly local.  In this paper, an
Agent-based Network-on-Chip (ANoC) method is proposed to
determine the congested areas in the network and route packets
through the less congested areas based on the local/non-local
congestion information.

This paper is organized as follows. In Section II, the proposed
Agent-based Network-on-Chip is described; In Section III, the
congestion-aware selection method is explained, while the results
are discussed in Section IV and the conclusion is given in the last
section.

AGENT-BASED NETWORK-ON-CHIPII.
In the Agent-based Network-on-Chip (ANoC) approach, at

first, the congestion information is distributed over the network
and then the congestion-aware selection method utilizes this local
and non-local congestion information to route packets through
the less congested areas. Fig. 1 shows the Agent-based Network-
on-Chip structure where the network is divided into several
clusters; each includes a number of routers and a cluster agent.
The design consists of two separate mesh networks: actual data
network and lightweight agent network. The actual data network
connects the routers to each other to propagate packets over the
network; while in the agent network, cluster agents are
communicated with each other to spread the congestion
information. Each cluster agent performs two simple tasks. First,
it collects the congestion information from the attached routers
(local routers) and distributes the information to the neighboring
cluster agents as well as the local routers; second, it forwards the
received congestion information from the adjacent cluster agents
to the local routers. Accordingly, each router is aware of the
congestion condition of the routers located in its local and
neighboring clusters.

Fig. 2 illustrates the congestion detection circuit. To compute
the Congestion Level (CL) of a router, the congestion status of



Fig. 1. Agent-based on-chip network.

the input buffers is required by the Agent Cell Unit. We use a
signal named Congestion Status (CS) to indicate the buffer status.
The CS signal of an input buffer is determined by a history-based
scheme capturing the input buffer threshold signal. A 4-bit shift
register is adopted to store the threshold signal whenever a new
flit enters or leaves the buffer (flit events: flit_tx or flit_rx). That
is, in each flit event, if the number of occupied cells of the buffer
is larger (smaller) than a threshold value, the threshold signal is
assigned to one (zero) and stored in the shift register. According
to Fig. 2, the CS signal is asserted if all shift register bits are one.
The CL value of a router is computed by summing up the CS
signals received from the input buffers (e.g. local, east, west,
north, and south ports when no virtual channel is used). In fact,
the CL value of each router indicates its load level, e.g. if the east
and local input buffers of a router are congested (local CS = 1
and  east  CS  =  1),  then  the  CL  value  of  the  router  will  be  2.
Afterward, each cluster agent receives and combines the CL
values of local routers and transfers the CL string to the
neighboring cluster agents as well as to local routers. As the
channel width of cluster agents is identical to the CL string, the
string can be transferred within one clock cycle.

CONGESTION-AWARE SELECTION METHODIII.
By distributing congestion information over the network,

routing decision can be assisted by the local and non-local
congestion information received from different regions of the

network. As mentioned earlier, a cluster agent collects and
concatenates congestion information of routers within its local
routers and transfers the combined information back to the local
routers and to the neighboring clusters. In this way, each router
has the congestion information of several routers in the network.
For an example, consider the node 14 in Fig. 1. This node not
only knows the congestion information of the routers within its
cluster (i.e. routers 15, 20 and 21) but also have the information
about all the routers in the clusters 1, 3, 5 and 7 (i.e. routers 2, 3,
8, 9, 12, 13, 18, 19, 16, 17, 22, 23, 26, 27, 32 and 33).
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Fig. 2. Calculating congestion status and congestion level signals.

A number of different ways can be proposed to use the non-
local information gathered by the Agent-based method in
adaptive routing algorithms. For instance, an output port can be
selected based on the congestion information of the neighboring



clusters or/and the routers located in the minimal path. In this
paper, we have used the non-local congestion information of the
routers in 1-hop, 2-hop and 3-hop neighbors; and we have also
considered the DyXY method as our base adaptive routing
algorithm. We call this method Non-local DyXY.

In the DyXY method, a packet is sent to the X or Y direction
depending on the congestion information of the neighboring
routers. However, in the Non-local DyXY, the routing decision is
made using the congestion information of up to 3-hop neighbors.
To explain the idea, suppose a packet is sent from the router 18 to
the router 4. So, the packet can be delivered to either the east or
south port. The router 18 has the information of the routers in its
own cluster and the clusters 0, 4 and 6. In the Non-local DyXY
method, the congestion information of the routers 19, 20 and 21
are  used  for  determining  the  congestion  value  in  the  east
direction and similarly, the congestion information of the routers
12, 6 and 0 are utilized for the congestion value in the south
direction.

To put more emphasis on the congestion condition of nearby
routers, higher weights are assigned to closer nodes. In the Non-
local DyXY method, different weights are assigned to the 1-hop,
2-hop and 3-hop neighbors. The congestion values in each
direction (Cong_Dir) can be calculated by the following formula:

Cong_Dir= (M)×Cong1hop+(M-1)×Cong2hop+(M-2)×Cong3hop
where M=Min( x, y), x=|xd-xs|, y=|yd-ys|

Based on this formula, a packet is sent to an output channel
which has the lowest Cong_Dir value.

EXPERIMENTAL RESULTSIV.
To evaluate the efficiency of the proposed Agent-based NoC

(ANoC) architecture, two other on-chip networks are also
implemented. These on-chip networks, named NoC1 and NoC2,
are formed by utilizing Dynamic XY (DyXY) [7] and Neighbors-
on-Path (NoP) [6] approaches. For all the routers, the data width
was set to 32 bits. Each input virtual channel has a buffer (FIFO)
with the size of six flits. The congestion threshold value is set to
four. In simulations, the latency is measured by averaging the
latency of the packets when each local core generates 3000
packets. As a performance metric, we use latency defined as the
number of cycles between the initiation of a message operation
issued by a Processing Element (PE) and the time when the
message is completely delivered to the destination PE. The
request rate is defined as the ratio of the successful message
injections into the network interface over the total number of

injection attempts. In order to know the real impact of the
proposed network, we used traces [9] from some application
benchmark  suites  selected  from  SPLASH-2 [10] and
PARSEC [11]. We used the x264 application of PARSEC, and
the Radix, Ocean and fft applications from SPALSH-2 for our
simulation where the cache coherence protocol is MESI [12].
Fig. 3 shows the average packet latency across four benchmark
traces, normalized to NoC1. ANoC provides lower latency than
the other schemes, it shows the greatest performance gain on
Ocean with 24% reduction in latency. The average performance
gain of ANoC is up to 18% across all benchmarks vs. NoC1 and
10% vs. NoC2.

Fig. 3. Performance under different application benchmarks.

CONCLUSIONV.
In this paper, we presented an Agent-based network-on-chip

to diagnose the congested areas. An efficient selection method
was presented for adaptive routing algorithms to choose the
appropriate channel which avoids packets to be routed into
congested areas. The results revealed that the proposed Agent-
based strategy improves the performance significantly.
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