Abstract - Congestion in on-chip networks may cause many drawbacks in multiprocessor systems including throughput reduction, increase in latency, and additional power consumption. Furthermore, conventional congestion control methods, employed for on-chip networks, cannot efficiently collect congestion information and distribute them over the on-chip network. In this paper, we present a novel structure for on-chip networks, named Agent-based Network-on-Chip (ANoC), to diagnose the congested areas. In addition to the presented structure, an efficient Congestion-Aware Selection (CAS) method is proposed to reduce overall network latency. CAS is capable of selecting an appropriate output channel to route packets along a less congested path. 29% average and 35% maximum latency reduction are achieved on SPLASH-2 and PARSEC benchmarks running on a 36-core Chip Multi-Processor.

I. INTRODUCTION

As is predicted by the Moore’s law, over a billion transistors could be integrated on a single chip in the near future. In these chips, hundreds of functional Intellectual Property (IP) blocks and a large amount of embedded memory could be placed together to form a Chip Multi-Processor (CMP) [1]. By increasing the number of IPs and memories in a single chip, the traditional bus-based architectures are not useful anymore and a new communication infrastructure is needed. Network-on-Chip (NoC) has been addressed as a solution for the communication requirement of CMPs [1]. The performance and efficiency of NoC largely depend on the underlying routing technique which decides the direction a packet should be sent.

Routing algorithms are used in NoCs in order to determine the path of a packet from a source to a destination. Routing algorithms are classified as deterministic and adaptive algorithms. Implementations of deterministic routing algorithms are simple but they are not able to balance the load across the links in a non-uniform or bursty traffic [2][3]. The simplest deterministic routing method is dimension-order routing which is known as XY or YX algorithm. The dimension-order routing algorithms route packets by crossing dimensions in strictly increasing order, reducing to zero the offset in one direction before routing in the next one. Adaptive routing has been used in interconnection networks to improve network performance and to tolerate link or router failure. In adaptive routing algorithms, the path a packet travels from a source to a destination is determined by the network condition. So they can decrease the probability of routing packets through congested or faulty regions.

Adaptive routing algorithms can be decomposed into routing and selection functions. The routing function supplies a set of output channels based on the relative position of the current and destination nodes. The selection function chooses an output channel from the set of channels given by the routing function [4].

The selection function can be classified as either congestion-oblivious or congestion-aware scheme [5]. In congestion-oblivious algorithms, such as Zigzag [6] and random [7], routing decisions are independent of the congestion condition of the network. This policy may disrupt the load balance since the network status is not considered. Unlike congestion-oblivious methods, in congestion-aware algorithms, such as DyXY [8], HAMUM [9], BARP [10], GOAL [11] and GAL [12], the selection is usually performed using the congestion status of the network [4]. Most of congestion-aware algorithms consider local traffic condition for decision making in which each router analyses the congestion condition of its own and adjacent routers to choose an output channel. Routing decisions based on local congestion information may lead to an unbalanced distribution of traffic load. Therefore, routing algorithms based on local congestion information are efficient when the traffic is mostly local, i.e. cores communicate with those close to them [13]. In EDXY [14], the congestion information of a router is propagated to its row and column nodes via separate wires. Non-local information provided by these wires is used only when the packet is one row or column away from the destination. In the Neighbor-on-Path (NoP) approach [5], the locality decision is extended to 2-hop neighbors. So, the routing decision is performed based on the congestion information of the nodes within 1-hop and 2-hop of the current node. However, it suffers from the recursive nature of the routing algorithm, resulting in a high hardware overhead and increased router complexity. Moreover, it is not well scalable to N-hop neighbors since the router complexity increases non-linearly for larger N values (N>2) while the required chip area and power consumption increase significantly. In this paper, an Agent-based Network-on-Chip (ANoC) method is proposed to determine the congested areas in the network and route packets through the less congested areas based on the local/non-local congestion information. In this method, a light weight clustering structure is built upon the mesh network to propagate the congestion information over the different regions of the network. This approach employs a Congestion-Aware Selection (CAS) method to choose between the output channels provided by the routing function.

This paper is organized as follows. In Section II, the preliminaries about the on-chip network and the Dynamic-XY routing algorithm are explained. In Section III, the proposed agent-based Network-on-Chip and congestion-aware selection method is discussed. The results are reported in Section IV while the summary and conclusion are given in the last section.

II. PRELIMINARIES

A. ON-CHIP NETWORK

In this paper, we consider a two-dimensional (2D) mesh topology with wormhole switching technique [4][15][16]. Networks with 2D-mesh topology offer massive parallelism and are more scalable than many other approaches in CMP interconnection [4].
Besides, a mesh is well suited to a variety of applications including matrix computation, image processing and problems whose task graphs can be embedded naturally into the topology [17]. A 2D-mesh NoC based system is shown in Fig. 1. The NoC consists of Routers (R), Processing Elements (PE), and Network Interfaces (NI). PEs may be intellectual property (IP) blocks such as CPU or DSP core, video stream processor, high-bandwidth I/O unit or embedded memory. Each core is connected to the corresponding router port using the network interface. A packet is divided into smaller segments called flits which are routed successively until they reach their destination [15]. The first flit, called the header flit, holds the routing and control information and sets up the routing path for all subsequent flits associated with the packet. The header flit always goes first to allocate a path for the remaining flits (data). The remaining flits simply follow the path in a pipeline fashion.

B. THE DyXY ROUTING ALGORITHM

In the Dynamic XY (DyXY) routing algorithm, if there are multiple shortest paths available between the current and destination node, a packet can always be forwarded to either X or Y direction. Therefore, this routing algorithm needs a mechanism to guarantee deadlock avoidance. The DyXY method utilizes one virtual channel along the Y direction to guarantee deadlock freedom. In this method, the network is partitioned into increasing and decreasing subnetworks as shown in Fig. 2. The increasing subnetwork covers the +X direction and half of the channels in the Y direction, while the decreasing subnetwork contains the rest of the channels. Therefore, if the destination node is to the right of the source, the packet will be routed through the increasing subnetwork. Similarly, if the destination node is to the left of the source, the packet will be routed through the decreasing subnetwork. In the case that the source and destination has the same Y address, the packet can be routed using both subnetworks [15]. Since DyXY method has no restrictions to send a packet through the X or Y direction, we have chosen this adaptive method in this paper.

III. AGENT-BASED NETWORKS ON CHIP (ANOC)

In the ANoC approach, at first, the congestion information is distributed over the network and then the congestion-aware selection method utilizes this local and non-local congestion information to route packets through the less congested areas.

A. DISTRIBUTING CONGESTION INFORMATION

Fig. 3(a) shows the Agent-based Network-on-Chip (ANoC) structure where the network is divided into several clusters in which a cluster includes a number of routers and a cluster agent. The design consists of two separate mesh networks: data network and lightweight agent network. The data network connects the routers to each other to propagate packets over the network; while in the agent network, cluster agents communicate with each other to spread the congestion information. Each cluster agent performs two simple tasks. First, it collects the congestion information from the adjacent cluster agents to the local routers. Accordingly, each router is aware of the congestion condition of the routers located in its local and neighboring clusters. To compute the Congestion Level (CL) of a router, the congestion status of the input buffers is required by the Agent Cell Unit. To indicate the buffer status, we use a signal named Congestion Status (CS). The CS signal of an input buffer is determined by a history-based scheme capturing the occupancy of the buffers. The CS signal is asserted if all shift register bits are one.

The CL value of a router is computed by summing up the CS signals received from the seven input ports (i.e. Local, East, West, North_vc1, North_vc2, South_vc1 and South_vc2). In fact, the CL value of each router indicates its load level, e.g. if the east and local input buffers of a router are congested (Local CS = 1 and East CS = 1), then the CL value of the router will be 2. Afterward, each cluster agent receives and combines the CL values of local routers and transfers the CL string to the neighboring cluster agents as well as to the local routers. As the channel width of cluster agents is identical to the CL string, CL strings can be transferred within one clock cycle.

B. CONGESTION-AWARE SELECTION METHOD

By distributing congestion information over the network, routing decision can be assisted by the local and non-local congestion information received from different regions of the network. A cluster agent collects and concatenates congestion information of routers within the cluster and transfers combined information back to each router in the cluster and to the neighboring clusters. In this way, each router has the congestion information of several routers in the network.
Fig. 3. Agent-based on-chip network.

For an example, consider the node 14 in Fig. 3. This node not only knows the congestion condition of the routers within its cluster (i.e. routers 15, 20 and 21) but also have the information about all the routers in the clusters C2, C4, C6 and C8 (i.e. routers 2, 3, 8, 9, 12, 13, 18, 19, 16, 17, 22, 23, 26, 27, 32 and 33).

Depending on the relative position of the source and destination nodes, the Congestion-Aware Selection (CAS) method can be described in two parts as follow: (Note that network-row and network-column indicate the row and column of the data network while agent-row and agent-column refer to the agent network).

1) **The source and destination cluster agents are located in the same agent-row or agent-column**

Since the routing algorithm only supports minimal paths, at most two output channels can be suggested by the routing function at a router. The congestion value for one output channel is calculated using the weighted sum of the 1-hop, 2-hop and 3-hop neighboring nodes. These nodes must be located in the minimal path and in the same network-row (network-column) as the source node. Similarly, the congestion value for the other output channel is provided by the nodes located in the same network-row (network-column) as the destination node. Obviously, if source and destination are in the same network-row or network-column, the routing algorithm can supply only one output channel.

Consider an example in Fig. 4 where the node 31 wants to communicate with the node 6. As can be seen in this figure, the nodes 31 and 6 are connected to cluster agents C7 and C1, respectively, and both of these cluster agents are located in the first agent-column. So, at first, the routing function at the node 31 returns the neighboring nodes 25 and 30 as the possible output directions to send the packet. The node 31 has to choose whether to send a packet to the node 25 or node 30. The node 31 not only can utilize the local congestion information of the neighboring nodes, but also it knows the non-local congestion information of the nodes that resides beyond the nodes 25 and 30, i.e. the nodes 13, 19, 18 and 24. Based on the CAS method, the congestion is measured separately for two different columns located in the minimal path from the source to the designation node. So that, the congestion value of one column is obtained by combining the congestion value of the node 25 with the nodes 19 and 13. For the other column, the congestion value of the node 30 is merged with those of the nodes 24 and 18. To allow a fair comparison, we have considered the same number of nodes in each column. Therefore, at most the congestion information of three nodes is available for the source node, so that even...
if the node 31 knows the congestion value of the node 12, but the CAS method does not utilize it.

To put more emphasis on the congestion condition of nearby nodes, the higher weights are assigned to the closer nodes. In the CAS method, the weight of 3, 2, and 1 is given to the 1-hop, 2-hop, and 3-hop neighbors, respectively. The pseudo code is shown in Fig. 5 (part B).

2) Source and destination are not located in the same agent-row or agent-column

In this case, the congestion value for each possible output channel is provided by the values of the adjacent node and the neighboring cluster. An example is shown in Fig. 4 where node 23 sends a message to the node 1. The routing function suggests two output channels to send the packet from the node 23. For one output channel, the congestion value is calculated by the weighting sum of the congestion value in the node 22 and the cluster C5, while for the other output channel, the congestion value of the node 17 is combined with the congestion value in the node 11 and the cluster C3. To place emphasize on the local congestion values more than non-local information, the neighboring nodes are assigned the weight of 3 while the congestion value of the adjacent clusters are given the weight of 2. The pseudo code is shown in Fig. 5 (part A).

IV. EXPERIMENTAL RESULTS

To evaluate the efficiency of the proposed ANoC architecture, two other on-chip networks are also implemented. These on-chip networks, named NoC1 and NoC2, are formed by utilizing Dynamic XY (DyXY) and Neighbors-on-Path (NoP) approaches. A 2D-NoC simulator is implemented with VHDL to model all major components of the NoC and simulations are carried out to determine the latency-throughput characteristics of each network. For all the routers, the data width is set to 32 bits. Each input virtual channel has a buffer (FIFO) with the size of six flits. The congestion threshold value is set to four meaning that the congestion condition is considered when four out of six buffer slots are occupied. In simulations, the latency is measured by averaging the latency of the packets when each local core generates 3000 packets. As a performance metric, we use latency defined as the number of cycles between the initiation of a message transmission issued by a Processing Element (PE) and the time when the message is completely delivered to the destination PE. The request rate is defined as the ratio of the successful message injections into the network interface over the total number of injection attempts. Two synthetic traffic profiles including uniform random and hotspot, along with SPLASH-2 and PARSEC application traces are used. To calculate the power consumption, we have used Orion library functions [19]. For all routers, the data width and the frequency is set to 32 bits and 1GHz, respectively, which leads to a bandwidth of 32 Gb/s. The packet size is set to 5 flits.

A. PERFORMANCE EVALUATION

1) Uniform Traffic Profile

In the uniform traffic profile, each processing element (PE) generates data packets and sends them to another PE using a uniform distribution [20][21][22]. The mesh sizes are considered to be 8×8 and 14×14. In Fig. 6, the average communication delay as a function of the average packet injection rate is plotted for both mesh sizes. As observed from the results, ANoC leads to the lowest latency. This was expected due to the distribution of traffic over less congested areas. Because of the ANoC structure, each router can observe the congestion information of not only the neighboring routers, but also the routers residing beyond the neighboring routers. Therefore, routers in ANoC distribute traffic more efficiently than the other two networks because the routing unit can determine the non-congested areas using both local and non-local congestion information.

2) Hotspot Traffic Profile

Under the hotspot traffic pattern, one or more nodes are chosen as hotspots receiving an extra portion of the traffic in addition to the regular uniform traffic. In simulations, a hotspot percentage of H, a newly generated message is directed to each hotspot node with an additional H percent probability. We simulate the hotspot traffic with a single hotspot node at (4, 4) and (7, 7) in the 8×8 and 14×14 2D-meshes, respectively. The performance of each network with H = 10% is illustrated in Fig. 7. As observed from the figure, the proposed scheme achieves better performance compared to the other schemes.

3) Application Traffic Profile

In order to know the real impact of the proposed network, we used traces from some application benchmark suites selected from SPLASH-2 [23] and PARSEC [24][25]. Traces are generated from SPLASH and PARSEC using the GEMS simulator [26]. We used the x264 application of PARSEC and the Radix, Ocean, and FFT applications from SPLASH-2 for our simulation. Table 1 summarizes our full system configuration where the cache coherence protocol is MESI [27].

Fig. 8 shows the average packet latency across four benchmark traces, normalized to NoC1. Although ANoC provides lower latency than other schemes, it shows the greatest performance gain on Ocean
with 35% reduction in latency. The average performance gain of ANoC is up to 29% across all benchmarks vs. NoC1 and 22% vs. NoC2.

Table 1. System configuration parameters.

<table>
<thead>
<tr>
<th>Processor Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction set architecture</td>
</tr>
<tr>
<td>Number of processors</td>
</tr>
<tr>
<td>Issue width</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cache configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 cache</td>
</tr>
<tr>
<td>L2 cache</td>
</tr>
<tr>
<td>Cache coherence protocol</td>
</tr>
<tr>
<td>Cache hierarchy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Memory configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
</tr>
<tr>
<td>Access latency</td>
</tr>
<tr>
<td>Requests per processor</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Network configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Router scheme</td>
</tr>
<tr>
<td>Flit size</td>
</tr>
</tbody>
</table>

B. PHYSICAL ANALYSIS

To assess the area overhead and power consumption of the proposed on-chip network, the whole platform of each network is synthesized by Synopsys Design Compiler. Each network includes network interfaces, routers, cluster agents (for ANoC), and communication channels. For synthesis we use the UMC 90nm technology at the operating frequency of 1GHz and supply voltage of 1V. We perform place-and-route, using Cadence Encounter, to have precise power and area estimations. The power dissipation of each scheme is calculated under the x264 benchmark using Synopsys PrimePower in a 6×6 2D mesh. The layout area and power consumption of each platform are shown in Table 2.

Table 2. Hardware implementation details.

<table>
<thead>
<tr>
<th>Networks</th>
<th>Area (mm²)</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoC1</td>
<td>6.670</td>
<td>2.34</td>
</tr>
<tr>
<td>NoC2</td>
<td>6.843</td>
<td>2.61</td>
</tr>
<tr>
<td>ANoC</td>
<td>6.771</td>
<td>2.44</td>
</tr>
</tbody>
</table>

Comparing the area cost of the proposed platform with NoC1 and NoC2 indicates that the NoC2 platform consumes more power and has a higher area overhead and lower performance gain. On the other side, the ANoC platform imposes only 1% hardware overhead and 4% higher power consumption compared to NoC1. The performance of the ANoC platform is around 22% higher than that of NoC1.

V. CONCLUSION

In this paper, we presented an agent-based network-on-chip to determine the congested areas. On top of that, an efficient selection method was presented for adaptive routing algorithms to choose the appropriate channel which avoids packets to be routed in congested areas. To evaluate the proposed scheme, application traces from SPLASH and PARSEC were used. The results revealed that the proposed agent-based strategy improve the performance significantly with minimal overhead in terms of area occupation and power consumption.
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Fig. 6. Performance under different loads in (a) 8×8 2D-mesh and (b) 14×14 2D-mesh under uniform traffic model.

Fig. 7. Performance under different loads in (a) 8×8 2D-mesh and (b) 14×14 2D-mesh under hotspot traffic model with H=10%.

Fig. 8. Performance under different application benchmarks.