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In this paper, we propose two adaptive routing algorithms to alleviate congestion in the network. In the
first algorithm, the routing decision is assisted by the number of occupied buffer slots at the
corresponding input buffer of the next router and the congestion level of that router. Although this
algorithm performs better than the conventional method, DyXY, in some cases the proposed algorithm
leads to non-optimal decisions. Fuzzy controllers compensate for ambiguities in the data by giving a level
of confidence rather than declaring the data simply true or false. To make a better routing decision, we
propose an adaptive routing algorithm based on fuzzy logic for Networks-on-chip where the routing path
is determined based on the current condition of the network. The proposed algorithm avoids congestion
by distributing traffic over the routers that are less congested or have a spare capacity. The output of the
fuzzy controller is the congestion level, so that at each router, the neighboring router with the lowest
congestion value is chosen for routing a packet. To evaluate the proposed routing method, we use two
multimedia applications and two synthetic traffic profiles. The experimental results show that the
fuzzy-based routing scheme improves the performance over the DyXY routing algorithm by up to 25%
with a negligible hardware overhead.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Nowadays, System-on-Chip (SoC) designers employ traditional
buses or hierarchical bus structures to connect Processing Ele-
ments (PEs) together. Buses cannot transfer more than one data
stream simultaneously so that they act as a bottleneck in future
many-core architectures. In addition, the main challenges of SoC
designers are to come up with the structured, scalable, reusable,
and high performance communication platform for integrating a
large number of cores on a single chip. To meet these require-
ments, many research groups have concurrently proposed the idea
of using a packet-switched network for on-chip communication in
the realm of many-core architectures. This communication plat-
form is called Network-on-Chip (NoC) [1–3].

NoC provides scalability and reusability of communication
infrastructure, reducing time to design and time to market of
new products. The performance and efficiency of NoC highly de-
pend on the underlying communication infrastructure which relies
on the performance of the on-chip routers. Thus, the design of high
performance routers represents the success of the NoC approach.
The router is the main component of the interconnection architec-
ture that is responsible for delivering packets from input ports to
ll rights reserved.
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output ports. A network consists of an interconnection of routers
together in order to enable the cores to communicate with each
other. A mesh-based NoC architecture has been proposed to inter-
connect the routers as a solution for the complex on-chip commu-
nication problems [4,5]. This architecture consists of typical
routers in grid mesh, where each router is connected to a PE (i.e.
a general-purpose processor, a DSP, a memory module, etc.) [6].

A routing algorithm defines a path taken by a packet between a
source and a destination. Routing algorithms are classified as
deterministic and adaptive algorithms. Implementations of deter-
ministic routing algorithms are simple but they are not able to bal-
ance the load across the links in a non-uniform or bursty traffic
[5,7]. The simplest deterministic routing method is dimension-or-
der routing which is known as XY or YX algorithm. In the dimen-
sion-order routing algorithms, packets are routed by crossing
dimensions in strictly increasing order, reducing to zero the offset
in one dimension before routing in the next one. Adaptive routing
has been used in interconnection networks to improve network
performance and to tolerate link or router failures [8–10]. In adap-
tive routing algorithms, the path a packet travels from a source to a
destination is determined by the network condition. So, they can
decrease the probability of routing packets through congested or
faulty regions.

In minimal routing algorithms, the shortest paths can be used
for transmitting packets between the source and destination
routers. Minimal adaptive routing algorithms that do not allow
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packets to use all of the shortest paths are called partially adaptive,
while in fully adaptive methods, packets are able to choose among
all the shortest paths available between the source and destination
[5,8,11–14].

Two main tasks of a routing algorithm are determining a path
and transferring packets from a source to a destination. The packet
transformation refers to the packet switching communication
which is relatively straightforward while the path determination
can be complex. Routing algorithms use a variety of metrics to esti-
mate the optimal path for a packet. Metrics such as path length
(hop count), reliability, delay, bandwidth, and load are commonly
used to determine an optimal route. In our proposed routing
schemes, the number of occupied buffer slots at the corresponding
input buffer of the next router and the congestion level of that rou-
ter are exploited as routing metrics. The proposed routing schemes
result in increasing the throughput for the same value of average
latency per packet under high offered load conditions or decreasing
the average latency per packet under low and moderate load
conditions.

Fuzzy controllers are classic knowledge-based controllers that
have been successfully implemented in various applications where
the human expertise and dealing with uncertainty play a vital role
in the decision making process. Fuzzy systems avoid arbitrary rigid
boundaries by giving a level of confidence to the data. They are
commonly used to improve the performance or to resolve ambigu-
ities in complex problems that are difficult to tackle mathemati-
cally. Since control problems in communication systems become
increasingly complex (due to their characteristics of having multi-
ple performance criteria), the use of fuzzy and adaptive algorithms
is indeed well suited to increase the performance. Most applica-
tions using fuzzy logic can be regarded as systems with numerical
inputs and outputs [15]. The linguistic descriptions are used to de-
fine the relationship between input(s) and output(s).

In this paper, at first we propose a Non-Fuzzy Routing Algorithm
(NFRA). NFRA can improve the performance over the well-known
adaptive method, DyXY, by using more efficient congestion metrics.
Then, we present a Fuzzy-based Routing Algorithm (FRA), utilizing
the fuzzy logic controller. The fuzzy system is employed to generate
the fuzzy cost of candidate directions for delivering a packet. In
both fuzzy and non-fuzzy approaches, the congestion metrics are
the number of occupied buffer slots at the corresponding input buf-
fer of the next router and the congestion level of that router. At each
router, the output direction with the lowest cost is chosen as the
one to deliver the packet. The use of fuzzy logic algorithms in path
decision making leads to distribute traffic over the less-congested
routers. Hence, the average latency can be improved.

The rest of the paper is organized as follows. Section 2 reviews
the related works. In Section 3, the preliminaries about the NoC
platform and fuzzy system are given. The proposed non-fuzzy
and fuzzy methods are described in Section 4 while experimental
results are discussed in Section 5. Finally Section 6 concludes the
paper.
2. Related work

There have been significant published works on efficient rout-
ing schemes in off-chip and on-chip networks. Nilson et al. [16]
proposed a Proximity Congestion Awareness (PCA) technique to
avoid congestion in the network. In this method, traffic in the hot-
spot area can be alleviated by spreading it over a larger region
based on employing different routing rules. PCA can be utilized
to distribute the traffic load more evenly. The congestion metric
in PCA is called stress value that determines the load level of a
router. This value is sent from one router to its neighbors in all
directions. In this way, each router receives at most four values
from their neighbors, obtaining a global view of the congestion
condition in surrounding routers. Hu and Marculescu in [17] pro-
posed the DyAD routing technique for on-chip networks which
combines the advantages of both deterministic and adaptive rout-
ing schemes by switching between them based on the congestion
condition of the network. When traffic is light, the deterministic
routing algorithm is used, otherwise the adaptive routing algo-
rithm is employed. An adaptive deadlock-free routing algorithm,
called Dynamic XY (DyXY), has been proposed in [18]. In this
scheme, a packet is sent either to the X or Y direction depending
on the networks’ congestion condition. The decision on the next
hop is made based on the congestion condition of the neighboring
routers. DyXY suffers from making non-optimal routing decisions
which may result in forwarding packets to congested regions. Lot-
fi-Kamran et al. [19] introduced the Enhanced DyXY routing algo-
rithm (EDXY) where the congestion information of a router is
propagated to all routers in its row and column via separate wires.
Non-local information provided by these wires is used only when
the packet is one row or column away from the destination router.
Balanced Adaptive Routing Protocol (BARP) [20] is another ap-
proach proposed in on-chip networks. This method is able to
evenly distribute packets over the output ports.

The fuzzy controllers are widely used in many different fields
nowadays, ranging from control applications, robotics, image and
speech processing to biological and medical systems [15]. Fuzzy
controllers have already received much attention in Ad Hoc, wire-
less and interconnection networks [21,22]. For example in [21], a
fuzzy controller is used to instruct cache decisions and to optimize
routing selection, so that only high quality links are used between
source and destination routers. In [23], the authors present a fuzzy
controller-based QoS routing algorithm in mobile Ad Hoc networks
in order to dynamically evaluate the route expiry time. In [22],
hop-count, bandwidth, and mobile speed are considered for rout-
ing decision based on fuzzy logic system to satisfy the required
QoS. In [24], using fuzzy rules, the link cost is dynamically deter-
mined depending on the link delay and the number of packets
waiting in the queue.

The analysis of control problems in communication systems can
be perfectly done using fuzzy logic, due to their characteristics of
having multiple performance criteria [25]. However, the concept
of fuzzy logic has not been distinctly stated in the realm of NoCs.
This motivated us to present an efficient adaptive routing algo-
rithm based on fuzzy sets for NoCs. This algorithm takes advantage
of the fuzzy-based system to deliver packets through less con-
gested region. The cost is dynamically determined based on the
present condition of the network.
3. Preliminaries

3.1. NoC platform

A 2D-mesh NoC based system is shown in Fig. 1. It consists of
routers (R), processing elements (PE), links between routers (L),
and network interfaces (NI) where PEs can be intellectual property
(IP) blocks or memory modules (M). Each core is connected to the
corresponding router port using the network interface [6,26]. Rou-
ters have layered structure and contain an address decoder, a
switch controller, a routing unit, an arbitration unit, and communi-
cation ports. Communication ports connect the routers together.
They include input and output channels. Each router has at most
five bi-directional ports: East, West, North, South, and Local. Each
input port has a buffer to store the incoming packets temporarily.
The local port connects the router to the local core. The other ports
of the router are connected to the neighboring routers, as pre-
sented in Fig. 1.



Fig. 1. Tile-based 2D-Mesh topology.
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3.2. Fuzzy system

As illustrated in Fig. 2(a), a fuzzy inference system (FIS) consists
of an input stage (fuzzification), an inference system, a composi-
tion unit, and an output stage (defuzzification). Fuzzification is a
process of converting crisp input values to fuzzy values. The fuzzy
inference system uses the collection of linguistic rules to convert
the fuzzy inputs into fuzzy outputs. In the composition stage, the
fuzzy outputs of all rules are combined together to obtain a single
fuzzy output. Defuzzification converts the fuzzy output into crisp
output value. Fig. 2(b) demonstrates employing a fuzzy logic sys-
tem in a router. A packet can be sent through at most two direc-
tions toward the destination router. The cost is calculated over
two candidate minimal directions using fuzzy logic. The packet is
sent to a direction with the lowest cost.

4. The proposed non-fuzzy and fuzzy methods

4.1. Non-fuzzy method

Deterministic routing schemes such as XY are more susceptible
to hotspot formation as they provide no alternative choice for rout-
ing packets when the network becomes congested. In adaptive
Fuzzification Inference system
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Fig. 2. (a) General fuzzy system
methods, depending on the traffic condition, the route computa-
tion unit may select different paths at different times for the same
source and destination pair. Using adaptive routing, the deadlock
becomes an issue when packets are waiting for each other in a
cycle.

One way to achieve deadlock-free adaptive routing is to use vir-
tual channels [27]. However, adding virtual channels is not free as
it requires extra buffering space and complex control logic. Some
partial adaptive routing algorithms such as Odd–Even [28] and
DyAD [17] do not use virtual channels for avoiding deadlock. These
routing algorithms prohibit at least one turn in each of the possible
routing cycles [29], thus reducing the degree of adaptiveness. Our
Non-Fuzzy Routing Algorithm (NFRA) is based on the fully adaptive
routing algorithm, DyXY, using one and two virtual channels along
the X and Y dimensions, respectively.

Deadlock freeness should be guaranteed since packets are able
to select between X and Y directions at each router. Usually, the fol-
lowing method is used to guarantee deadlock freeness in fully
adaptive routing algorithms in 2D mesh networks. Virtual channels
in the Y dimension are divided into two parts. Therefore, the net-
work is partitioned into two sub-networks called +X sub-network
and �X sub-network, each having half of the channels in the Y
dimension. If the destination router is in the east of the source,
Composition
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the packet will be routed through the +X sub-network. If the desti-
nation router is in the west of the source, the packet will be routed
through the �X sub-network; otherwise the packet can be routed
using either sub-networks [30].

In the DyXY method, a pre-port selection unit is added to the
router. Based on the number of occupied buffer slots in an instant
input buffer of the neighboring routers, the pre-port selection unit
selects the best candidate between two minimal directions (i.e.
North vs. East for northeast packets; North vs. West for northwest
packets; South vs. East for southeast packets; and South vs. West
for southwest packets) and makes a routing decision based on this
information. Although DyXY is simple, in many cases it leads to
non-optimal routing decisions. Let us consider the example of
Fig. 3 when the router 5 has to decide whether to send a packet
to the router 6 or 9. Since the number of occupied buffer slots in
the south input buffer of the router 9 (i.e. five occupied buffer slots)
is more than the west input buffer of the router 6 (i.e. four occu-
pied buffer slots), the packet is sent to the router 6 based on the
DyXY routing algorithm. The decision is made because of one more
occupied buffer slot at the router 9. Now, by looking at the overall
congestion level at routers 6 and 9, we notice that the total number
of occupied buffer slots at the router 6 (i.e. 28 occupied buffer
slots) is considerably larger than that of the router 9 (i.e. 15 occu-
pied buffer slots). In other words, the contention at the router 6 is
high and thus packets entering this router from the west input port
will be in competition with other packets to receive the desired
output channel while this contention situation is mild at the router
9. In this example, obviously it was better to deliver a packet to the
router 9 rather than the router 6. It is worth mentioning that DyXY
selects a direction by random in the case of the same congestion
values in two directions. This example shows that DyXY may lead
to a non-optimal decision when the number of occupied buffer
slots is comparable in two directions.

In order to improve the performance of DyXY, we proposed a
method, named Non-Fuzzy Routing Algorithm (NFRA), which uti-
lizes two parameters for choosing between output directions.
These parameters are the number of occupied buffer slots in an in-
stant input buffer of the neighboring router (OccupiedSlots_Input)
and the total number of occupied buffer slots in the neighboring
router (OccupiedSlots_Router). To exchange the congestion informa-
tion of OccupiedSlots_Input and OccupiedSlots_Router between adja-
cent routers, 4-bit and 6-bit wires are required. In NFRA, when the
Fig. 3. Non-optimal decision in the DyXY routing algorithm.
differences between OccupiedSlots_Input values in two directions
are less than or equal to two, OccupiedSlots_Routers are checked,
so that the packet is sent to a direction which has the lowest
OccupiedSlots_Router.

OccupiedSlots_Input has been considered as the main factor in
NFRA since it has the information about the available slots in an in-
stant input buffer to accommodate a packet rather than the overall
router congestion condition (OccupiedSlots_Router). Considering
the same example as in Fig. 3, since the values of OccupiedS-
lots_Inputs are comparable, the values of OccupiedSlots_Routers
are compared together and thus the packet is sent to the router
9, resulting in a right decision. The NFRA routing algorithm is
shown in Fig. 4.

Although NFRA can alleviate the shortcoming of the DyXY rout-
ing algorithm, it is still suffering from making non-optimal deci-
sions due to using rigid boundaries in input parameters.
Regardless of the metrics used, this is a common drawback of tra-
ditional methods. In the following example, we explain this prob-
lem in the case of the NFRA routing algorithm. In Fig. 5(a) suppose
that the router 5 has two options (i.e. the router 6 or 9) to forward
a packet toward the desired destination. At the router 5, the con-
gestion statuses of the west buffer of the router 6 is compared with
the south buffer of the router 9. Since the router 9 has five occupied
slots in the input buffer more than that of the router 6, the packet
is delivered to the router 6. However, it might not be a right deci-
sion as well, as the packet at the switch 9 may get access to its de-
sired output channel earlier than at the switch 6. As another
example in Fig. 5(b), when the values of OccupiedSlots_Input are
three and five in two directions, the decision will depend on the
values of OccupiedSlots_Router. This may not lead to an optimal
decision as the values of OccupiedSlots_Router are nearly similar.
On the other hand, the router 6 is able to accommodate more flits
of the arriving packet and thus it is a better choice. In sum, the
inability to find a proper output direction is the weakness of almost
all traditional methods. On top of it, solutions vary for different
buffer sizes and different metrics. These problems are due to the
fact that the decision making is based on rigid boundaries on input
variables. A possibility to solve this problem is to qualify the rout-
ing algorithms by the means of the fuzzy logic system that allows a
flexible and controllable routing process. As the number of control
metrics becomes high and controlling the system becomes com-
plex, the use of fuzzy and adaptive control algorithms will be more
attractive.

4.2. Fuzzy method

In this section, we propose a Fuzzy-based Routing Algorithm
named FRA. It provides a new paradigm for NoC router design
using the fuzzy controller to reach a better performance gain com-
pared with other router designs. As explained earlier, the fuzzy
controller has four parts as fuzzification, inference system, compo-
sition, and defuzzification. Fuzzification of a real-valued variable is
done with the intuition, experience and analysis of the set of rules
and conditions associated with the input data variables. There is no
fixed set of procedures for the fuzzification.

4.2.1. Fuzzification
Like NFRA, FRA has two input variables (i.e. OccupiedSlots_input

and OccupiedSlots_Router) and one output (i.e. Cost). In the fuzzifi-
cation stage, the fuzzy controller accepts the crisp inputs and maps
them into their membership functions, known as fuzzy set. Fuzzifi-
cation determines the degree of membership for a crisp input v
being applied to appropriate fuzzy set l. The degree of member-
ship is a number between 0 and 1.

l : v! ½0;1�



Fig. 4. The pseudo code of NFRA.

(a) (b)
Fig. 5. Two examples of non-optimal decisions in traditional methods.
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The value 0 means that v is not a member of the fuzzy set; the
value 1 means that v is fully a member of the fuzzy set. The values
between 0 and 1 characterize fuzzy members, which partially be-
long to the fuzzy set.

A membership function (MF) is a curve that defines how each
point in the input space is mapped to a membership value (or de-
gree of membership) between 0 and 1. The input space is some-
times referred to as the universe of discourse [31]. The most
commonly used shapes for membership functions are triangular,
trapezoidal, and Gaussian. Among them, the triangular member-
ship function is the simplest and the most frequently used
[31,32]. In the proposed FRA, the assigned membership functions
to input and output variables are chosen as triangular. The triangu-
lar edges can be identified by the triple (a,b,c) (with a < b < c). The
parameters (a,b,c) determine the x coordinates of the three corners
of the underlying triangular function. Fig. 6(a) illustrates a triangu-
lar membership function defined by the triangle (2,4,6). The point
4 has the largest value in the membership function.

In the following, we have defined a fuzzy membership function
for OccupiedSlots_Input and OccupiedSlots_Router as the input met-
rics and Cost as the output parameter.

From three to seven curves are generally appropriate to cover
the required range of an input value, or the universe of discourse
in a fuzzy region. We have examined the fuzzy system using three,
five, and seven curves. The performance gain of considering five
and seven curves was considerable in comparison with three
curves while the difference between five and seven curves was
negligible. Thereby, in this work, the fuzzy set includes five states
as ‘‘zero (Z)’’, ‘‘very small (VS)’’, ‘‘small (S)’’, ‘‘medium (M)’’, and
‘‘large (L)’’.



Fig. 6. An example of triangular membership function.
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4.2.1.1. Membership function of OccupiedSlots_Input. Considering
the number of occupied buffer slots in the input buffer (OccupiedS-
lots_Input), the universe of discourse includes the numbers be-
tween 0 and 8. The value of zero indicates that the input buffer
is empty while the value of eight indicates that the buffer is full.
The triangular membership function maps the number of occupied
buffer slots in the input buffer ranged from 0 to 8 (OccupiedS-
lots_Input) to five fuzzy sets (Z, VS, S, M, and L) by a degree of mem-
bership. The assignment is illustrated in Fig. 7(a). According to this
figure, the fuzzy sets are {Z: triangle (0,0,2)}, {VS: triangle (0,2,4)},
{S: triangle (2,4,6)}, {M: triangle (4,6,8)}, and {L: triangle (6,8,8)}.
4.2.1.2. Membership function of OccupiedSlots_Router. OccupiedS-
lots_Router can be a number between 0 and 40, where the value
of zero means that all the input buffers in the router are empty
while the value of 40 indicates that all input buffers are full. This
variable can be divided into five fuzzy sets as (Z, VS, S, M, and L).
As shown in Fig. 7(b), the crisp values are mapped into the sets
associated with the degree of membership by defining fuzzy sets
as {Z: triangle (0,0,10)}, {VS: triangle (0,10,20)}, {S: triangle
(10,20,30)}, {M: triangle (20,30,40)}, and {L: triangle (30,40,40)}.
4.2.1.3. Membership function of cost. We have defined Cost as a va-
lue between 0 and 40. The fuzzy set includes the states as ‘‘zero
(Z)’’, ‘‘very small (VS)’’, ‘‘small (S)’’, ‘‘medium (M)’’, and ‘‘large
(L)’’. The triangular membership function maps the input element
to a certain fuzzy set by a degree of membership. As illustrated in
Fig. 7(c), the fuzzy sets are {Z: triangle (0,0,10)}, {VS: triangle
(0,10,20)}, {S: triangle (10,20,30)}, {M: triangle (20,30,40)}, and
{L: triangle (30,40,40)}.

With these schemes, the states of input variable are no longer
changed abruptly from one state to the next. Instead, as the input
changes, it loses a value in one membership function while gaining
(a)
Fig. 7. (a) OccupiedSlots_Input (b) OccupiedSlo
a value in the next. In other words, an input variable with some de-
gree is part of two membership functions. In Fig. 7(a), for example,
when OccupiedSlots_Input is 2, the input fully belongs to the mem-
bership function VS. However, when OccupiedSlots_Input is 3, the
input is partially (0.5 each) part of two membership functions VS
and S. In general, a fuzzy system is constructed based on human
expertise and expert knowledge. The boundaries of the states are
also defined in the same manner. The knowledge can be obtained
by experiments.
4.2.2. Fuzzy inference system
An inference engine is equipped with fuzzy rules to make a

decision for an output channel based on the current condition of
the network. The inference engine is characterized by a set of lin-
guistic statements to describe the system by using a number of
conditional ‘‘IF–THEN’’ rules where the IF part is called the ‘‘ante-
cedent’’ and the THEN part is called the ‘‘consequent’’. Expert
knowledge is usually used to form the rules of a fuzzy inference
system. Table 1 contains the rules used in FRA with two fuzzy in-
puts and one fuzzy output. The table provides various ranges of
output for different ranges of inputs. Filling a data table with fuzzy
attributes (scaling) is subjective. The table is filled based on the ba-
sic knowledge on the impact of each metric in the overall perfor-
mance of the network. Based on our experiments, small changes
in the table have negligible impact on the performance.

Fuzzy rule sets usually have several antecedents that are com-
bined using fuzzy operators, such as fuzzy intersection (AND)
and fuzzy union (OR). If the rule uses an AND relationship for the
mapping of two input variables, the minimum of those values is
used as the output while for the OR relationship, the maximum
is used. In FRA, the AND operator is utilized to combine the fuzzy
inputs.

Let us consider an example in Fig. 8 where the OccupiedS-
lots_Input and OccupiedSlots_Router have the values of 5 and 18,
respectively. As shown in Fig. 8(a), OccupiedSlots_Input is a part
of membership functions S and M while the portion of each mem-
bership function is 0.5. The input OccupiedSlots_Router is a part of
membership functions VS and S as illustrated in Fig. 8(b). In this
case, the degree of membership for membership functions VS
and S is 0.2 and 0.8, respectively.

As shown in the example of Fig. 9, there are four combinations
between OccupiedSlots_Input and OccupiedSlots_Router as:

� Fig. 9(a): OccupiedSlots_Input: S and OccupiedSlots_Router: VS.
� Fig. 9(b): OccupiedSlots_Input: S and OccupiedSlots_Router: S.
� Fig. 9(c): OccupiedSlots_Input: M and OccupiedSlots_Router: VS.
� Fig. 9(d): OccupiedSlots_Input: M and OccupiedSlots_Router: S.
(b) (c)
ts_Router (c) Cost membership functions.
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Based on these combinations, four following rules are fired
according to Table 1:
Table 1
FRA inference rules.

Rules OccupiedSlots_Router

Z VS S M L

OccupiedSlots_Input Z Z Z VS S M
VS Z VS VS S M
S VS VS S M M
M S S M L L
L M M L L L

(a)
Fig. 8. (a) OccupiedSlots_Input (b) OccupiedSlots_Ro

(a)

(c)
Fig. 9. Cost for (a) rule1 (b) r
� Rule1 (Fig. 9(a)): IF (OccupiedSlots_Input is S) AND (OccupiedS-
lots_Router is VS) THEN (Cost is VS).
� Rule2 (Fig. 9(b)): IF (OccupiedSlots_Input is S) AND (OccupiedS-

lots_Router is S) THEN (Cost is S).
� Rule3 (Fig. 9(c)): IF (OccupiedSlots_Input is M) AND (OccupiedS-

lots_Router is VS) THEN (Cost is S).
� Rule4 (Fig. 9(d)): IF (OccupiedSlots_Input is M) AND (OccupiedS-

lots_Router is S) THEN (Cost is M).

4.2.3. Composition and defuzzification
Defuzzification is the process of producing a quantifiable result

in fuzzy logic, and converting the fuzzy control action into a crisp
value. The outputs of all rules should be aggregated and converted
into a single output. Two methods for defuzzification are widely
used:
(b)
uter as a part of two membership functions.

(b)

(d)
ule2 (c) rule3 (d) rule4.



Fig. 10. Composition of the Cost membership function of all rules and producing a
crisp value using CoG method.
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1. The Center-of-Gravity method (CoG). This method finds the
geometrical center. It favors the rule with the output of the
greatest area.

2. The Mean-of-Maxima method (MoM). This method finds the
value which has the maximum membership degree according
to the fuzzy membership function.

MoM is simpler but it loses useful information while CoG is the
commonly used method as it is more efficient. In this paper, the
CoG defuzzification method is used to produce a crisp value.

In the defuzzification stage, the four obtained cost values
(Fig. 9) are combined together and by using the Center-of-Gravity
method, a single cost value is extracted. As shown in Fig. 10, the
fuzzy outputs of the same cost membership function are summed
together while the values in different membership functions are
united (i.e. the maximum value is considered).

In this case, the cost value can be calculated from the following
formula:

Obtained Costnode9 ¼
ObtainedCosts

degree of membership functions

¼ ð10 � 0:2Þ þ ð20 � 0:5Þ þ ð20 � 0:2Þ þ ð30 � 0:5Þ
0:2þ 0:5þ 0:2þ 0:5

� 22

According to this formula, the degree of membership function
of each rule is multiplied to the cost value associated with the
maximum value in the membership function and then divided by
the sum of all of the degrees of membership functions.

This procedure is done for both candidate directions and a pack-
et is delivered in a direction with a smaller Cost value. Although in
this work, the congestion metric parameters of the number of
(a)
Fig. 11. The degree of membership functio
occupied slots (OccupiedSlots_Input) and congestion level of a rou-
ter (OccupiedSlots_Router) are used, the proposed approach is gen-
eric and can be easily extended to different routing metrics.

Now, let us employ the proposed fuzzy logic system in the
example of Fig. 5(b) where a packet should be delivered either
through the router 9 or 6. The conditions of these routers are as
follows:

node9 ¼
FreeSlotsInput ¼ 5
FreeSlotsRouter ¼ 27

� �

node6 ¼
FreeSlotsInput ¼ 3
FreeSlotsRouter ¼ 26

� �

We first measure the cost of selecting the router 9 and then the
router 6. Considering the router 9, the degree of membership func-
tion for the input parameter OccupiedSlots_Input is shown in
Fig. 11(a) and the input parameter OccupiedSlots_Router is shown
in Fig. 11(b). According to these figures, the degree of membership
in four triangles is non-zero: S and M for the input parameter Occu-
piedSlots_Input and S and M for the input parameter OccupiedS-
lots_Router. The combinations of these membership functions
result in a new membership function called Cost. The type of the
membership function (Cost) is extracted from Table 1 while the de-
gree of membership function is achieved by using an AND opera-
tor. The obtained Cost and the degree of membership are shown
in Table 2. Finally, the cost of the router 9 is calculated by:

ObtainedCostnode9 ¼
ObtainedCosts Values

degree of membershipfunctions

¼ ð20 � 0:3Þ þ ð30 � 0:5Þ þ ð30 � 0:3Þ þ ð40 � 0:5Þ
0:3þ 0:5þ 0:3þ 0:5

� 31

Similarly, the degree of membership function for each input
parameter at router 6 is shown in Fig. 12.

The information on the cost membership function is listed in
Table 3. Finally, the cost of the router 6 is measured as follow:

ObtainedCostnode6 ¼
ObtainedCosts

degree of membership functions

¼ ð10 � 0:4Þ þ ð20 � 0:5Þ þ ð20 � 0:4Þ þ ð30 � 0:5Þ
0:4þ 0:5þ 0:4þ 0:5

� 20

Now, the cost of sending a packet to the router 9 or 6 is 31 and
20, respectively, so the packet is sent toward the destination via
the router 6 which is less congested. This choice is reasonable as
the router 9 has more occupied buffer slots in the input buffer than
the router 6 while the overall congestion conditions of both routers
(b)
n for the input parameters at router 9.



Table 2
The cost membership function of the router 9; MF stands for the membership function.

OccupiedSlots_Input Degree of MF OccupiedSlots_Router Degree of MF Cost Maxvalue of MF Degree of MF

S 0.5 S 0.3 Rule(S,S) = S 20 (0.5 AND 0.3) = 0.3
S 0.5 M 0.7 Rule(S,M) = M 30 (0.5 AND 0.7) = 0.5
M 0.5 S 0.3 Rule(M,S) = M 30 (0.5 AND 0.3) = 0.3
M 0.5 M 0.7 Rule(M,M) = L 40 (0.5 AND 0.7) = 0.5

(a) (b)
Fig. 12. The degree of membership function for the input parameters at router 6.

Table 3
The cost membership function of the router 6.

OccupiedSlots_Input Degree of MF OccupiedSlots_Router Degree of MF Cost Maxvalue of MF Degree of MF

VS 0.5 S 0.4 Rule(VS,S) = VS 10 (0.5 AND 0.4) = 0.4
VS 0.5 M 0.6 Rule(VS,M) = S 20 (0.5 AND 0.6) = 0.5
S 0.5 S 0.4 Rule(S,S) = S 20 (0.5 AND 0.4) = 0.4
S 0.5 M 0.6 Rule(S,M) = M 30 (0.5 AND 0.6) = 0.5
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Fig. 13. Performance in an 8 � 8 mesh network under the uniform traffic profile.
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Fig. 14. Performance in an 8 � 8 mesh network under hotspot traffic profile with
H = 10.
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are similar. If the final result is not satisfactory (e.g. the router 6
has a higher cost value than the router 9), it means that the fuzzy
rules are not well defined and should be modified.

5. Experimental results

To assess the efficiency of the proposed adaptive routing algo-
rithms, NFRA and FRA, we compare them with DyXY under two
types of traffic: synthetic and multimedia. We have developed a
synthesizable NoC simulator implemented in VHDL to evaluate
the efficiency of NFRA and FRA. This simulator is based on worm-
hole switching in a two-dimensional mesh configuration. The sim-
ulator inputs include the array size, the routing algorithm, the link
width, the buffer size, and the traffic type. For all routers, the data
width was set to 32 bits, and each input port has a buffer (FIFO)
size of 8 flits. For the performance metric, we use the latency de-
fined as the number of cycles between the initiation of the message
and the time when the tail of the message reaches the destination.

The delay of computing resources in a router, including the fuz-
zy system, has been considered in the results. In simulation, it is



(a) (b)
Fig. 15. VOPD block diagram, with communication BW annotated (in MB/s) and (b) its mapping onto a mesh topology [33].

(a) (b)
Fig. 16. (a) MPEG4 decoder block diagram, with communication BW annotated (in MB/s) and (b) its mapping onto a mesh topology [33].

Fig. 17. Simulation results under two multimedia traffic profiles: MPEG and VOPD.

Table 4
Hardware implementation details.

Network platforms Area (mm2) Power (mW)

DyXY 2.563 1.355
NFRA 2.565 1.274
FRA 2.594 1.303
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assumed that the links between routers have the same transmis-
sion bandwidth and length. This assumption is logical because
the propagation delay of a traffic flow in the high performance
communication is normally very small in comparison with its
queuing delay in the routing nodes. The proposed schemes are
evaluated for various traffic loads in an 8 � 8 mesh network. The
packet size is uniformly distributed between 1 and 10 flits.
5.1. Performance evaluation under uniform traffic profile

In the uniform traffic model, each PE sends a packet to any other
core with equal probability. As illustrated in Fig. 13, NFRA has bet-
ter performance than DyXY while FRA performs the best under the
uniform traffic profile. This performance improvement of NFRA is
due to the fact that it makes a better local decision than DyXY.
On other hand, FRA performs the best as the routing decision based
on FRA leads of a better distribution of packets over the network.
5.2. Performance evaluation under hotspot traffic profile

In the hotspot traffic model, a PE receives an extra portion (H) of
traffic more than the other switches (here we assume the switch
(4.4) receives H = 10% more traffic). As illustrated in Fig. 14, FRA
performs the best and then NFRA and DyXY, respectively. This per-
formance improvement of FRA over NFRA and DyXY shows that
employing fuzzy logic mechanism results in a better routing deci-
sion which in turn reduces the average packets latency.
5.3. Multimedia traffic

NFRA and FRA are also evaluated under two realistic case stud-
ies mapped onto a 3 � 4 mesh topology. We selected two different
video processing applications: Video Object Plane Decoder (VOPD)
and MPEG4 decoder [33]. Figs. 15 and 16 depict the VOPD and
MPEG4 Decoder block diagrams mapped onto 3 � 4 mesh topolo-
gies, respectively. As shown in Fig. 17, FRA decreases the latency
considerably where the performance gain is up to 24% and 25% un-
der the MPEG and VOPD traffic profiles, respectively, compared
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with the DyXY routing algorithm. The performance gain of NFRA
over the DyXY method is around 4% and 6% under the MPEG and
VOPD traffic profiles, respectively.

5.4. Hardware overhead

For appraising the area overhead of the switch utilizing the pro-
posed fuzzy logic, each scheme was synthesized by Synopsys De-
sign Compiler using the TSMC 65 nm technology with an
operating point of 500 MHz and supply voltage of 1 V. We perform
place-and-route, using Cadence Encounter, to have precise power
and area estimations. The power dissipation of each scheme is cal-
culated under the uniform traffic profile near the saturation point
using Synopsys PrimePower in an 8 � 8 mesh network. The layout
area and power consumption of each platform are shown in Ta-
ble 4. Comparing the area cost of the switches using DyXY and
NFRA and the one employing FRA indicates that the hardware
overhead of implementing a switch using the fuzzy logic is larger.
However, the FRA consumes less power than two other approaches
due to a better traffic distribution over the network.

6. Conclusion

In this paper, at first we proposed a non-fuzzy routing algo-
rithm (NFRA) which overcomes DyXY, the conventional routing
algorithm. In the DyXY routing algorithm, based on the number
of occupied buffer slots along two minimal directions, a less con-
gested direction is selected for delivering a packet. In NFRA, not
only the instant queue length of the corresponding input buffer
is considered but also the congestion level of the router is taken
into account. Therefore, when buffer statuses are nearly the same
in two directions, the congestion levels of the routers are compared
together and a packet is sent to a router with a lower congestion
level. Experimental results show that NFRA leads to a better perfor-
mance compared with DyXY. Although NFRA can alleviate the con-
gestion over the network, it still suffers from making non-optimal
decisions in some conditions because of considering rigid bound-
aries on input parameters. To address this issue, we proposed a
fuzzy-based routing algorithm (FRA) for on-chip networks employ-
ing fuzzy logic mechanism. The number of occupied buffer slots in
the input buffer of the neighboring router and the congestion level
of the neighboring router are chosen as two input parameters of
the fuzzy controller while the cost is the output of the fuzzy con-
troller. We have evaluated the proposed routing algorithm under
both synthetic and real application traffic profiles. The results re-
veal that FRA improves the performance significantly compared
with non-fuzzy methods.
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