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a b s t r a c t

In-order delivery is a critical issue of memory parallelism in network-based MPSoCs where multiple
memories can be accessed simultaneously. In addition to the in-order delivery, network congestion is
another subtle point that required to be taken into account for such architectures. Therefore, a conges-
tion-aware method is necessitated to deal with the network congestion while coping with the ordering
of transactions. In this paper, we present a streamlined method, named Global Load Balancing (GLB), in
order to reduce the network congestion. The ideas behind the GLB method are twofold. The first idea is to
use the global congestion information as a metric for arbitration in routers to reduce the congestion level
of highly congested areas. The second idea is to use an adaptive scheduler in network interfaces based on
the global congestion information to avoid additional traffic to congested areas. Experimental results
with synthetic test cases demonstrate that the on-chip network utilizing the GLB method considerably
outperforms a conventional on-chip network.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Based on the Moore’s law, over a billion transistors can be inte-
grated on a single chip [1] so that hundreds of functional Intellec-
tual Property (IP) blocks and a large amount of embedded memory
modules could be placed together to form a MultiProcessor
System-on-Chip (MPSoC) [1,2]. By increasing the number of
processing elements in a single chip, the traditional bus-based
architectures in MPSoCs are not useful anymore and new commu-
nication infrastructure is needed. Network-on-Chip (NoC) has been
addressed as a solution for the communication requirement of
MPSoCs [2–4].

The NoC is a platform to connect IPs, to deliver data (packets)
from one place to another [5]. Network Interface (NI) acts as a com-
munication interface between each IP and router. The principle
function of network interfaces is to provide communication
between IPs and the network infrastructure using a standard com-
munication protocol like AXI [6].

In-order delivery should be utilized in MPSoCs when exploiting
an adaptive routing algorithm for distributing packets through the
network [7,8], or when using memory access parallelization by
sending requests from a master IP core to multiple slave memories
[9,10]. The former is dependent on the routing protocols of the net-
work, whilst the latter is dominated by distributed shared memory
architectures of on-chip multiprocessor which demands a higher
ll rights reserved.
memory bandwidth, particularly in 3D-stacked memory structures
[11,12]. The subtle point is that in distributed shared memory sys-
tems, the responses of the requests might need to be completed in-
order even if the on-chip network exploits a deterministic routing
algorithm. That is, when a master sends requests to different mem-
ories, the responses are required to be returned in the same order
in which the master issued the addresses, and therefore a reorder-
ing mechanism in the network-based multiprocessor platform
should be handled by network interfaces.

In network-based multiprocessor architectures, in addition to
the in-order delivery, network congestion affects the system per-
formance considerably [13–17]. Several adaptive routing algo-
rithms (output selection) [7,18–21] and arbitration techniques
(input selection) [5,22–24] have been presented to deal with the
network congestion problem. In adaptive routing algorithms, the
path between a source and a destination is determined node by
node depending on the network status as packets move toward
the destination; this can distribute traffic to different paths for
congestion avoidance. The input selection chooses one of input
channels to get access to the output channel, done by an arbitra-
tion process. The arbiter could follow either non-priority or priority
scheme. In the priority method when there are multiple input port
requests for the same available output port, the arbiter grants ac-
cess to the input port having the highest priority level. The priority
scheme can also flatten the network congestion by giving higher
priority level to traffic coming from congested areas [22,23].

In this paper, we propose an efficient congestion-aware method
for on-chip networks to reduce the congestion where the key ideas
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are twofold. The first idea is to employ the global congestion
information in the router arbitration while the second idea is to
reorder the requests in network interfaces according to the global
congestion information. The proposed architecture exploits AMBA
AXI protocol to allow backward compatibility with existing IP
cores [6].

The paper is organized as follows. In Section 2, the background
and a brief review of related works are discussed. In Section 3, the
proposed GLB method is presented while the experimental results
are discussed in Section 4. Finally, the summary and conclusion are
given in the last section.
2. Background and related work

2.1. Network interface

Due to simple structure, ease of implementation, and support
for reuse, 2D-mesh topology is a popular architecture for NoC de-
sign [37]. In this structure each core is connected to the corre-
sponding router port using the network interface [27,28]. To be
compatible with existing transaction-based IP-cores, we use the
AMBA AXI protocol, having advanced functions such as a multiple
outstanding address function and data interleaving function [6]. In
the AXI transaction-based model [6,9], IP cores can be classified as
master and slave IP cores [10,30]. Master IP cores initiate transac-
tions by issuing read and write requests and one or more slaves
(memories) receive and execute each request. The AXI protocol
provides a ‘‘transaction ID’’ field assigned to each transaction.
Transactions from the same master IP core, but with different IDs
have no ordering restriction while transactions with the same ID
must be completed in order. Thus, a reordering mechanism is
needed to afford this ordering requirement in the network inter-
face [6,29]. The network interface lies between a PE and the corre-
sponding attached router, which prevents the PEs from directly
interacting with the rest of the network components in the NoC.

The authors in [9] present ideas of transaction ID renaming and
distributed soft arbitration in the context of distributed shared
memories. In such a system, because of using global synchroniza-
tion in the on-chip network, the performance might be degraded
and the cost of hardware overhead for the on-chip network is too
high. In addition, the implementation of ID renaming and reorder
buffer can suffer from low resource utilization. This has been im-
proved in [29] by moving reorder buffer resources from the net-
work interface into network routers. In spite of increasing the
resource utilization, the delay of release packets recalling data
from distributed reordering buffer can significantly degrade the
performance when the size of the network increases [29]. More-
over, the proposed architecture is restricted to deterministic rout-
ing algorithms and, thus, it is not a suitable method for an adaptive
routing. A generic plug and play network interface architecture
allowing any IP-core to be attached to the NoC by using a specific
wrapper has been investigated in [30] without considering the
reordering mechanism.

An efficient on-chip network interface supporting shared mem-
ory abstraction and flexible network configuration is presented by
Radulescu et al. [10]. The proposed architecture has the advantage
of improving reuse of IP cores, and offers ordering messages via
channel implementation. Nevertheless, the performance is penal-
ized because of the increasing latency, and besides, the packets
are routed on the same path in the NoC, which forces routers to
use the deterministic routing. Yang et al proposed NISAR [8], a net-
work interface architecture using the AXI protocol capable of pack-
et reordering based on a look up table; NISAR uses a statically
partitioned reorder buffer and thereby it has a simple control logic
but suffers from low buffer utilization in different traffic patterns.
In addition, NISAR does not support burst transactions which can
be considered a shortcoming. The drawbacks of NISAR have been
addressed in [31] where separate master and slave network inter-
faces equipped with an efficient buffer management structure.
However, none of the aforementioned interfaces have considered
the network congestion as a metric in order to balance the network
traffic.

The model presented in [31] can be summarized as follow.
Based on the AXI model, network interfaces are also classified into
the master network interface (Fig. 1) and slave network interface
(Fig. 2). In the master interface (Fig. 1), the forward path is com-
posed of an AXI-Queue, and a Packetizer unit, while the reverse
path, receiving the responses from the network, is composed by
a Packet-Queue, and a Depacketizer unit; the Reorder unit shared
between the forward and reverse paths. Reorder Unit is the most
influential part of the network interface. In the forward path, pre-
paring the sequence number for corresponding transaction ID, and
avoiding overflow of the reorder buffer by the admittance mecha-
nism are provided by this unit. On the other side, in the reverse
path, this unit determines where the outstanding packets from
the packet queue should be transmitted (reorder buffer or
depacketizer), and when the packets in the reorder buffer could
be released to the Depacketizer unit.

As illustrated in Fig. 2, to avoid losing the order of header infor-
mation (transaction ID, sequence number, and etc.) carried by
arriving requests, a FIFO has been considered in the slave network
interface. After processing a request in the slave core, the response
packet should be created by the packetizer. As can be seen from
Fig. 2, to generate the response packet, after the header content
of the corresponding request is invoked from the FIFO, and some
parameters of the header (destination address, and packet size,
and etc.) are modified by the adapter, the response packet will
be formed. Indeed, the components of slave-side interface in both
forward and reverse paths are almost similar to the master-side
interface components, except the Reorder unit.

2.2. Traffic Load Balancing

Adaptive routing algorithms can be decomposed into routing
and selection functions. The routing function supplies a set of out-
put channels based on the current and destination nodes. The
selection function selects an output channel from the set of chan-
nels supplied by the routing function [13]. The selection function
can be classified as either congestion-oblivious or congestion-
aware scheme [14]. In congestion-oblivious algorithms, such as
Zigzag [32] and random [33], routing decisions are independent
of the congestion condition of the network. This policy may disrupt
the load balance since the network status is not considered. Unlike
congestion-oblivious methods, in congestion-aware algorithms,
such as DyXY [7], GOAL [15], and GAL [17], the selection is usually
performed using the congestion status of the network [13]. Most of
congestion-aware algorithms consider local traffic condition in
which each router analyses the congestion condition of itself and
adjacent routers to choose the output channel. Routing decisions
based on local congestion information may lead to an unbalanced
distribution of traffic load. Therefore, they are efficient when the
traffic is mostly local, i.e. cores communicate with other ones close
to them [34], but they are unable to solve the global load balance
problem via making local decisions [14].

In [36] the locality decision is based on two-hop neighbors. So,
the routing decision is performed based on the congestion infor-
mation of the current node and the nodes within one-hop and
two-hop of the current node. A method named Regional Conges-
tion Awareness (RCA) is proposed in [14] to utilize non-local con-
gestion information in routing decision. In the RCA method, in
order to prepare global congestion value in routers, the locally
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computed congestion value of a router is combined with those glo-
bal signals propagated from downstream routers and the newly-
aggregated value is transmitted to the upstream routers and so
on. In this method, non-local congestion information is used to
determine the direction which shows smaller global congestion va-
lue in a router. RCA requires 16 bits per link to propagate the con-
gestion information through the network. Even though RCA
collects global information, in fact router’s decision is mainly made
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Fig. 3. An example of the RCA method (a) congestion information collected in Y dimen
information marked by darker color.
based on local congestion. Fig. 3 shows an example of the RCA
method where node 0 wants to communicate with node 15. Firstly,
packets should be sent to either node 1 or node 4 depending on
global congestion information received from X and Y dimensions.
According to the RCA method, the congestion value in the Y dimen-
sion is calculated by weighting sum of the congestion values of the
corresponding buffers of the nodes located above the first row as
shown in Fig. 3a. Similarly, in the X dimension, the congestion va-
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lue is determined by aggregating the congestion values of the input
buffers of all nodes except those located in the first column as illus-
trated in Fig. 3b. As can be seen in Fig. 3c both calculated conges-
tion values in X and Y dimensions contain the congestion
information of several common input buffers with nearly similar
congestion condition. In as much as the comparison is made be-
tween the values in the X and Y dimensions, the differences be-
tween the obtained values of central nodes is not considerable
and the congestion values related to the first row and column
can affect the router decision. Therefore, RCA cannot effectively
use the global congestion information it has collected.

HARAQ [16] performs better in collecting and utilizing the con-
gestion information but the hardware overhead of this method is
large which may not be an appropriate approach in NoCs. HARAQ
is an adaptive minimal and non-minimal routing algorithm which
can route packets around congested regions. It utilizes a Q-learning
method for the output selection which is based on both local and
non-local congestion information and can estimate the latency
from each output channel to the destination region. For the Q-
learning model, each node contains a table to store the congestion
information from different regions of the network. This congestion
information is collected via a distributed approach requiring 4 bits
per link to propagate non-local information. As already mentioned,
this scheme suffers from a high hardware overhead due to main-
taining tables in each router. M. Ebrahimi et al. introduce CATRA
[35] where the non-local congestion information are gathered from
the nodes that more likely are used as intermediate nodes while
ignoring the congestion conditions of far distant nodes. It propa-
gates non-local congestion information using local and distributed
system without incorporating long global wires. However, because
of using diagonal links, the wiring overhead of this method is rel-
atively high when the network size is small. Moreover, its non-
locality view is limited to trapezoid positions while the extension
of this method is not straight forward.

The idea behind all of these methods relies on looking at the
congestion of the region that a packet is going to be forwarded.
In other words, all congestion-aware methods aim to solve global
load balancing problem by improving routing decisions utilizing
local or non-local congestion information. They mainly focus on
routing packets through less congested paths and avoiding addi-
tional traffic to the congested area and thus balancing the distribu-
tion of traffic load among the network nodes. However, they
cannot utilize the congestion information in the scheduling process
of routers. Thus, using the global congestion information in the
arbitration process of routers, traffic can be smoothed with helping
packets to leave congested area so that the traffic is distributed
over the less-congested nodes. To the best of our knowledge, this
is the first work dealing with this problem. This perspective can
be used along with previously proposed methods to diminish the
congestion condition in the network significantly. Furthermore,
for simplicity we have used an odd-even turn model [18] for mak-
ing the routing decision.
3. Global Load Balancing (GLB) method

The main ideas of GLB method are twofold. The first is to utilize
global congestion information in the router arbitration process and
the second idea is to avoid sending packets to the congested area
by monitoring congestion information in slave network interfaces.
3.1. Using congestion information in intermediate routers

All existing congestion-aware routing methods target to bal-
ance the traffic load by routing packets around the congested areas
using either local or non-local congestion information while they
do not consider the impact of the router arbitration in distributing
the traffic. Therefore, these methods cannot efficiently distribute
the traffic over the network, e.g. when some nodes are highly con-
gested and the others are not, the earlier presented methods can-
not alleviate congestion on the congested area. The first idea
behind the GLB method is to allow congested nodes to forward
their buffered packets rapidly which greatly diminish the overall
blocking probability. Consider the example in Fig. 4a where a
4 � 4 mesh network with three congested nodes 5, 6 and 10 is
illustrated. If a fair arbitration mechanism is used at the router 9,
arriving packets from the congested routers 5 and 10 will have
the same chance to win the arbitration compared with the packets
from the routers 8 and 13. Accordingly, the router 9 can be a bot-
tleneck for the packets coming from the congested area. This bot-
tleneck problem can be resolved by giving higher priority to
packets coming from the routers 5 and 10 to access the output port
at the router 9, alleviating the traffic load in the congested area. In
contrast, packets arriving from the routers 8 and 13 should wait in
the input buffers of the router 9 before accessing the output chan-
nel which increases the congestion at the router 9 slightly. In the
other words, the traffic of highly-congested areas is distributed
over less-congested nodes. Fig. 4b depicts the spread of traffic con-
gestion over the network where packets arriving from congested
nodes (i.e. nodes 5, 6 and 10) get more chance to win the arbitra-
tion among the neighboring nodes (i.e. nodes 1, 2, 7, 11, 14, 9 and
4), and similarly, the priority-based arbitration is performed in the
rest of the routers. If we assume that the congestion value of a rou-
ter is determined by the congestion condition of the router as well
as its neighbors, and this information is carried by packets, then
packets are able to collect the congestion information of routers
and their neighbors on the path from the source to destination.
Since this value contains a global view of the routing path, it can
be used as the priority parameter in routers to recognize the con-
gested areas in the network. Thus, the router arbitration is per-
formed based on the global congestion information carried by
packets.
3.2. Using congestion information in slave network interfaces

Packets collect the congestion information along paths and car-
ry it from masters to slave network interfaces. This global conges-
tion information can be used in slave network interfaces to manage
the network congestion for sending requests and responses to the
network.

Considering the example shown in Fig. 5 where master nodes 0,
4, 20 and 24 send requests A, B, C and D, respectively, to the slave
(memory) 12. We assume that the congestion level of routers is or-
ganized in four priority levels which are represented by colored
nodes in Fig. 5 (i.e. the darker color of the node is, the higher con-
gestion level is). We also assume that the network can be divided
into four quadrants according to the relative coordinates of master
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Table 1
Mapping congestion values of local and neighboring input ports into two bits.

x CC y CC

0 < x 6 1/4 00 0 < y 6 1/4 00
1/4 < x 6 1/2 01 1/4 < y 6 1/2 01
1/2 < x 6 3/4 10 1/2 < y 6 3/4 10
3/4 < x 6 1 11 3/4 < y 6 1 11
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and slave nodes (e.g. quadrants SW, SE, NW and NE in Fig. 5). By
using the congestion information carried by requests from master
network interfaces to the slave network interface 12, the conges-
tion status of each quadrant can be estimated at the slave network
interface 12. Thus, as revealed in Fig. 5, the congestion level re-
ceived by requests from quadrants SW, SE, NW and NE are 4, 2, 3
and 1, respectively. Since the quadrant SW is highly congested,
delivering the response message A (or other messages) to the mas-
ter node 0 not only exacerbates the congestion in the congested
area but also increases the total latency of the network. This prob-
lem can be mitigated by prioritizing requests based on the conges-
tion level of quadrants such that requests from less-congested
quadrants prioritize over the other requests. This approach has
two main advantages. First, it reduces the waiting time of requests
arriving from less-congested quadrants to receive service in the
slave node (memory). Second, it temporarily decreases the injec-
tion of traffic to congested area(s). Based on this scheduler mech-
anism, in the example of Fig. 5, the request D is served earlier
than the other requests, and subsequently the requests B, C and
A, respectively.

3.3. Implementation of GLB

3.3.1. Adaptive output selection
As the routing function returns a set of admissible channels to

send a packet, the selection function chooses one of them based
on the local or non-local congestion information. In this paper,
we employ the odd-even [18] routing algorithm which is an adap-
tive routing model without requiring virtual channels. In this
method, the selection is made locally according to the congestion
condition of the neighboring nodes. The number of occupied buffer
cells at the corresponding input buffers of the neighboring nodes is
considered as the congestion metric. Therefore, if the occupied
space of input buffer is larger than a threshold value, then the con-
gestion flag of the input port becomes ‘1’, otherwise ‘0’. Note that
for simplicity, we do not consider the non-local congestion infor-
mation in routing decisions.

3.3.2. Adaptive input selection
We reserve a 4-bit field, named Congestion Status (CS), in the

header of each packet to store the congestion information of the
path being traversed by the packet. Therefore, in each intermediate
router in the path, the CS value of packets is updated such that it is
combined with the congestion information of the current router.
The congestion information of a router is based on the Congestion
Conditions (CCs) of the immediate neighbors and the router itself.
CCs of a router and its neighbors are obtained according to Table 1
where x is the fraction of the number of congested input ports to
the number of router’s input ports while y is the fraction of the
number of congested neighboring input ports (i.e. neighboring in-
put ports connected to the router output ports) to the number of
neighbors. As mentioned earlier, congested input port implies that
the number of occupied cells of the buffer is larger than a threshold
value. Each router generates 4-bit congestion information via con-
catenating the router’s CC with its neighbors’ CC. The average value
of the router’s congestion information and the CS value in the
packet’s header is stored in the packet’s header as the new CS.

Using this mechanism, packets can carry the congestion infor-
mation of the routers as well as their neighboring routers along
the path. Since this value contains a global view of the path, it
can be used as an efficient metric for the arbitration process of
intermediate routers to recognize the congested areas in the net-
work. The input selection function examines the priority value of
all input packets and gives a grant to a packet with the highest con-
gestion level. In order to prevent starvation, each time after finding
the highest value, the priorities of defeated packets are incre-
mented. Fig. 6 shows the pseudo code of input selection function.

3.3.3. Adaptive request scheduler
As already described, packets can carry the congestion informa-

tion of routers and their neighbors along their paths. Consequently,
this information contains a global view of the quadrant from where
the packet is routed. As indicated in Fig. 7, in slave network inter-
faces the congestion information of quadrants carried by packets is
kept in a table named Quadrants Information Table (QIT). Once a
packet enters a slave network interface, the congestion informa-
tion, i.e. CS, is extracted from the packet’s header to update the
QIT. For this purpose, the average value of the corresponding quad-
rant in the table and CS is replaced with the prior value of QIT. The
CS value of packets received from the routers in X or Y coordinate
(i.e. East, West, South and North directions), updates the conges-
tion value of two related quadrants in QIT (e.g. packet from routers
in East direction updates both SouthEast and NorthEast congestion
values in QIT). The scheduler, integrated in the Packet Queue unit
(Fig. 7), selects a request coming from less congested quadrant. If
a request belongs to a router in X or Y coordinate, the congestion
values of both relative quadrants are considered by the scheduler.
To prevent starvation, the priority values of waiting packets are
incremented after each scheduling process. Fig. 8 shows the pseu-
do code of request scheduling mechanism in slave network
interfaces.

4. Experimental results

To evaluate the GLB method along with the proposed slave net-
work interface a NoC simulator is implemented with VHDL. The
simulator models all major components of the NoC such as net-
work interfaces, routers, and wires. The on-chip network com-
posed of the presented GLB method is compared with the
baseline architecture in terms of average network latency under
different traffic patterns. The baseline architecture comprises typ-
ical master slave network interfaces without using the GLB
method.



Fig. 6. The pseudo code of the input selection function.
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4.1. System configuration

In this paper, we use a 30-node (6 � 5) 2D mesh on-chip net-
work for the entire architecture. As illustrated in Fig. 9, out of 30
nodes, 12 nodes are assumed to be processor (master cores, con-
nected by master network interfaces) and other 18 nodes are
memories (slave cores, connected by slave network interfaces).
The processors are 32b-AXI and the memories are DRAM (tRP–
tRCD–tCL = 2–2–2, 32b). We adopt a commercial memory controller
with memory interface, DDR2SPA module from Gaisler ip-cores
[40] where it is placed between the memory and the slave network
interface. In addition, each router structure includes input buffers,
a VC (Virtual Channel) allocator, a routing unit, a switch allocator
and a crossbar. Each router has 5 input/output ports, and each in-
put port of the router has 2 VCs [38,39]. Packets of different mes-
sage types (request and response) are assigned to corresponding
VCs to avoid message dependency deadlock [41]. The arbitration
policy of routers can be either the round-robin scheme or the pre-
sented adaptive scheme. The routing algorithm, link width, num-
ber of VCs, buffer depth of each VC, and traffic type are the other
parameters which are specified for the simulator. The routers
adopt the Odd-even [18] routing and utilize wormhole switching.
For all routers, the data width (flit size) was set to 32 bits, and
the buffer depth of each VC to 5 flits. For the request, the command
and all its control bits (flags) are included in the first flit of the
packet, the memory address is set in the second flit, and the write
data (in the case of a write command) are appended at the end. For
the response message, the control bits are included in the first flit
while the read data are appended at the end if the response relates
to a read request. Hence, the packet length for write responses and
read requests is 1 flit and 2 flits, respectively, while the packet
length for data messages, representative of read responses and
write requests, is variable and depends on the write request/read
response length (burst size) produced by a master/slave core. As
a performance metric, we use latency defined as the number of
cycles between the initiation of a request operation issued by a
master (processor) and the time when the response is completely
delivered to the master from the slave (memory). The request rate
is defined as the ratio of the successful read/write request
injections into the network interface over the total number of
injection attempts. All the cores and routers are assumed to oper-
ate at 1 GHz; and for fair comparison, we keep the bisection band-
width constant in all configurations. All memories (slave cores) can
be accessed simultaneously by each master core continuously



Fig. 8. The pseudo code of the request scheduling mechanism in slave network interfaces.
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generating memory requests. Furthermore, the size of each queue
(and FIFO) in the network is set to 8 � 32 bits and the size of the
reorder buffer is set to 48 words. If the maximum burst size is
set to 8, the conventional network interface can support at most
6 outstanding read requests in a 48-word reorder buffer (regard-
less of the exact size of the requests), while the proposed approach
is able to embed as many requests as can be reserved in the reorder
buffer, i.e. at most 48 and at least 6 outstanding read requests.
4.2. Performance evaluation

To evaluate the performance of the proposed schemes, uniform
and non-uniform/localized synthetic traffic patterns are consid-
ered. These workloads provide insight into the strengths and weak-
nesses of the GLB method in the congestion-aware on-chip
networks, and we expect applications stand between these two
synthetic traffic patterns [42,43]. The random traffic represents
the most generic case, where each processor sends in-order read/
write requests to memories with a uniform probability. Hence,
the target memory and request type (read or write) are selected
randomly. Eight burst sizes, from 1 to 8, are stochastically chosen
according to the data length of the request. In the non-uniform
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Fig. 10. Performance evaluation under (a) the uniform and (b) non-uniform traffic models.
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mode, 70% of the traffic is local requests, where the destination
memory is one hop away from the master core, and the rest 30%
of the traffic is uniformly distributed to the non-local memory
modules.

Fig. 10a and b shows the simulation results under the uniform
and non-uniform traffic models, respectively. In the presented con-
figuration, the on-chip network utilizing the GLB method, denoted
by MS-GLB, is compared with the network without utilizing the
GLB method. As demonstrated in both figures, compared with
the baseline architecture, the NoC using the proposed GLB method
reduces the average latency when the request rate increases under
the uniform and non-uniform traffic models. The performance gain
near the saturation point (0.6) under the uniform and non-uniform
traffic models is about 27% and 23%, respectively. The reason for
such an improvement is due to the following reasons. Using the
presented adaptive arbitration and scheduler mechanisms, the
GLB method can diminish the congested areas so that the average
network latency decreases. This may also allow more messages to
enter the network, i.e. this leads more requests to be released from
the injection queue.

Each adaptive scheme of GLB including output selection (rout-
ing), input selection (router arbitration), and scheduler can be uti-
lized independently of each other. The effect of each scheme is
obtained after each of them is employed separately. Fig. 11 shows
the performance gain of each scheme independently under both
traffic models. The figure reveals that under the uniform traffic
profile, the adaptive input selection scheme (router arbitration)
alone improves the system performance up to 22% while the per-
formance gain of the output selection scheme (routing) and the re-
quest scheduler is up to 12% and 14%, respectively. On the other
hand, inasmuch as most of the traffic is local under the non-uni-
form model, the output selection scheme outperforms the sched-
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Fig. 11. Performance gain of each GLB scheme.
uler scheme. It is because the routing decision is based on the
local congestion information.

We also vary the packet buffer size of slave network interfaces
to show how relative packet buffer size affects the performance.
Fig. 12 illustrates the average network latency near the saturation
point (0.6) under the uniform traffic profile. The results reveal that
as the packet buffer size increases, the average network latency re-
duces. As mentioned earlier, with the same packet buffer size, the
proposed GLB method achieves better performance gain. The pro-
posed GLB method not only achieves significant performance gain
but also enables reducing the area overhead of packet buffer by
more than 60%. For instance, the proposed architecture with a
packet buffer size of 32 offers a better performance than a packet
buffer size of 80 in the baseline method.
4.3. Hardware cost analysis

In this section, the hardware cost of the proposed network
interface and the GLB schemes is evaluated. Since all queues
(and FIFOs) are equal in the size, it would not affect the compar-
ison. The network interfaces are synthesized with Synopsys De-
sign Compiler using the UMC 90 nm technology with a timing
constraint of 1 GHz for the system clock and supply voltage 1 V.
The synthesized netlist is then again verified through post syn-
thesis simulations. Finally, we perform place-and-route, using Ca-
dence SoC Encounter, to have precise power and area estimation
in wire-dominated structures. The layout areas and power con-
sumptions of presented schemes are listed in Table 2. As can be
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Fig. 12. Effect of packet buffer size on the performance under the uniform traffic
model.



Table 2
Hardware implementation details.

Components Area
(mm2)

Power
(mW)

Slave-side network interface 0.0428 17
Master-side network interface 0.0755 28
Slave-side network interface including adaptive

scheduler
0.0471 21

Typical router 0.1853 65
Router including adaptive input selection 0.1913 71
Router including adaptive output selection 0.1887 66
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seen from the table, the adaptive scheduler scheme in the slave
network interface imposes 9% hardware overhead while offering
14% performance gain. The router including the adaptive input
selection scheme is also synthesized and compared with the typ-
ical router. As the results, reported after place-and-route, the
overhead of the adaptive input selection based router is less than
3% (almost negligible) while the performance gain of using this
scheme is more than 20%. Similarly, the hardware overhead of
the router employing adaptive output selection scheme is smaller
than 2%, whereas the performance gain of this scheme is more
than 12%.

5. Summary and conclusion

A reordering mechanism is necessitated to handle concurrent
accesses to different memory modules in network-based multipro-
cessor architectures. In addition, network congestion is a critical is-
sue in such architectures where processors communicate with
memory modules through the on-chip network. To manage the
network congestion, an efficient method based on the global con-
gestion information is presented. The micro-architecture along
with the implementation of the proposed method is presented. A
cycle-accurate simulator is used to evaluate the efficiency of the
proposed congestion management method along with employing
the presented network interface.
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