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ABSTRACT
Leveraging GPUs to accelerate DNN training and inference is a prevailing approach well-studied by both academia and industry. While GPU accelerators can deliver significant improvement for DNN processing, their performance is limited by internal and external parameters. A well-known parameter that restricts the performance of various computing platforms in real-world setups, including GPU accelerators, is the power cap imposed usually by an external power controller. A common approach to meet the power cap constraint is using the Dynamic Voltage Frequency Scaling (DVFS) technique. However, the functionality of this technique is limited and platform dependent. To address the shortage of DVFS for DNN inference on GPU accelerators, we propose a new control knob, which is the size of input batches fed to the GPU accelerator in DNN inference applications. After evaluating the impact of this control knob on power consumption and performance of GPU accelerators and DNN inference applications, we introduce the design and implementation of a fast and lightweight runtime system, called BatchSizer. This runtime system leverages the new control knob for managing the power consumption of GPU accelerators in the presence of the power cap. Conducting several experiments using a cutting-edge GPU and several DNN models and input datasets, we show that our BatchSizer can significantly surpass the conventional DVFS technique regarding performance (up to 29%), while successfully meeting the power cap.

CCS CONCEPTS
• Computer systems organization → Single instruction, multiple data; Neural networks.
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1 INTRODUCTION
With the proliferation of DNNs in various applications such as speech recognition [13], computer vision [15], and natural language processing [14], a large body of research has focused on accelerating training and inference phases of DNNs for different platforms such as GPUs, FPGAs, and ASICs. The GPU accelerator is a popular option for improving the performance of DNNs due to its programmability and scalability features and the proven promising results. While in theory, a GPU accelerator can exploit its maximum power capacity when executing applications, in a real-world setup, the available power budget is capped by an external agent. The reason is that different components of a computing platform such as CPU, memory modules, storage, network interface, and hardware accelerators (e.g., GPU accelerator), usually share the power source. Since the maximum power delivered by the power source is less than the sum of the power capacity of all components in the platform, the real power share of each component is less than its nominal power capacity. Consuming more power by a component than its allocated amount means power shortage in other components. The power cap can severely degrade the performance of DNNs on GPU accelerators, and hence, one should employ proper techniques and methods to address this challenge.

The common practice to maintain the power usage within the power cap in many processors such as CPUs and GPUs is applying dynamic voltage frequency scaling (DVFS) on that processor. A large body of research has studied power management in GPU accelerators and have proposed various approaches based on DVFS [3, 8, 11]. While many GPU vendors have developed user-friendly interfaces for DVFS management (e.g., nvidia-smi by Nvidia [1]), the application of those interfaces is restricted due to several obstacles. First, the DVFS levels accessible on different GPUs are limited to the ones designed by the GPU vendor, and the end-user cannot set the DVFS to a level beyond the available ones. Consequently, the power consumption of the GPU accelerator is also limited to a set of certain values. Therefore, it is hard to efficiently manage the power consumption to meet the power cap while maximizing the accelerator performance. Second, increasing the DVFS level does not certainly lead to performance improvement. An application (e.g., DNNs) that is running on GPU should also be able to fully utilize the available resources such as streaming multiprocessors (SMs). Otherwise, DVFS increases the working frequency of GPU streaming multiprocessors without any usage.

To address the aforementioned shortages of the conventional DVFS technique in GPU-based DNN inference accelerators, we introduce a new control knob which is the size of input batches during DNN inference. We show that the size of a batch has a direct impact on resource utilization, the power consumption of the GPU accelerator, as well as the performance of DNN inference.
Leveraging this new control knob, we design and implement a lightweight runtime system called BatchSizer. It can determine the batch size for each time epoch considering the power cap of the GPU accelerator, such that the throughput of the DNN inference is maximized. BatchSizer is based on binary search, and hence, can select the proper batch size in a fraction of time.

We conduct various experiments to evaluate the efficacy of BatchSizer and compare its performance against the DVFS technique. We employ a P40 GPU as the accelerator, several well-studied image classification DNNs as workloads, and two popular image datasets as the input of DNN inference. The experimental results show that BatchSizer can maintain the power cap while improving the throughput by up to 29% compared with another approach that leverages DVFS.

The main contributions of the paper are as follows:

- We study the impact of batch size on resource utilization of the GPU accelerator and observe how different batch sizes affect power consumption and performance of DNN inference.
- We implement dynamic batch sizing for image classification DNNs that enables us to change the batch size of DNN inference on the fly, with least possible overhead and without any interrupt.
- We design and implement a lightweight runtime system called BatchSizer that can find the proper batch size in a few steps using binary search such that the power consumption is less than the power cap, while the throughput is maximized.
- Conducting an extensive set of experiments, we show the effectiveness of BatchSizer compared to an approach that leverages traditional DVFS technique.

The rest of the paper is organized as follows: we summarize the related works in Section 2 and discuss the motivation behind our study in Section 3. Our proposed approach is introduced in Section 4. We evaluate our approach and present results of experiments in Section 5. Finally, we conclude the paper and Section 6.

### 2 PREVIOUS WORK

Employing Dynamic Voltage Frequency Scaling (DVFS) to improve the power or performance of GPU accelerators has been explored in a large body of research [3, 8, 11, 17, 18]. Komoda et al. [9] proposed a power capping technique for CPU-GPU systems that considers DVFS and task mapping simultaneously. They tended to set the frequency of both CPU and GPU according to the task mapped to each of them. Therefore they model the performance and power consumption of the CPU-GPU system considering the task mapping and DVFS level to prevent power cap violation or load imbalance. To enhance the performance per watt of GPU accelerators, Jiao et al. [8] leveraged the cutting-edge GPUs’ ability to host several concurrent kernels, and applied core and memory frequency scaling. Guerreiro et al. [3] classified the effect of DVFS on the performance and power of GPU applications to obtain representative models. Based on the models, they estimated the impact of various DVFS settings on the performance and power of applications to set the DVFS of the GPU accelerator on the most proper level. GreenMM [18] aimed to reduce the energy consumption of matrix multiplication, a prevailing operation in many DNNs, including image classification ones, in GPU accelerators. They employed GPU undervolting without reducing the frequency to decrease the power consumption as much as possible. Since aggressive undervolting might result in an increased fault rate, GreenMM introduces Algorithm-Based Fault Tolerance (ABFT) to mitigate this challenge. Tang et al. [17] conducted an extensive set of experiments to understand the impact of DVFS on performance and energy consumption of several DNNs. To this end, they executed four DNNs on three GPU accelerators. PIT [11] is another approach that employs DVFS along with reduced-precision instructions supported by new GPUs to manage the power consumption of DNN inference on GPU accelerators. It first deploys the reduced-precision model of DNN on the GPU, and if needed, it adjusts the GPU frequency with its dedicated procedure. That procedure starts from the lowest DVFS level and increases it as much as possible to improve the performance, while meeting the power cap.

### 3 MOTIVATION

It this section, we aim to show the impact of the batch size on power and performance of DNN inference. We employ three DNNs, namely Inception [16], ResNet [4], and MobileNet [6] and two image datasets as input with 10,000 images, one from the ImageNet dataset [12], and the other from Caltech256 dataset [2]. We deploy the three DNNs on an Nvidia P40 GPU in sequence, and repeat that several times to process the two datasets. In each iteration, we double the batch size and monitor the throughput (image per second), as well as the power consumption and resource utilization of the GPU (later in Section 5, we discuss the experimental setup in more detail).

The throughput and maximum power consumption are shown in Fig. 1, which reveals the strong relationship between the batch size and the performance of DNN inference. The experimental results show that the throughput can be improved by adjusting the batch size, while the maximum power consumption remains relatively stable. This highlights the potential of BatchSizer to optimize the performance and power consumption of DNN inference.

![Figure 1: Impact of the batch size on throughput and power consumption of DNN inference.](image-url)
size and power and throughput. With increasing the batch size, both throughput and maximum power consumption also increase. However, the effect of batch size varies from DNN to DNN and dataset to dataset. For example, when processing the Caltech256 dataset using MobileNet, we observe significant throughput improvement as the batch size increases, while the improvement is negligible when processing the ImageNet dataset with the same DNN. Furthermore, we observe that after the batch size 256, the throughput does not increase or even decreases while the maximum power consumption continues to rise.

To better understand the cause of such behavior, in Fig. 2 we depict the power consumption and Streaming Multiprocessors (SMs) utilization over time for one of the DNNs (Inception with the Caltech256 dataset) under three different batch sizes: 32, 128, and 512. After BS = 128, the maximum SMs utilization approaches 100%, and it is exactly 100% for BS = 512. Therefore after BS = 256, increasing the batch size only leads to increased power consumption as the utilization of other resources (e.g., memory) increases. On the other hand, the throughput does not improve or even degrade because of contention among active GPU threads over shared resources such as memory bandwidth. We consider this observation, along with other ones, when designing the BatchSizer. Finally, we observed that both power consumption and SMs utilization are significantly fluctuating. As presented in Fig. 2, when the input batch is being prepared for execution, the power consumption is low and SMs utilization is zero because no computation is happening. But when input execution starts, spikes happen on the SMs utilization, and consequently, consumed power. These spikes determine the maximum power consumption and SMs utilization.

![Figure 2: Relationship between resource utilization of GPU, its power consumption, and the maximum throughput achievable by increasing the batch size.](image)

### 4 METHODOLOGY

#### 4.1 Problem Statement

The problem that we aim to address in this work is as follows: A DNN inference application $i$ is deployed on a GPU accelerator with a default batch size $BS_i$. A power cap ($P_{\text{cap}}$) is applied to GPU accelerator by an external controller, and the power consumption of GPU should be less than that. Both throughput and power consumption of $DNN_i$ are a function of the batch size, in addition to other parameters such as input dataset, temperature of GPU, etc. (Throughput$_i \propto f(BS)$, Power$_i \propto g(BS)$). The objective function is to maximize the throughput over the course of time while meeting the power cap.

\[
\text{Maximize} \quad \frac{1}{T} \sum_{t=1}^{T} \text{Throughput}_i^t \tag{1}
\]

s.t.

\[
P_i^t \leq P_{\text{cap}} \tag{2}
\]

#### 4.2 BatchSizer

A key prerequisite to have a runtime system that can effectively decide on the batch size during the execution of DNNs is implementing dynamic batch sizing in the applications. Currently, the batch size can be determined only when the application is submitted to the GPU accelerator. Once the application is deployed and started the execution, the batch size cannot be changed any longer. The conventional approach to change the batch size is to terminate the application and launch a new one with a different batch size, which imposes significant delay or reduces the average throughput. To mitigate this challenge, we implement dynamic batch sizing by modifying a few lines of code. The changes are straightforward and do not degrade the programmability of the DNNs. Besides, it imposes almost no notable overhead on latency or throughput. Dynamic batch sizing enables us to change the batch size on the fly without any interrupt in the flow of DNN inference. Having dynamic batch sizing implemented, we can proceed to the design and implementation of our runtime system, BatchSizer.

The design objective of BatchSizer is to maximize the average throughput while considering the power cap. To achieve this objective, BatchSizer dynamically changes the batch size over the course of time. In the design of BatchSizer we takes into account...
the observations presented in Section 3. The first key observation is that both maximum power consumption and throughput increase with the batch size. Therefore we can assume that those parameters are sorted in ascending order with respect to the batch size. Having them sorted, BatchSizer can employ a pseudo binary search approach to efficiently search the state space in a few steps and find the most suitable batch size. Since the time complexity of the binary search is $O(\log n)$, the time overhead of BatchSizer is negligible.

The second observation is the spiking nature of the power consumption (see Fig. 2), which is used in the design of BatchSizer. Considering maximum power consumption, which occurs during the spikes, is essential to make sure it the power consumption does not surpass the power cap. Thereby, after changing the batch size, BatchSizer waits for a few batches to be processed to profile the power consumption of a few number of spikes. The last observation used in the design of BatchSizer is the throughput saturation after a specific batch size (see Fig. 1). As we mentioned in Section 3, after BS = 256, we see no improvement in throughput. BatchSizer skips those batch sizes and only considers the ones that lead to throughput improvement. In the current version, BatchSizer uses offline profiling information to detect the maximum beneficial batch size. However, it can be easily modified to detect them online, but with a certain overhead. In the online approach, after selecting a batch size and monitoring its throughput, BatchSizer can evaluate the throughput of an immediate smaller batch size to ensure that the current batch size offers a better throughput than a smaller one. Otherwise, it skips the current batch size and selects the smaller one.

Combining the three aforementioned observations, the overall flow of BatchSizer can be described as follow, also presented in Algorithm 1 and Fig. 3. BatchSizer starts with a default batch size (1 in our experiments). After processing a few input batches (10 in our experiments) and monitoring the power consumption, it compares the profiled power data with the power cap. If the maximum power consumption is equal or less than a certain coefficient of the power cap ($\alpha \times P_{cap}$), then the current batch size is good, and no further action is needed. We have set $\alpha = 0.8$ in the experiments. We consider a lower margin of the power cap to avoid excessive batch size changes that might lead to an enormous number of power cap violation instances. If the maximum power consumption is greater than the power cap, BatchSizer sets the batch size as the one in the middle of the lowest possible batch size and the current batch size. If the current batch size is the smallest one, no further batch size reduction is possible, and hence, the power cap cannot be met in the current state. If the maximum power consumption is less than $\alpha \times P_{cap}$, it means there is room to improve throughput by increasing the batch size. Therefore, BatchSizer sets the batch size equal to the batch size in the middle of the current batch size and the largest possible batch size. If the current batch size is the largest one, then no further throughput improvement is possible through batch sizing. Since BatchSizer continues processing the input data even when it is searching for proper batch size, it does not impose any time or resource overhead on the system. However, the throughput may slightly degrade when the BatchSizer is searching, or the power cap might be violated for a short period of time. The other design feature of BatchSizer is the continuous batch size adjustment. Upon finding a suitable batch size it does not stop, but continues monitoring the power consumption. It restarts batch size adjustment again if it detects power cap violation or throughput improvement opportunities that might happen due to changes in the power cap or power consumption of the DNN. The power cap might be changed by external power controller and the power consumption of DNN can be affected by parameters such as variation in input data.

5 EVALUATION

5.1 Evaluation Setup

We employ a dual-socket Xeon server equipped with two E5-2680 v4 Xeon chips each with 28 cores running at 2.4 GHz and 128GB of DDR4 memory. Ubuntu 16.04 with kernel 4.4 is installed on the server with CUDA 10.0 and TensorFlow 1.15. A Tesla P40 GPU Accelerator is attached to the server that is based on Nvidia Pascal architecture and has 3840 CUDA cores and 24GB GDDR5 memory, and its maximum power limit is 250W. We employ 10 DVFS levels for GPU in our experiments: 544 MHz, 632 MHz, 734 MHz, 835 MHz, 949 MHz, 1063 MHz, 1189 MHz, 1303 MHz, 1430 MHz, and 1531 MHz. Please note we can only control the frequency of GPU. The GPU driver automatically adjusts the voltage according to the selected frequency. We choose ten DNNs with different characteristics such as size and computational complexity to show the applicability of BatchSizer on a wide variety of DNNs. The specifications of the DNNs are presented in Table 1. We have two image datasets, one from ImageNet [12] which is a popular dataset that is widely used in other works, and the other one is Caltech 256 [2] which is collected by researchers from the California Institute of Technology. The workload used in the experiments consists of 20 jobs shown in Table 2. Each DNN model from Table 1 has appeared two times in the workload, once with input from ImageNet, and once with input from Caltech 256. The power cap for each job is a number between 50 W (the minimum power when loading a model on GPU) and 250 W (the maximum power capacity of GPU).

```
Algorithm 1 BatchSizer
1: Input: $P_{cap}$, SB(1:N): Set of available batch sizes in ascending order
2: minBS = 1, maxBS = N, initialBS = 1, currentBS = 1, BS = SB(initialBS), Power-Reading = []
3: while True do
4: PowerReading.append(monitorPower(inference(BS)))
5: if $\alpha \times P_{cap} \leq \max(PowerReading) \leq P_{cap}$ then
6: Continue with BS
7: if max(PowerReading) < $\alpha \times P_{cap}$ then
8: minBS = currentBS
9: currentBS = ceil($\frac{\minBS + maxBS}{2}$)
10: BS = SB(currentBS)
11: if max(PowerReading) > $P_{cap}$ then
12: if currentBS = 1 then
13: Further BS reduction is not possible.
14: if currentBS = minBS then
15: maxBS = currentBS, minBS = 1
16: currentBS = floor($\frac{\minBS + maxBS}{2}$)
17: BS = SB(currentBS)
18: else
19: maxBS = currentBS
20: currentBS = floor($\frac{\minBS + maxBS}{2}$)
21: BS = SB(currentBS)
```
The batch size set that BatchSizer selects from is as follows: 
\{1, 2, 4, 8, 16, 32, 64, 128, 256\}. While we have used them in the experiments, any other set with an arbitrary size can also be used. Since the time complexity of BatchSizer is $O(\log n)$, it can handle large sets and find a suitable batch size with the least number of tries and within a reasonable time.

Previous works such as PIT [11] usually consider a simple routine for changing the DVFS (starting from the least amount and increasing it step by step until reaching the power cap). To have a more sophisticated approach for comparison, similar to BatchSizer, we employ a pseudo binary search approach in all experiments to find a proper DVFS level. To have a fair comparison, we select BS = 16 (middle of the batch size set) for this DVFS-based algorithm. Selecting a small batch size (e.g., 1) leads to poor throughput, while a large one (e.g., 256) causes significant power cap violations.

### 5.2 Experimental Results

First, we present the throughput results in Fig. 5. BatchSizer can improve the throughput in most of the jobs (up to 29% in job 19) while yielding slightly lower throughput than DVFS in some others (up to 8% lower in job 5). To understand the reason behind these improvements or slight reductions, we show the average batch size selected by BatchSizer for each job in Fig. 6. For the jobs that the average batch size is close to the DVFS batch size (i.e., 16), the BatchSizer either has lower throughput or slight throughput improvement, compared with DVFS. The reason for such small batch sizes selected by BatchSizer is the tight power cap of those jobs (Note that the power cap’s tightness is relative to the DNN model. The same power cap (100 W, for example) might be tight for a deep and complex DNN such as ResNet, while too relaxed for a small DNN such as MobileNet). However, when the power cap is relaxed enough, BatchSizer opts for large batch sizes to fully utilize the GPU accelerator’s computing resources, which leads to high throughput. In such cases, the DVFS cannot leverage the entire power capacity, even by the highest possible DVFS level. Hence, its throughput would be lower than BatchSizer.

Next, we show the power consumption pattern of both approaches for five jobs in Fig. 7. Due to the lack of space, we could not present the results for the entire workload. The results clearly show that BatchSizer can better exploit the power capacity by increasing resource utilization, and hence, improve the throughput. DVFS, on the other hand, cannot take full advantage of the power capacity because of its limited batch size, even by employing the highest DVFS level. Consequently, its throughput is less than BatchSizer. In other words, the performance of DVFS is limited to the dynamic range of power consumption achievable by the lowest and highest DVFS levels. We also observe that in some rare instances, BatchSizer slightly violates the power cap. While adjusting the batch size, BatchSizer might select the one leading to a temporary power cap violation. However, BatchSizer immediately modifies it and does not allow the violation to last for a long time.

Finally, in Fig. 8, we show the dynamic behavior of BatchSizer regarding the batch size. The jobs plotted in this figure are the same as Fig. 7. As shown in this figure, BatchSizer selects a batch size to fully leverage the power capacity without violating the power cap. When there is room for more power consumption, it opts for larger batch sizes until it reaches the largest possible batch size. In the case of tight power caps, however, it tends to select smaller batch sizes. In the presence of a power cap violation, it instantly reduces the batch size to avoid further violation.

### 6 Conclusion

In this work, we introduced a new control knob for power consumption of DNNs on GPU accelerators. The batch size can control the resource utilization of GPU, and consequently, its power consumption. Based on this control knob we designed the BatchSizer approach that can find the proper batch size to maximize the throughput while meeting the power cap, with negligible overhead in a dynamic fashion. The batch size is orthogonal to previous power management and performance improvement techniques for DNNs such as DVFS, quantization, pruning, etc. and can be used in
combination with them to yield more promising results. In future works, we aim to explore such combinations.

REFERENCES

Figure 7: Showing the power behavior of BatchSizer and DVFS for several jobs.

Figure 8: Illustrating the dynamic behavior of BatchSizer regarding the batch size selection and its impact on the power consumption.