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Abstract

The goal of this thesis project is to improve industrial system testing efficiency. The thesis is mainly focused on the field of telecommunication. Testing is one of the most important steps before selling a product to customers and testing is also an important component of after sale maintenance. The work load for testers can be decreased and more projects could be carried out in parallel, if the testing efficiency can be improved.

The thesis project is carried out within the Ericsson Product Development Unit (PDU) Packet Core System Test section. The goal is to improve the system testing efficiency of the Evolved Packet Gateway, as system testing has gradually become one of the bottle necks for the whole product release. Ericsson wants to accelerate its pace in releasing new products to the market and releasing new software to their customers. An initial investigation was made to get a clear view about how the complete system testing procedure is currently carried out and then, an analysis was made based on this information. Ideas were collected for a proposed new implementation and finally a prototype for the most useful ideas was developed and evaluated to show how the system testing efficiency can be improved.

Finally, these ideas were proved to be valuable for Ericsson PDU Packet Core System Test section and two of them have been adopted and are already under developing.
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Sammanfattning
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C&amp;C</td>
<td>Capacity and Characteristic</td>
</tr>
<tr>
<td>CI</td>
<td>Continuous Integration</td>
</tr>
<tr>
<td>EPC</td>
<td>Evolved Packet Core</td>
</tr>
<tr>
<td>EPG</td>
<td>Evolved Packet Gateway</td>
</tr>
<tr>
<td>EUTRN</td>
<td>Evolved Universal Terrestrial Radio Access</td>
</tr>
<tr>
<td>FT</td>
<td>Function Test</td>
</tr>
<tr>
<td>GTP</td>
<td>GPRS Tunneling Protocol</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>PDC</td>
<td>Packet Data Core</td>
</tr>
<tr>
<td>PDN</td>
<td>Packet Data Network</td>
</tr>
<tr>
<td>PDP</td>
<td>Packet Data Protocol</td>
</tr>
<tr>
<td>PDU</td>
<td>Product Development Unit</td>
</tr>
<tr>
<td>PGW</td>
<td>PDN Gateway</td>
</tr>
<tr>
<td>PIC</td>
<td>Physical Interface Card</td>
</tr>
<tr>
<td>SAE</td>
<td>System Architecture Evolution</td>
</tr>
<tr>
<td>SGW</td>
<td>Serving Gateway</td>
</tr>
<tr>
<td>ST</td>
<td>System Test</td>
</tr>
<tr>
<td>SUT</td>
<td>System Under Test</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>Mbps</td>
<td>Megabits per second</td>
</tr>
<tr>
<td>MB</td>
<td>Megabyte</td>
</tr>
</tbody>
</table>
1 Introduction

In the nearly 100 years since Marconi received his Nobel Prize, thousands of engineers have dedicated themselves to the standardization of mobile communication systems. Mobile communication technology has gone through the first generation analog cellular systems, such as AMPS. The Global System for Mobile Communications (GSM), and CDMA 2000 dominated the second generation. GSM evolved with the introduction of general packet radio service (GPRS) and Enhanced Data rates for GSM Evolution (EDGE). The third generation WCDMA increased data rates with the introduction of High Speed Packet Access (HSPA). The focus of the initial version of GSM was mainly on the transmission of voice. However, the desire for surfing the internet and watching videos via a mobile phone requires high data rates. This requirement leads to the creation of the 3rd generation WCDMA system defined by the third generation partnership (3GPP). Through 3GPP, another more advanced radio technology was introduced to provide even higher data rates and to allow for variable channel bandwidth. This technology is called Long Term Evolution (LTE). LTE is the first truly packet-switched wide area cellular data system which puts everything into packets and transmits these packets in an IP network. With LTE, the System Architecture Evolution (SAE) provides the non-radio part of the complete system. The Evolved Packet Core (EPC), together with LTE constitutes the Evolved Packet System (EPS), which fully supports packet-switched data services. The LTE/SAE architecture and some key interfaces and subsystems are shown in Figure 1-1. Each of these components will be described in more detailed later.

![Figure 1-1: LTE SAE Architecture](image)

As more and more packet data is generated and consumed by subscribers, telecommunication system operators are becoming increasingly desperate for suitable equipment in their EPC. They are looking for network equipment that is stable, supports more functionality, and offers both higher uplink and downlink speeds than current equipment. In order to guarantee the quality of the equipment, testing plays an important role for both the equipment provider and the telecommunication system operators.

As the equipment in EPC needs to support a large number of functions, for instance, mobility, routing, charging, session management, etc. The software system is especially complicated. Increasingly the quality of this software determines the quality of the whole system. Software testing is a common process used to collect information about the quality of a product or system under test (SUT). Software testing can be also grouped into classes: unit testing, integration testing, system testing [1], and acceptance testing [2]. These different types of testing ranges from testing an individual subsystem (unit testing) to testing the entire system in operation (acceptance testing).

Normally a testing cycle follows the order: Requirement Analysis, Test Planning, Test Development, Test Execution, Test Reporting, Test Result Analysis, Defect Retesting, Regression Testing, and Test Closure [3]. If the whole procedure is well managed, both the testers and the company can improve their productivity.

When working with complicated software which has more features and modifications added to it regularly, the time of executing and analyzing test cases can determine how often the new software can be delivered. However, more time is needed when it comes to a more sophisticated testing objective due to the increasing difficulty of testing, e.g. function test and system test, which leads to a slow pace for Continuous Integration (CI) [4] during software development.
The concept of CI was come up to reduce the work of merging all the code changes to the main software baseline when developing a new feature or making modifications [5]. By frequently integrating the changes with the existing code repository and software delivery, the risk of code conflict, as known as “integration hell” [6], can be reduced.

In order to achieve the target for early integration and fast delivery, the testing efficiency becomes the main constraint in how fast the process can be. As there still has room for improving testing efficiency, Ericsson has started a Fast Feedback Testing Improvement (FFTI) project to increase the testing efficiency in each testing phase in the hope of releasing new products at a faster pace.

Due to the limited time and the human resources dedicated for this thesis project, the scope of the thesis project will mainly focus on system testing efficiency optimization of the Evolved Packet Gateway (EPG) node [7], as a pilot for system testing part of the FFTI project.

1.1 Goal

Testing is one of the most important procedures for any company to assess the quality of a product. With proper management procedures, testing is also used to maintain and enhance the quality of a product.

The specific goals of this thesis project are:

1) Investigate the current system testing procedure for the EPG.

2) Collect or develop new ideas that could help testing the EPG’s specified functionalities in several aspects. These improvements will hopefully make the test analysis and troubleshooting more automatic and thus enhance the efficiency of evaluating functions as part of the system testing.

3) One of these proposals should be implemented and evaluated to show the overall idea(s). This prototype will be used to evaluate how much system testing could be improved if the proposal was implemented as part of the overall system testing procedure of the EPG.

1.2 Scope

Even though there are lots of software and tools designed for system testing, it is still quite difficult for them to cover every aspects of system testing due to the limited knowledge of the detailed operations of the product and the evolving requirements on the final product. As a result, the company needs to develop the software both for the SUT and for testing this system. Both of these software developments are valuable for the company.

This thesis project should design a pilot that would improve system testing of the EPG node. As part of the system testing, the testing must demonstrate and evaluate stability, and robustness, capacity & characteristic (C&C) of the EPG. The proposed initial direction is to examine the log analysis part of the existing system testing procedure with the aim of making it faster and to produce more precise results which can provide improved feedback to the software developers of the individual subsystems. As part of this work, the thesis project should also address how to manage the results of each test run and other related issues.
1.3 Target Audience

The system tester, testing automation designer, and software developer should all find useful information in this thesis. Companies that want to improve their system testing efficiency should also be able to use this thesis as a reference.

1.4 Methodology

The thesis project started with a literature study about the system testing procedure and system testing techniques focused mainly on those method utilized within the telecommunication industry. An internal investigation was carried out to obtain the knowledge of how system testing is implemented within the specified Ericsson section [8] where this thesis project is being carried out. After comparison and analysis, ideas that might be helpful for system testing were collected from both internal (Ericsson) and external (web, disciplines, other companies, etc.) sources.

These ideas were extended according to the thesis project’s practical requirements and a prioritization was done to emphasize the most urgent needs and most important ideas. The idea with the highest priority was developed further to specify a prototype. This prototype was evaluated to show how much this idea can improve the system testing efficiency.

1.5 Structure

Chapter 1 gives an overview of the thesis project and should have helped the audience to gain some understanding of this thesis project and its context.

Chapter 2 introduces the basic knowledge regarding the SUT – EPG, and also the system testing knowledge relevant to the EPG node testing, as well as the previous work that has been done for system testing.

Chapter 3 lists the ideas that were collected and presents them in ascending priority order.

Chapter 4 proposes an implementation based on the ideas that were collected.

Chapter 5 describes the prototype based on the idea that had the highest priority and provides an efficiency comparison between using the prototype and the current testing method. This comparison is used to evaluate if and by how much the proposal improves the efficiency of system testing of EPG.

Chapter 6 concludes this thesis and suggests the future work.
2 Background

This background chapter introduces the basic knowledge regarding the SUT – EPG, and also the system testing knowledge relevant to the EPG node testing, as well as previous work that has been done on system testing.

2.1 EPC and EUTRAN

The EPC is the core network for a 3GPP standardized mobile network. It provides routing, charging, roaming, and other functionality. The Evolved Universal Terrestrial Radio Access (EUTRAN) is the air interface for the mobile network. The enodeb (eNB) and all the associated user equipments (UE) compose the EUTRAN network, as shown in Figure 2-1. The eNB is a radio base station within EUTRAN and handles radio resource management, routes the user plane data towards the SGW, etc. The connection between the UE and eNB is based on wireless transmission.

2.1.1 Evolved Packet Gateway

Referring to Figure 1-1, the combined EPG node is comprised of the Packet Data Network Gateway (PGW) and the Serving Gateway (SGW). The EPG provides an interface between the radio access network (e.g. EUTRAN) and the internet, corporate intranet, or other packet data networks. For example, in order to surf the internet, the UE (e.g. mobile phone, tablet, or other device equipped with an EUTRAN interface) first needs to set up a connection to the desired IP network from the eNB to the SGW/PGW node, then the data can be transferred either from the UE to the IP network or from the IP network to the UE, as shown in Figure 2-2.

Figure 2-1: EPC and EUTRAN (figure taken from [9])
2.1.2 SGW
The SGW is the gateway that terminates the core network’s packet network interface towards EUTRAN. It is responsible for transferring user data packets between the EUTRAN and EPC. This means it has to support handovers with neighboring eNBs. The handover process is controlled by the mobility management entity (MME).

The SGW functions include [10]:
- UE mobility anchor point,
- Packet routing and forwarding, and
- User plane data transmission between EPC and EUTRAN.

2.1.3 PGW
Packet Data Network (PDN) Gateway provides the connection between the EPC and a number of external data network.

The PGW functions include [10]:
- Per-user based packet filtering (for example, deep packet inspection),
- Lawful Interception,
- UE IP address allocation, and
- Charging.

2.2 System testing
System testing is part of the overall hardware and software testing. A common element of this testing is to evaluate the performance of the software, so within this project, the system testing was mainly taken within the software testing scope.
2.2.1 Software Testing

Software testing is usually used to validate and verify that software or another type of product meets its requirements and also to detect any defects and failures before a new software version is released. As the software testing plays an increasingly important role during system development, in the current culture of system development, there are two types of existence of system testing: one independent organization for testing, separated from the development team: one cross functional team \[21\], which includes system testing, system developer etc. In the testing organization, there are assigned roles for manger, test lead, test designer, system tester, function tester, test automation developer, etc.

Classified by the testing period and different levels, software testing includes \([11]\):

- **Unit testing**
  Unit testing, which is also known as component testing or function testing, the target of it is the individual units of source code, or the modules of a software application. The purpose is to isolate each part of the program and show that each individual works properly. And it is usually performed by the developer.

- **Integration testing**
  It occurs after unit testing and is used for verifying all the units or modules can work together as a group and the communication among each interface works as expectation.

- **System testing**
  For a complete and integrated system, system testing is targeted for evaluating if the whole system performance qualifies the specific requirement. During a test, the testers are assumed to have no knowledge of the source code and internal module design, so it also belongs to black box testing, which does not require any knowledge of the system design.

- **Acceptance testing**
  After system testing, the acceptance testing is used for evaluating the system’s compliance with the business requirements and assess whether it is qualified enough for delivery.

2.2.2 System testing taxonomy

The objective of system testing is to evaluate if a system conforms to the requirements specified by the customers. For a large scale complicated system, it takes lot of effort to guarantee that the customer’s requirements have been met. Usually the hardware and software together comprise a complete system, so a broad view of the behavior of the system needs to be examined. For example, if one EPG node functions stable when it has thousands of users connected, will it still be stable when the number of users increase to millions, which is assumed to be lower than the maximum limitation according to the specification.

The taxonomy of system testing might be viewed simply as:

- **Basic test**
  A basic test mainly tests if the system can be installed, configured, and brought to an operational state. Five typical basic tests are: boot, upgrade/downgrade, light emitting diode, diagnostic, and command line interface tests.
Robustness test

A robustness test shows the system’s resilience in the event of any failure. For example, if one component of a system goes down by any reason, e.g. power down, the system should detect out the failure and restart the component or replace it with a spare component. On the other hand, with external operation, the system should also be able to restart successfully.

Interoperability test

An interoperability test determines if the system can interoperate with other products, for example, the communication between SGW and MME.

Performance test

A performance test will measure the overall system’s capacity, e.g. throughput, and response time.

Stress test

A stress test is designed to test the system’s performance while the offered load is in excess of the system’s designed capacity, i.e., push the system beyond its specified limits. When the stress exceeds the specified limits, the system is expected to start its overload protection mechanisms or to recover in case of failure.

Load and stability test

The purpose of a load and stability test is to measure whether the system can remain stable for a sufficient period of time, when the load reaches the maximum specified limits. Some typical problems that may occur during a load and stability test are: (1) system slows down, (2) system crashes, (3) a counter or gauge malfunction, etc.

Reliability test

A reliability test examines the system’s ability to continue running for a long period of time without the pressure of a high load

Regression test

A regression test is designed to ensure there no defects are introduced into the system when delivering new releases as compared with the existing system.

Regulatory test

The requirements from governments or organizations regulatory bodies should also be fulfilled before delivering the system to the market. One example of regulation might be that user privacy should be protected and data collected by the company not be exposed publicly [12].
2.3 Thesis Project related measurements and metrics

The scope of the system testing in this thesis project is mainly focused on load and stability testing, robustness testing, and performance testing.

2.3.1 Load and stability testing

Load and stability testing sometimes is also called endurance testing, because this testing is usually run for several days with heavy end user load and mixed traffic generated from the network equipment, e.g. UE, eNB, SGW, PGW, etc.

For example, a 48 hours stability test case is executed to test the combined SGW + PGW (EPG) node. After a specified number of UEs are attached via eNBs and have set up connections with the PDN, traffic will be generated. After the traffic in the network becomes stable, this status will be maintained for 48 hours. During this period, some activities are running in parallel: (1) Adding UEs, deleting UEs, modifying the quality of service for connections between UEs and PDN, moving UEs between MMEs, etc. (2) Collecting important data and messages from the EPG node and relevant servers connected with the EPG node, and (3) Monitoring the running status of EPG node.

After the stability test case is finished, the logs that were generated during the stability test will be examined. From these logs we will extract a number of performance metrics [13]:

- Throughput: the number of IP packets or bytes that passed through a specific interface of the EPG node within 1 second, with separate accounting for uplink and downlink traffic

- Resource usage: the average value of CPU load and memory occupancy (i.e., the fraction of memory utilized of the available memory), the peak value CPU load and peak memory occupancy.

- Error occurrences: errors, warnings, critical alarms, and

- Failure: the number of dropped packets, the number of failed connection, etc.

2.3.2 Robustness testing

As described in section 2.2.2, a robustness testing measures the system’s resilience in the event of any failure. For instance, after the traffic has reached a stable phase in the load and stability testing scenario, a robustness test is carried out on the EPG node to test if each Physical Interface Card (PIC) can be recovered automatically after being terminated (i.e., set to a non-running state) and if a spare PIC can take over the responsibility of the failed PIC.

The performance metrics of this robustness test case can be classified into the following categories:

- Recovery time: the time duration between when one PIC is terminated and the system has totally recovered after invoking self-restart mechanism.

- Alarms monitoring: alarms that are generated during the terminating procedure should be cleared after a successful recovery.

- Inter PIC communication: the systems should be able to inform the spare PIC when a PIC is going to be killed. In this way, the traffic on the failed PIC can be transferred to the spare PIC in advance and the volume of the loss traffic can be decreased during the transfer of responsibility, and
Traffic: the volume of traffic during three phases: before the PIC failure, during the PIC recovery, after PIC recovery. It is desired that the volume of traffic should be at an approximately same value, i.e., that not traffic is lost.

2.3.3 Performance test

A performance test, also called capacity and characteristic testing, is mainly used for measuring the system capacity and response time [14]. For example, two performance tests are executed to test the EPG node and each test case has a different objective. One test case is designed to test the maximum throughput of the node when the average CPU load reaches the maximum limitation, while the other test is designed to measure the maximum number of Packet Data Protocol (PDP) contexts that can be established between the UEs and PDNs, when there is no failed connection setup.

The performance metrics of the capacity and characteristic testing can be described as follow:

- Maximum throughput: the highest throughput of the EPG node can support without exceeding the maximum allowed CPU load or packet loss.
- Maximum signaling rate: the minimum time required to set up a PDP request and response loop between UEs and PDNs without any failure, and
- Resource usage: the highest CPU load without any traffic being dropped or connection failures.

2.4 System testing on EPG

When it is said that the EPG is the SUT, this usually means the EPG node is the actual entity and all the nodes and UEs around EPG, e.g. MME, eNB, SGSN, etc. are simulated by tools, as shown in Figure 2-3.

Before starting the system testing, the equipment around the EPG should be simulated. This means that the EPG should think that it is connected with this equipment. For example, the simulated MME should be connected with the EPG and the simulated eNB. When a complete test network is set up, the system testing cases can be executed in this simulated network. First, using the GTP Tunneling Protocol (GTP) [15], the EPG, MME and eNB together set up a Packet Data Protocol (PDP) context between a UE and the simulated PDN network using the control plane. With this PDP context, the simulated UE will start requesting content (e.g. webpage, audio, video stream, etc.) from a server in

![Figure 2-3: EPG under test architecture](image-url)
the simulated PDN network via the EPG directly through the GTP user plane [16]. After the server sends back the requested content, one transaction is finished. When there are multiple PDP contexts and transaction in this simulated network, the CPU load and memory consumption of the EPG node will also increase.

In order to meet different testing requirements, the simulated tools can be configured for a specific testing scenario and during which they generate different types of traffic in the network. The performance of the EPG in these different testing scenarios will be measured.

2.5 Related work

The execution of test cases has been designed to enable a high automation level of testing in the telecommunication area. This is necessary as these systems typically need to support very large numbers of users, very large numbers of devices, and high aggregate amounts of traffic. However, when it comes to system testing, many factors need to be considered and compared, before the final decision of whether the system test case has been passed or not.

There are already some excellent tools for analyzing logs from system testing cases, for example, parsing the logs files to get specific values, plotting relevant graphs for a better view of the CPU load or memory occupancy, and stripping out the important messages that need to be checked following each test case run.

Even though we already have these tools, during the analysis, a system tester still needs to use each of these tools individually and to manually calculate and start checking log files; the lack of integration of these tools makes it difficult to have a fully automatic testing procedure from test case execution, test log analysis, test result storage, and to determine if the SUT works properly.

The following graph shows the basic way of working for system testing, starting from the CLI terminal or Webportal, which is a web based management tool, to start the test case run. It goes through the checking procedure of the test environment and executes the test case. After test logs are collected, it comes to the analysis part with several tools. If system testers need to check the requirement of specific test cases, they can login to the test requirement web server and check them.

![Figure 2-4: The current way of system testing](image)

By looking at system testing from an overall system view, this thesis project has proposed a more automatic testing procedure, decreasing the time required for analyzing logs, monitoring the running status of each case in real time, etc. The result is to ease the work for system testers and thus to improve their efficiency.
3 Idea Collection and Exhibition

This chapter will introduce all the ideas that were collected or developed as the result of investigating current testing procedure within Ericsson PDU Packet Core section. These ideas cover a broad area of system testing, from real time monitoring and result submission in an online database to automatic log analysis and test statistics etc.

Some of the ideas originate from a current popular research area, big data analysis, while other ideas were brought up through a comparison between existing commercial tools and the testing method used within Ericsson.

Each idea will be described clearly from several different points of view in a section within this chapter. Table 3-1 shows the list of the ideas that were thought to help, regarding to different aspects of system testing.

Table 3-1: List of ideas

<table>
<thead>
<tr>
<th>Functions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-check</td>
<td>Guarantee the testing environment stability before testing</td>
</tr>
<tr>
<td>Real time status tracking</td>
<td>Real time monitoring the status of each test case run</td>
</tr>
<tr>
<td>Fault detection</td>
<td>Provide fault location and potential suggestions</td>
</tr>
<tr>
<td>Automatic log analysis</td>
<td>To achieve a more automatic analysis procedure after test case run</td>
</tr>
<tr>
<td>Measurement storage</td>
<td>Manage the test results and logs in an online database</td>
</tr>
<tr>
<td>Abnormal message database</td>
<td>For better understanding of the error, warning and alarm messages</td>
</tr>
<tr>
<td>Test requirement</td>
<td>To have a well structured set of test requirements</td>
</tr>
<tr>
<td>Test statistics</td>
<td>Statistics of test case run, e.g. failure rate and failed reason etc.</td>
</tr>
</tbody>
</table>

3.1 Pre-check of testing environment

This idea was brought up to guarantee a stable testing environment before starting the system test case. For system testing, the system under test (SUT) needs to cooperate with other simulator or tools, and save a huge amount of log information to disk. According to experienced system testers everyday there are lots of system test cases executed and high portion of them fail due to an unstable testing environment.

3.1.1 Idea implementation

The proposal is to check all the related testing aspects in order to ensure a stable test environment, specifically:

- Check if there is enough space to save the generated logs after a test case is finished
- Check if the software has good quality according to previous test cases, before running additional test cases.
- Check if the EPG node and any Physical Interface Cards (PICs) are reachable
- Check if the software can be used for different types of EPG nodes, and
- Check if the versions of the different tools are correct for a specific test case.
In most of these cases if the result is negative, then we may be able to fix the problem automatically using scripts.

### 3.1.2 Advantage
If the above list of issues can be checked and fixed properly before executing the test case, it can save a lot of time that would otherwise be spent trying to figure out the reason for some abnormal behavior or failure that is not relevant to the purpose of the desired system testing.

### 3.1.3 Limitation
To check these items is feasible, the challenging part is how to fix them automatically when the reason for a specific kind of error is not easily defined. For example, there might be a large number of reasons for a node not being accessible, then, the script for fixing the failure may cause a greater risk than the failure itself, in such a case we will simply notify the tester of the problem that has been detected.

### 3.2 Real time status tracking
The purpose of this idea is to facilitate earlier fault detection. Usually before one case reaches its finally result, there are prerequisites that first need to be fulfilled. The number of prerequisites for system testing is especially large, as compared with unit testing and integration testing.

For example, to start a stability test case, the node software should be installed on the EPG, then the relevant servers and tools need to be configured and started before there is any further operation on the EPG node. Afterwards, simulated UEs send traffic to PDN and traffic will be generated in the reverse direction through the network. If we start a 24 hours stability test case, it may take half an hour to finish the preparation phase and only after 24 hours will we can get all the logs and then begin our further analyze of them.

The idea is that we should monitor the running status of one test case from the beginning (preparation phase) until the end, thus we could process the logs and error reports in real time [17]. In this way, if there is any early failure occurs in the beginning or middle of the test run, for example, a sever does not start or there are already too many failed connections, the system tester will not need to wait until the end to find out about this failure. This many enable the system tester to either terminate the test early or to change the configuration of the test environment or the SUT - before continuing with testing. Either of these actions will increase the system testing efficiency by avoiding wasting testing time and other resources.

This idea can be utilized by developing as one application tool and started in the beginning of one test case run.

### 3.2.1 Idea implementation
The implementation can be divided into two parts:

- A graphical user interface (GUI) could be used to show the status of each server and tool, as well as the values and messages that are important for system testers to check during the case run. Figure 3-1 shows what such a GUI might look like.
The second part is a friendly notification window which can be generated when there is severe error or failure, especially for a test case that may take a long time, to notify the system tester with such a notification window shown in Figure 3-2.

An extension to this is to send the system tester e-mail which contains this notification. This e-mail could go to an automatic filter which could send a SMS to the system tester notifying them of either the error or that an error notification has been sent.

3.2.2 Advantages

Normally, when one test case is running, system testers need to login to the node and manually type command in order to check on the running test's status, for example to make sure the test case has really started and is running as expected.

The advantage of the proposed new function compared with the normal procedure is that we can predefine the expected test case results, while leaving the real time checking to script which can notify the system tester when errors occur. In this way, system testers do not need to check the status quite so often and thus they can spend the saved time on the other tasks.

3.2.3 Limitation

As there might be a large number of system testing cases, and there are likely to be different prerequisites for each case, it is hard to make a single GUI that is applicable for all test cases. However, certain common parts of each test scenario could be displayed on the GUI.

If the GUI only displays several simple items, then the GUI could be replaced by a script and which generate abnormal notification events. However, if we would like to display more items, then the maintenance of the GUI will be challenging, which may even increase the effort needed to maintain the test cases, as the prerequisites of some test cases might be updated sometimes.
3.3 Fault detection

Fault detection is different from real time status tracking, as the later mainly focuses on the test case’s running status, while fault detection intends to find out the cause in the event of a failure after the test case has finished running. Usually it takes a long time for a system tester to figure out the reason for the failure, as the necessary information might not be clearly displayed and maybe hidden deeply in the logs.

3.3.1 Idea implementation

A script can be developed to check relevant information in the logs to see if an error or failure has occurred. It would be desirable if the script could also suggest solutions to solve the error or failure, as not every system tester is familiar with all the areas of system testing.

3.3.2 Advantage

If the fault can be detected and several solutions can be suggested to system testers, then the work load on the system tester can be decreased a lot.

3.3.3 Limitation

As with the pre-checking testing environment, for each specific error or failure, there might be many potential reasons. If the script has enough knowledge of the diagnostic – solutions information available, it could at least show a list of possible solutions – even though it does not specify any detailed reason for the error or failure.

3.4 Automatic log analysis

The main goal of this idea is to have automatic log analysis by the script instead of the system tester manually processing the logs after a test is finished. An analysis report should be generated to showing if the test case runs properly and if the results fulfill our expectation as to the capacity or quality of the SUT.

3.4.1 Idea implementation

There are several rules that need to be observed during test case analysis:

- Comprehensive

  The analysis report should contain the most important messages, relevant calculations, or graphs of CPU load, memory occupancy, PDP context number, etc. These values are those that a system tester usually calculates and examines during log analysis. The content on the report should present all the relevant data that can be extracted by scripts.

- Distinctive mark and notification

  The report should highlight (marking in different color) the part of the report that needs attention by the system tester. For example, marking red values that has a large difference from the expected reference value. The purpose of this marking is to make the analysis report easy for someone to read and understand, even someone that does not have that much experience with system testing.
3.4.2 **Advantage**
If the test report provides most of the information and calculations that a system tester usually needs to do manually, it can save a lot of time for the system tester, and thus enable them to make a decision if a test case runs properly or not.

3.4.3 **Limitation**
As there are different test objectives in system testing, e.g. stability, robustness, C&C, and they all have different checklists during log analysis, thus the report should contain different information depending upon the objective of a specific test.

3.5 **Measurement storage in online database**

This idea was come up due to the need for a lot of data, for example, to be reused as comparison in a subsequent test, plotting the trend of a specific value, or for other purposes. If the data from a test case’s log can be saved in an online database, then it can be fetched and reused for different purposes.

3.5.1 **Idea implementation**
Data will be organized in a good structure according to practical needs and saved in an online database that is accessible to the relevant members of the staff.

3.5.2 **Advantage**
Having the data stored in a database will be much more convenient for the testers and will facilitate comparison of this data with other test runs (for example, this can be used in conjunction with regression testing). As the data can be fetched from the database, comparisons can be done by scripts automatically, rather than manually by system tester.

3.5.3 **Limitation**
There is no technical issue for this idea. The main concern is more about what data should be saved in the database.

3.6 **Abnormal message database**

For a complicated product, a real time monitoring system is quite necessary, to supervise the running of the test in terms of keeping track of the status of the hardware and software, and to report any abnormal behavior, such as errors, warning messages, etc.

As one primary purpose of system testing is to detect any failure or abnormal behavior of a product, the system tester may encounter lots of different types of messages, including error messages, warning message, etc. If the system tester has better knowledge of the meaning of these abnormal messages, it would facilitate troubleshooting.

3.6.1 **Idea implementation**
The database used during result submission will be extended to support the implementation of this idea, in order to save the time it would require to maintain another database.

Each abnormal message will be saved in the database:

- In different tables according to the type, e.g. error, warning, alarm, critical, etc.
With complete information, including: type of message, an example of the message, regular expression which can be used to search for this message, description of possible root cause, the level of severity, link with any trouble report(s), the current status (open or closed), etc.

In such a manner that it can be easily found when search for a specific message.

### 3.6.2 Advantage
If a huge number of abnormal messages can exist in a monitoring system, the system tester may not be able to know and understand all of them through their own experience, especially for a new comer that does not yet have much knowledge of the specific product.

With this database, a system tester can search for a specific abnormal message that is hard to understand and learn some basic information about it.

This abnormal message database can also benefit for the log analysis automation. Scripts can search for each abnormal message in the database by using the regular expression and then take different actions based upon the level of severity for this specific message.

### 3.6.3 Limitation
The main concern is to collect all the information relevant to each abnormal message, which may cause extra work for the designer who is most familiar with the root cause of a specific product. This actually means that all such messages and their descriptions needs to be part of what is recorded when the developer inserts the message into the code.

### 3.7 Test requirement

This idea was come up due to the complexity of determining the overall requirements for a specific test case. For example, what is the minimum throughput or maximum signaling rate that should be reached during this test (i.e., what are the expected values of some of the important variables that are associated with this test).

#### 3.7.1 Idea implementation

A test requirement database (using the same database as mentioned in section 3.5) should be supported. This database should record the overall requirements of a specific test case. A script can be developed to search for all the related requirements of a test case in the database, combine all of these requirements and insert them as the requirements for a new test in the requirements database.

#### 3.7.2 Advantage

It would be easier for a system tester to check if a test case has met the overall requirements of this a test case, rather than needing to several steps to get the necessary information.

#### 3.7.3 Limitation

The current format of the requirements is not formalized and it might be difficult for the script to fetch the relevant values for the corresponding items.

### 3.8 Test Statistics

When we say testing efficiency, do we really know how efficient we are? Can we provide an exact figure to show our efficiency? In order to get a correct result, each test case is rerun for five times after modification, for example. Does this repeated testing mean the efficiency is low? These will be quite
tough questions if a company has not done an investigation into what is efficiency, what accuracy is required for measures of efficiency, what is the expected variance in efficiency.

3.8.1 Idea implementation
Each time when a test case is finished, the system will record some information about the performance of the test case, e.g. pass or fail, duration, times of each run, testing phase (debug or regression), the reason if a case fails, etc.

This idea will be supported by three calculating statistics:

- The failure rate of all the test cases run,
- The portion of time spent on failed cases in the different testing phases, and
- The list of the root causes of these failures.

3.8.2 Advantage
With the above three statistics, the system testing section may have a better understanding of its testing efficiency and take appropriate actions when the efficiency is not sufficient.

3.8.3 Limitation
It is not yet know what level of efficiency is sufficient nor what the expected values of these three statistics and their variance should be.
4 Implementation Proposal

After the above ideas were brought up and extended with concrete ideas to implement, this chapter presents the output from the evaluation of each idea with one PICK chart and shows how these ideas all together formulate one complete implementation proposal as well.

4.1 Idea evaluation

When determining the priority and most useful idea among multiple improvement ideas, a PICK chart can be very helpful. A PICK chart is a Lean Six Sigma tool, for organizing process improvement ideas and categorizing them during the identify. A PICK chart is divided into 4 quadrants, Possible, Implement, Challenge and Kill. That’s also how we get the name of PICK. Horizontal is scale of payoff, while vertical is ease of implementation. The Ideas that fall within Implementation quadrant should be the ones that are most useful among all of them.

After a lot of discussion and comparison with system testers and developers within Ericsson PDU packet Core section, each idea was fully discussed and evaluated with amount of work and payoff level as shown in Table 4-1.

<table>
<thead>
<tr>
<th>Idea</th>
<th>Functions</th>
<th>Amount of work (Relative weeks)</th>
<th>Payoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pre-check</td>
<td>5 weeks</td>
<td>Medium</td>
</tr>
<tr>
<td>2</td>
<td>Real Time Status Tracking</td>
<td>9 weeks</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Fault detection</td>
<td>11 weeks</td>
<td>Low</td>
</tr>
<tr>
<td>4</td>
<td>Automatic log analysis</td>
<td>6 weeks</td>
<td>High</td>
</tr>
<tr>
<td>5</td>
<td>Measurement Storage</td>
<td>6 weeks</td>
<td>High</td>
</tr>
<tr>
<td>6</td>
<td>Abnormal message database</td>
<td>8 weeks</td>
<td>Medium</td>
</tr>
<tr>
<td>7</td>
<td>Test requirement</td>
<td>4 weeks</td>
<td>Low</td>
</tr>
<tr>
<td>8</td>
<td>Test statistics</td>
<td>5 weeks</td>
<td>Low</td>
</tr>
</tbody>
</table>
Based on the information of payoff and amount of work for each idea’s implementation from Table 4-1, a PICK chart was drawn to identify the priority and the most useful ideas among them.

![PICK Chart](image)

Figure 4-1: Idea implementation PICK chart

Finally, the most useful ideas are automatic log analysis and measurement storage in online database, while the priority of these ideas was shown in Table 4-2:

Table 4-2: List of ideas with their priority

<table>
<thead>
<tr>
<th>Priority</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Automatic log analysis</td>
</tr>
<tr>
<td>2</td>
<td>Measurement storage in online database</td>
</tr>
<tr>
<td>3</td>
<td>Pre-check</td>
</tr>
<tr>
<td>4</td>
<td>Abnormal message database</td>
</tr>
<tr>
<td>5</td>
<td>Test statistics</td>
</tr>
<tr>
<td>6</td>
<td>Test requirement</td>
</tr>
<tr>
<td>7</td>
<td>Real Time Status Tracking</td>
</tr>
<tr>
<td>8</td>
<td>Fault detection</td>
</tr>
</tbody>
</table>
4.2 Implementation Proposal

These ideas together were used to formulate a proposal for a complete implementation of a prototype to improve system testing. The complete proposal and the relationships between the each part are shown in Figure 4-2.

Figure 4-2: Implementation proposal

There are two methods to start a system testing case. One is to start it directly from the Linux server’s terminal, while another method is to operate it from a webportal (A website based management tool to manage the software, test cases, EPG node, etc.). No matter which method is used to start the system testing case, the whole procedure will go through the following actions: pre-check, execution with real time monitoring, measurement storage in the database and automatic log analysis. The measurement stored within database, the requirement of test case, together with the abnormal message database can be utilized during the automatic log analysis, which aims to compare all the key information among different software versions. If there is anywhere goes wrong, the fault detection can detect out the fault location and provide relevant suggestions about how to solve the fault. And finally one analysis report will be generated. This report shows more detailed information generated by the automated analysis. In parallel with the testing process, the statistics from running test case will be collected and saved into a test statistics database.
5 Prototype and Evaluation

The two ideas with the highest priority (as described in Chapter 4) were chosen to be developed as a prototype, i.e. Automatic log analysis and Measurement storage in online database. An evaluation was also carried out to show how this prototype can help to improve the system testing efficiency within Ericsson's system test section.

The prototype was divided into several steps:

- First, the logs obtained from test case run is parsed and stored within the online database associated with the software version that is used during test case run.
- Based on the test case number, one script is generated from the modules in the pre-defined library. The script collects all the required data from the online database and carries out proper calculation to compare the measurement among different software versions.
- One analysis report that contains a lot of information from the above step will be generated in Portable Document Format (PDF).
- After presenting the analysis report to the system tester, the system tester needs to make a decision about whether the case was passed or failed according to the information.
- If the results are considered valid from the view of system tester, then the data will be kept in the database and can be reused in other log analysis. However, if the case has failed, the measurement stored within the database should be removed, and
- The system tester might correct the problem and initiate a new run of the same test case.

Figure 5-1 shows the framework of the prototype and explains the data flow.
5.1 Result submission

The purpose of this idea is to save key measure of one test case in the online database and the data then can be manipulated in different kind of way to benefit the test case result analysis.

5.1.1 Input

The input of this idea can be grouped as:

- Software Version;
- Software development branch;
- Test case; and
- The parsed numbers and messages from log analysis.

5.1.2 Output

The only output is the database tables that save the measurement data which can be used for different purposes, such as comparison, computing trends of CPU load, memory occupancy, etc.

5.2 Automatic log analysis with analysis report

As mentioned in section 3.4, the purpose of this idea is to reduce the workload on the system testers, by presenting test case status, results with comparison and relevant graphs on a report. Due to the limited time, the scope of the automatic log analysis only contains basic information check, test case status check, key measurement value comparison, which are part of the normal complete analysis procedure and can be automated relative easily compared with others, e.g. graph comparison.

5.2.1 Input

In order to generate a test report, the following input is required:

- Log files from test case;
- Script for parsing values, messages, and automatic comparison;
- Library for generating PDF file; and
- Necessary data from the database.

5.2.2 Output

The only output of this prototype is the test case based analysis PDF report.

5.3 Metrics for evaluation

The evaluation will be carried out from several different aspects:

- Accuracy: If the information in analysis report is accurate and can be trusted by system tester
- Usability: How convenient is this new method in comparison with the current method for log analysis
- Efficiency: The time spent on the logs analysis compared with the one using the traditional method
Maintainability: Can be maintained in a systematic way in the future?

Portability: The ease of adapting this prototype to the existing testing system

5.4 Evaluation and Decision Analysis

This prototype was evaluated from different aspects within Ericsson system testing section by test objective leaders, system testers, test automation designers, to provide practical and empirical figure about the performance of this prototype.

After the selection criteria and subgroups for each criterion were determined for the evaluation, decision analysis spreadsheet was used to evaluate the prototype compared with existing tools. Decision analysis is a discipline to address important decisions in a formal manner. There are different way to present the decision analysis, e.g. influence diagrams and decision trees. However, the emphasis of this evaluation was to compare between different tools from several criteria, so spreadsheet is more suitable for addressing the difference between them by using the selection criteria and assigning a weighted value to the criteria. The tool that has the highest score can be the preferred choice [20].

During the decision analysis procedure, each criterion and its subgroups were assigned with one weight according to its importance and the individuals carrying out the evaluation assigned a raw value to each subgroup of a criterion, which resulted in a weighted score. Finally the weighted score were then summed up for each criterion and compared [20].

The meaning of each raw value and decision spreadsheet for criteria can be found in the following table 5-1, while the weight for each decision criteria within the evaluation can be seen in table 5-2:

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Accuracy</td>
<td>15%</td>
</tr>
<tr>
<td>B</td>
<td>Usability</td>
<td>15%</td>
</tr>
<tr>
<td>C</td>
<td>Efficiency</td>
<td>30%</td>
</tr>
<tr>
<td>D</td>
<td>Maintainability</td>
<td>20%</td>
</tr>
<tr>
<td>E</td>
<td>Portability</td>
<td>20%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 5-1: Raw value definition

<table>
<thead>
<tr>
<th>Raw value</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Alternative fully satisfies the requirement or decision criteria</td>
</tr>
<tr>
<td>0.75</td>
<td>Alternative partially satisfies the requirement or decision criteria</td>
</tr>
<tr>
<td>0.5</td>
<td>Alternative partially satisfies the requirement or decision criteria</td>
</tr>
<tr>
<td>0.25</td>
<td>Alternative partially satisfies the requirement or decision criteria</td>
</tr>
<tr>
<td>0.0</td>
<td>Unknown or null</td>
</tr>
</tbody>
</table>

Table 5-2: Decision Analysis Spreadsheet for all criteria in total

The evaluation of each criterion was further performed in independent decision analysis spreadsheets and afterwards, the decision analysis spreadsheet for all criteria will be filled out.
5.4.1 Accuracy

This prototype was utilized in test objective leaders and system testers for real testing projects. The criteria for accuracy include: 1) show the information correctly, 2) the calculation is correct, 3) The mark is done correctly.

Table 5-3: Decision Analysis Spreadsheet for Accuracy

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
<th>Compared testing system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Existing tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Raw</td>
</tr>
<tr>
<td>A</td>
<td>Accuracy</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>A.1</td>
<td>Show the information correctly</td>
<td>30%</td>
<td>1</td>
</tr>
<tr>
<td>A.2</td>
<td>The calculation is correct</td>
<td>40%</td>
<td>1</td>
</tr>
<tr>
<td>A.3</td>
<td>The mark is done correctly</td>
<td>30%</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Subtotal</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

5.4.2 Usability

System testers will provide relevant information about the usability of the prototype, if it’s easy to use and provide clear information to them. The criteria for usability include: 1) Ease to execute, 2) Ease to open the report, 3) Ease to view the content in report, 4) Ease to catch the key information.

Table 5-4: Decision Analysis Spreadsheet for Usability

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
<th>Compared testing system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Existing tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Raw</td>
</tr>
<tr>
<td>B</td>
<td>Usability</td>
<td>15%</td>
<td>13.5%</td>
</tr>
<tr>
<td>B.1</td>
<td>Ease to execute</td>
<td>15%</td>
<td>1</td>
</tr>
<tr>
<td>B.2</td>
<td>Ease to open the report</td>
<td>15%</td>
<td>1</td>
</tr>
<tr>
<td>B.3</td>
<td>Ease to view the content in report</td>
<td>20%</td>
<td>0.5</td>
</tr>
<tr>
<td>B.4</td>
<td>Ease to catch the key information</td>
<td>30%</td>
<td>0.5</td>
</tr>
<tr>
<td>B.5</td>
<td>Enough information for analysis</td>
<td>20%</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Subtotal</td>
<td>100%</td>
<td>85%</td>
</tr>
</tbody>
</table>
5.4.3 Efficiency
The time spent on analyzing the same information from existing tools and prototype will be listed out and compare. The information includes: the status of dallas sever, core dump situation, comparison between previous build and foundation baseline build, the value trend over a series of builds.

Table 5-5: Decision Analysis Spreadsheet for Efficiency

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
<th>Compared testing system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Existing tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Raw</td>
<td>Weight</td>
</tr>
<tr>
<td>C</td>
<td>Efficiency</td>
<td>30%</td>
<td>9%</td>
</tr>
<tr>
<td>C.1</td>
<td>Time for Analysis (min)</td>
<td>X</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Subtotal</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

5.4.4 Maintainability
Designers will take responsibility of the maintainability evaluation part. Looking from a long term view, it should be able to use this prototype continuously, update or add more features, etc. The criteria for maintainability includes: 1) Ease to add more information in the report, 2) Ease to reduce the information in report, 3) Ability to handle change

Table 5-6: Decision Analysis Spreadsheet for Maintainability

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
<th>Compared testing system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Existing tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Raw</td>
<td>Weight</td>
</tr>
<tr>
<td>D</td>
<td>Maintainability</td>
<td>20%</td>
<td>17.25%</td>
</tr>
<tr>
<td>D.1</td>
<td>Ease to add information for analysis</td>
<td>25%</td>
<td>0.75</td>
</tr>
<tr>
<td>D.2</td>
<td>Ease to reduce information for analysis</td>
<td>25%</td>
<td>0.75</td>
</tr>
<tr>
<td>D.3</td>
<td>Ability to handle changes</td>
<td>20%</td>
<td>0.75</td>
</tr>
<tr>
<td>D.4</td>
<td>Ease to manage the database</td>
<td>30%</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Subtotal</td>
<td>100%</td>
<td>86.25%</td>
</tr>
</tbody>
</table>

5.4.5 Portability
In order to make use of this tool, the first step is to adapt it into current testing system. The following parts will be affected: (1) Interaction with existing database, (2) Integration of testing tools, (3) Interaction with other supplementary tools. The criteria for portability includes: 1) Ease to switch to existing online database, 2) Ease to interact with other necessary tools, 3) Ease to be integrated within other tools, 4) Ease to be extended for other test cases

Table 5-7: Decision Analysis Spreadsheet for Portability

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
<th>Compared testing system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Existing tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Raw</td>
<td>Weight</td>
</tr>
<tr>
<td>E</td>
<td>Portability</td>
<td>20%</td>
<td>17.5%</td>
</tr>
<tr>
<td>E.1</td>
<td>Ease to switch to existing online database</td>
<td>25%</td>
<td>1</td>
</tr>
<tr>
<td>E.2</td>
<td>Ease to interact with other necessary tools</td>
<td>25%</td>
<td>1</td>
</tr>
<tr>
<td>E.3</td>
<td>Ease to be integrated within other tools</td>
<td>25%</td>
<td>1</td>
</tr>
<tr>
<td>E.4</td>
<td>Ease to be extended for single test cases</td>
<td>25%</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Subtotal</td>
<td>100%</td>
<td>87.5%</td>
</tr>
</tbody>
</table>
5.5 Decision Analysis

Based on the previous evaluation, finally the table was filled out and presents the comparison between the current testing tools and the prototype.

Table 5-8: Decision Analysis Spreadsheet in total

<table>
<thead>
<tr>
<th>Item</th>
<th>Decision Criteria</th>
<th>Weight</th>
<th>Compared testing system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Existing tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Raw</td>
</tr>
<tr>
<td>A</td>
<td>Accuracy</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>B</td>
<td>Usability</td>
<td>15%</td>
<td>13.5%</td>
</tr>
<tr>
<td>C</td>
<td>Efficiency</td>
<td>30%</td>
<td>9%</td>
</tr>
<tr>
<td>D</td>
<td>Maintainability</td>
<td>20%</td>
<td>17.25%</td>
</tr>
<tr>
<td>E</td>
<td>Portability</td>
<td>20%</td>
<td>17.5%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>100%</td>
<td>72%</td>
</tr>
</tbody>
</table>
6 Conclusions and Future Improvements

In this chapter, the thesis project is finalized by presenting the results and proposing future improvements that can be further investigated or studied to help improve the system testing efficiency.

6.1 Conclusions

With higher requirement from customers and also the fierce competition from other companies within telecommunication area, accelerating the speed to deliver new products with high quality becomes more and more necessary for Ericsson PDU packet core section. One CI project was initiated to fulfill this mission. However, when it comes to the system testing phase, due to the complexity of system testing case result analysis, the procedure is slowed down. This thesis project aims to solve the current concern of system testing on packet core product, EPG node, by coming up one proposal to improve the testing efficiency.

After lot of investigation and study of current way of system testing, eight ideas were brought up and evaluated by system testers, designers and managers within the relevant section. Among these eight ideas, two of them were considered to have a high payoff for Ericsson, while two ideas with medium payoff, and another four ideas with low payoff [see Table 4-1]. One PICK chart was used to identify the most useful ideas for this thesis project, and it turns out to be the two ideas that have the highest payoff for Ericsson: Automatic log analysis and Measurement storage in online database.

These two ideas were further implemented within one prototype, which is used to compare with the existing tools from several aspects, and evaluated to show the advantage over the existing tools. The figure from evaluation has shown that this prototype has 24.25% superiority over the existing tools. The most time consuming parts of system testing are test log analysis and troubleshooting. A well done test log analysis can help troubleshooting a lot as well.

At the end of this thesis project, Ericsson already has assigned one team to start a new project based on the prototype, to upload key test measurement into online database and have a more automatic log analysis.

6.2 Future work

Even though eight ideas were brought up to help out with the system testing optimization, only two of them were already implemented within a project while other two were listed out in the future work. The rest of the four ideas are still useful but not so valuable compared with other ideas. But it would be beneficial if they can be investigated further. Taking test statistics as one example, it will provide everyone a clear figure about how efficient they are during the test execution. These figures could be very interesting for the managers and stakeholders, as they may affect the progress of a project.

Except for all the above mentioned ideas in this paper, I also have several suggestions for future work. One is using software libraries for distributed processing of large data sets using simple programming models, for example Apache Hadoop and Pig, when there are large set of data for automatic log analysis. These software libraries are well developed and can be downloaded from Apache official website. In addition, it also might be helpful to look into another one, which is about machine decision making to help system testers to make a preliminary decision of the quality of the test case run. After the automatic log analysis is ready, one algorithm can be developed to calculate all the difference together with relevant weight values from the log analysis, which is similar as the decision analysis used in section 5.4. Instead of using raw and weight values, this idea can make use of different
percentage from comparison and weight values. Taking the data in table 6-1 as example, the measurements that are crucial can be associated with high weight value, while less important measurements can have a lower value. The final difference from the comparison can be obtained from equation:

\[
Diff = \frac{(5 \times 100 + 23 \times 100 + 4 \times 20 + 0 \times 20)}{100 + 100 + 20 + 20}
\]

The final difference between these two versions is 12. Then the decision depends on the value of threshold. If the threshold is 3, this test run might be failed. Otherwise, the result can be taken as valid.

### Table 6-1 Machine decision making

<table>
<thead>
<tr>
<th>Measurements</th>
<th>Current Version</th>
<th>Previous Version</th>
<th>Diff (%)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS Context Number</td>
<td>2000</td>
<td>1900</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>Packet Rate (Mbps)</td>
<td>300</td>
<td>230</td>
<td>23</td>
<td>100</td>
</tr>
<tr>
<td>CPU Load (%)</td>
<td>50</td>
<td>48</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>Memory occupancy (MB)</td>
<td>450</td>
<td>450</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Final difference</td>
<td></td>
<td></td>
<td><strong>12</strong></td>
<td></td>
</tr>
</tbody>
</table>

The intention of this idea is to help system tester to evaluate the comparison and provide any suggestions about pass or failure. However, in the beginning, system tester still holds the power to make a decision. When this algorithm is mature enough, maybe system tester can count on it.

### 6.3 Require reflections

During this thesis project, I have learned a lot from it. Even though I worked alone, there were lot of conversation, discussion and meetings with the employees within Ericsson. However, in the beginning, as the scope of the thesis project was very broad and I can’t focus on any of them. With the help from my examiner Maguire and my industrial supervisor, we have managed to narrow it down. I think I need to have a better planning for any projects in the future, to have a clear and specific scope.
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