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Abstract

Today people have multiple personal computers, personal digital assistants and smart phones. Today’s advanced handheld devices have powerful processors, with a process frequency of up to 1 GHz, huge storage capacities, flash storage capacities up to 32 GB, a large (multi) touch screen, and a user-friendly user interface. Additionally, the device may have various input and output devices, thus leading to people utilizing different devices for different use cases. In order to provide the latest information to the users via any of their devices, data synchronization becomes a requirement for users.

There are many data synchronization solutions for synchronizing database records and files. In the current database synchronization solutions, there is no clear source and target. For example, consider the case where a PDA synchronizes with a PC; the record could have been edited (changed) on both the PDA and PC. In this case it is not clear which should be synchronized with what should be the source for the value. In contrast, a files synchronization system has a clearly specified synchronization source and destination structure. In this case the client synchronizes their files with that of the server. In a version control system the client devices synchronize files with a repository acting as a version control server. There are many synchronization protocols and each has been designed for a different purpose. Protocols for synchronizing database records often provide continuous synchronization, leading to a lot of data being exchanging during the synchronization process, as a result the synchronization process takes a longer period of time, but maintains the semantics of the database updates (either a complete transaction completes or it must be rolled back) On the other hand, protocols for synchronizing files may require a short synchronization time, as the whole file transferred and replaces the previous version of the file at the destination. Note file synchronization may also transfer only the differences between the files, with a local transformation of an existing file copy of the by applying these differences as updates to the files. Sending only the updates to a file enables large files with a small number of changes to be quickly updated. However, file based updated does not efficiently support record level updates of a database.

In this thesis, we designed a new synchronization protocol for synchronizing two SQLite databases. This synchronization protocol borrows from (and hence offers the advantages of) a version control system in order to rapidly perform SQLite database synchronization. Moreover, this solution brings SQLite database additional functions, for example supporting multiple -user, transaction logs, and data roll-back.
Abstrakt


I denna avhandling har vi tagit en ny synkronisering protokoll för synkroniserings av två SQLite-databaser. Denna synkroniserings protokoll lånar från (och därmed fördelen av) ett versionshanteringssystem för att snabbt utföra SQLite databas synkronisering. Dessutom ger denna lösning SQLite databas ytterligare funktioner, till exempel stöd för flera användare, transaktionsloggar och data rulla tillbaka.
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1 Introduction

During the last decade people have been using more and more information communication technology (ICT) devices; based on annual reports of global computer usage, cellular phones and other consumer electronic devices ownership has increased and will continue to increase. [1] [2] [3] In some countries, the majority of people have more than one computer or cellular phone. Users store different amounts of data in many devices. These amounts of data can be stored or manipulated by a Personal Information Manager (PIM) and it may include personal contact information, calendars, schedules, or binary files such as MP3 media files and applications files. Different devices are used in different situations. For example, at home a desktop computer might be used, while on the train a cellular phone or tablet might be used often, and at the office, customer sites, and in hotel rooms, the company’s laptop might be used. In any cases, users need to review and update the same type of data on a different machine. Additionally the users expect to have the latest version of their records or files, despite they use different devices in different situations. Therefore data synchronization between different devices is an increasingly important users’ requirement.

In order to make sure all the users’ devices have consistent information despite users making update using different devices, these devices need to send updates messages between themselves. For example, if users insert new contact record into their office laptop, then this updated contact record should propagate to all of their contact databases (i.e., the contact database on each of their different devices). If the user downloads an MP3 media file to their cellular phone, then they might want this media file propagated to their laptop and desktop computers. If the users update a document file on their home desktop and might this document concerns their work, then users may expect that their corporate laptop to receive an updated copy of this document. If this document is subjected to vision control system, then updated version might be placed in the company’s document repository. In these cases, the users’ devices have to send messages between themselves with the changes necessary to ensure consistent information in all of the users’ devices. These changes include database changes, binary files changes, or ASCII (text)\(^1\) files changes (see figure1).

\(^1\) An ASCII file is defined as a file that consists of ASCII characters. It is usually created by using a text editor such as emacs, pico, vi, Notepad, etc. [43]
Figure 1: Overview of synchronization across three systems

In the scenario shown in the Figure 1, a user has three devices: office laptop, smartphone, and home desktop. The user makes changes to databases records, binary files or other files on these different devices. In the example above, a MP3 file is used as an example of a binary file and Microsoft Word *.docx format file is used as an example of a text file. After synchronization, all the user’s devices should have the same contents. Note that this example assume that all devices should be consistent and do not consider policies about what updates should or should not be propagated to the other devices. The issues of such policies will be addressed in Chapter two.

There are four important issues involved when discussing synchronization between the three devices in the scenario above. First recognizing changes on end devices; for example, how do end devices’ application recognize and record a user's actions on a database, like the user’s inserting, deleting or modifying records actions. The next question will be how end devices encode the user’s changes and send the other devices of these changes. For example, in this case shown in Figure 1 above, the changed PIM contact information could be encoded in either a proprietary binary file format or a plain text file (such as SyncML standard format text file) in order to inform a synchronization server of these changes. After the user’s changes on one device has been encoded and sent to the other devices, thus the next question will be which protocol will be used to send these changes. The choices of protocols can be vary depending on the types of physical and link layer connections that are available. For example, a smart phone might be connected via a USB link with a computer, in this case the encoded change data will be sent via the USB connection using a serial link protocol [4]. In other case, the devices might be connected via an IP network; so the devices will send packetized encoded information via a TCP connection, a series of UDP datagram or via some other transport protocols. After the information about the changes is about to be sent to a synchronization server (we assume that there is an application on the destination devices that will make apply the changes to the local device in order to synchronize the target device with the source device), next question concerns where a

---

2 In this example we consider Microsoft Word *.docx format a textual format file, since the *.docx format is based on XML.
synchronization server or servers are. Therefore our choices of mechanism to propagate the changes (i.e., to transport the change information) as well as our choice of method to apply the changes may depend upon the number of recipients. For example, if multiple recipients get the changes, then either multiple TCP connections or multicast UDP connections need to be established. Alternatively, the data might be sent to a single synchronization server which acts as a proxy for a number of other synchronization servers, thus synchronization server is then responsible for updating each of the other devices. In this thesis we mainly discuss one synchronization server model (the details will be presented in Chapter four). Finally after the changes are received by synchronization server, the next question is how the server performs the synchronization. These four questions will be used to structure discussion and design of a solution. Figure 2 shows an overview of the structure of data synchronization solutions.

Figure 2 Overview of solution based on the questions above

The top layer of Figure 2 shows that an initial question is the data types that will be synchronized. In this thesis we divide these types in to the followings: binary files, database records and text files. The second layer shows two alternative ways of encoding the changes for transmission between the source device(s) and the target device(s). The third layer shows that there may be different paths for transmitting data between the source and the destination(s). In this thesis we will consider the case of using TCP/IP protocol. The forth layer indicates that different transport protocols can be used, like SFTP or HTTPS; (HTTPS represents a combination of HTTP with SSL/TLS over TCP; while SFTP represents a combination of a file transfer protocol with SSL/TLS over TCP). Lastly, the end device can have different ways to process the received data, such as use of a specific APIs to perform the actual data synchronization.
This thesis will describe mechanisms of data synchronization between Personal Computers (PCs) and consumer electronics, consumer electronics including smart phones or PDAs. The synchronization process between devices can be categorized into two groups. Firstly from a temporal perspective, the process can be real-time or non-real-time synchronization. The second group concerns whether there is a single source device synchronizing with one target device or a single source synchronizing with many target devices. This thesis will mainly focus on non-real-time synchronization and a single source synchronizing data with many target devices. The thesis will motivate the need for solutions for handling non-real-time data synchronization using an example use case. In this use case the thesis will analyze a number of different solutions with their advantages and disadvantages and synchronization solutions will forces on working with databases records. Next, the selection of solution methods will be validated using measurements of an implementation of a non-real-time database synchronization system with SQLite database and .NET framework.

This thesis is structured into a number of chapters: This first chapter introduced the problem and gave an overview of this thesis, Chapter two introduced the concept of synchronization, along with a discussion of differences between the real-time and non-real-time synchronization. In chapter three, the thesis described non-real-time synchronization in more details and listed solutions for performing non-real-time synchronization, and then analyzes advantages and disadvantages of different solution to implement a non-real-time synchronization system. In Chapter four the details of an implementation and its design based on the .NET framework, SQLite databases and TCP/IP connections are presented. The performance of this prototype will be examined based upon analysis of the results of a number of tests. Chapter five presented the results of the previous chapters and draws conclusions. Additionally, chapter five presented some ideas for improvement to this prototype and suggestions for future works.
2 The concept of data synchronization

In this chapter, we will introduce the concept of data synchronization; including theories, single source and target synchronization versus single source and multiple targets, some widely used solutions for real-time and non-real-time synchronization; commonly used synchronization protocols for PIM database records; and the performance of different protocols. This chapter is mainly based on the paper by Agarwal, Starobinski and Tranchtenberg [5], Subversion Documentation [6], Concurrent Versions System (CVS) [7].

2.1 Fundamentals of Synchronization

Data synchronization is a process to maintain data consistency among source(s) and target(s). The data can be different types or formats, for example a database record, binary file, or textual file [5]. We will separate this process into five topics in the discussion below.

Firstly, the number of source and target devices: there might be only one source device and one target device to synchronize; This single source to single target paradigm is widely used for synchronizing data between a PDA and an especially PC for PIM data. Another example of single source and target paradigm is to synchronize media files between a media player and a PC, so that users can create their playlist using desktop or laptop and utilize the playlist and media files in their media player. In contrast, there can be more than two target devices which a single source should synchronize with. For example, users might have a media player used for jogging and another that used when commuting to and from work. There is also the possibility for more than two source devices to synchronize with a single synchronization server. For example, this paradigm is commonly used for file synchronization via a version control system, and sometimes it is also used to synchronize a PDA with multiple desktop PCs. Lastly, there can be many target devices synchronizing with many source devices; this model is more complicated than the other cases, and more related to The Peer-to-Peer\(^3\) model. The example of this scenario may involve many PCs synchronizing media files with each other without a central media server. Figure 3 shows these different synchronization paradigms. Note that the clients can be acting as either a source or target or as both a target and source. For example in the case of source code version control system, the server is the target for clients which act as sources to provide their individual updates, then the server acts as a source to provide the updated files to any client which acts as a target. Figure 3 shows the three main synchronization paradigms: one device to one device, one device to more devices and more devices to more devices synchronization.

\(^3\)Peer-to-Peer is any distributed network architecture composed of participants that communicate with each other to share resources (for example disk storage,) directly between the participants without the need for central coordination. [42]
The number of devices to be synchronized can lead to different synchronization approaches. One approach does not have a clear synchronization server and client structure; as both client and server can modify, delete, or insert the data in a local database or file system. This approach is commonly used in synchronizing PIM data between desktop PCs and handheld devices. The other approach has a clearly identified synchronization server and client structure. All of the clients connect to the synchronization server, the synchronized data is not accessed directly on the synchronization server, rather than a client synchronizes with the server in order to access the data. This structure is commonly used in version control systems.

**Figure 3: Different synchronization paradigms**
As noted earlier different data types may be involved in the synchronization. As shown in the previous example, these are frequently binary files, textual based files and database records. In the case of the type of database records, the size of these database records is very small. As a result an application might support real-time synchronization by sending messages between devices when any change is made. In the case of a version control system the program’s source code files are always in a text format. Because the changes to these files generally only concern few lines of the file, it makes sense to send only the additions and deletions in terms of lines between two versions of the files. This reduces the amount of information that needs to be transferred between the two machines and decreases the time it takes to synchronize. Lastly, there are binary files, such as media files, executable application files, images, video clips, etc. Binary files are generally synchronized as a single binary file (although the underlying system might split the file into chunks – for examples as is done in BitTorrent [8]). There are a lot of applications that perform binary files synchronization, some are media management applications, such as Apple’s iTunes®, Dropbox.

When it comes to synchronization protocols: different synchronization protocols can be used in different situations. The most commonly used protocol for handing PIM data synchronization is Synchronization Markup Language (SyncML). SyncML is an open standard for synchronizing PIM contacts, task lists, and scheduling records between handheld devices and PCs or servers. A typical example is synchronizing a Windows Mobile based PDA with a PC running Microsoft’s Windows XP OS using the Microsoft ActiveSync. [9] The SyncML protocol is frequently used over an USB connection, but it also works a suitably equipped PC and PDA with serial connection such as Bluetooth. SyncML can also be used over HTTP (which in turn uses TCP as its transport protocol), for instance, Microsoft’s Exchange Server Protocols. The Exchange Server Protocols are exchange information between two applications running on computers connected via a network to accomplish predefined tasks. [10] This protocol frequently used by Windows Mobile devices iOS devices to synchronize PIM data or e-mail with Microsoft Exchange Server.

Another important factor in synchronization is the scalability of the synchronization process. The most common evaluation of scalability is the performance of a synchronization protocol or mechanism. This is a function of the time complexity of the protocol (or mechanism), where a short synchronization time reflects better performance. The performance can also be evaluated in terms of the following parameters: [5] data transmission load; end device’s computational load; number of devices involved in communicating; robustness (with respect to errors in transmission); and the memory usage on the end device(s). We will examine each of these details below.

- The data transmission load is the amount of data exchanged between source (devices) and target (devices). For a given throughput over a connection, the data transmission load affects the time consumed for each synchronization process. The less data to be transmitted the better the synchronization protocols

---

4 iTunes® is a free application for Apple’s Mac and PCs. This application synchronizes media content between computer and the user’s iPod, iPhone, or Apple TV.
are. The pattern of communication may also be important – as the duration of the connection might affect both cost and battery power consumption. This is particularly important for handheld devices.

- For end device the computation load refers to the processing load on the end device during the synchronization process. A lower computational load not necessarily indicates a better protocol, since a higher computational load might be acceptable to reduce the amount of data to be transferred, especially if the cost of transferring data is high. Additionally, because different devices have different performance processors it may be desirable to shift the processing load to specific devices - if a device has a high performance processors, it will reduce the load on the other device involved in the synchronization. However, if the processing load on a handheld device is too high, then the protocol may not be acceptable because of the limited battery power available to such devices.

- The number of devices that communicate together at one time (which might be called the synchronization network size) refers to the ability of the synchronization protocol to handle a number of nodes. For example, Palm’s HotSync protocol only supports one PIM database synchronizing with a single PDA, thus if a user has two or more PDAs they cannot use this protocol to synchronize their PIM information across these devices. In contrast, Microsoft Exchange protocol supports more than one device being synchronized with one or more source severs.

- Robustness refers to the error handling ability of the synchronization mechanism. If the mechanism has a single point of failure or is unable to handle message errors during the synchronization process, then the synchronization protocol is not robust. Synchronization protocols that transmit text based messages always have higher robustness than binary messages, as there is higher redundancy in the text message. However, to achieve high robustness we need to utilize some sort of error detection recovery or correction mechanisms. This error detection and correction could be provided by the synchronization protocol itself or by a lower layer protocol.

- The amount of memory needed by end device during synchronization is important because handheld devices do not all have large amounts of memory. Therefore this parameter is particularly important for handheld devices. As the amount of memory increase this parameter becomes less important.

This thesis will study synchronization process in terms of the parameters above; synchronization models, file types; standard synchronization protocols, and exchanging messages between two devices.

2.2 One to One synchronization model and solutions

2.2.1 One source to one target device synchronization model

In the “one to one” synchronization model two devices synchronize data between themselves. This model is mostly used for synchronizing PIM data between a PDA and a PC. Here we will consider an example of this simple data synchronization model - one source device and one target device in a synchronization scenario. In this scenario the target device is always synchronized with the same source device. Furthermore we
assume initial the source device is a desktop PC, the initial target device is a PDA, and the data to be synchronized between PC and PDA are PIM database records. Figure 4 shows an update of a PIM contact. The first portion of the example shows a PIM contact (for Mr. Long) being added at the PC and this is propagated to the PDA. In the next portion of the example, the user deletes an entry (for Mr. Green) form the PIM contact database on the PDA. And the next step, it synchronizes with the PC, at this stage, this entry is deleted from the PC’s copy of the PIM contact database.

Figure 4: PIM contact information is modified and synchronized between the source device and a target device
In the scenario shown in Figure 4, initially both source device and target device have the same two contacts records in their respective contact information list, there are shown as “Initial list (0)” and “Initial list (1)”. Next one contact record (for Mr. Long) is inserted into the source device. After inserting this synchronization of record occurs, the new record is inserted into the list of contacts in target devices. Following there is a record is deleted from the PDA, this now becomes the source device, thus in the next synchronization the record will also be deleted from the target device.

2.2.2 Synchronization solutions
To implement one-to-one synchronization, it can be implemented by maintaining synchronization flags or timestamps. The synchronization time-stamp solution is commonly used to mark the records changed in the database. In order to store this time-stamp, an additional field is implemented in each record of database to store the time of its update. Normally the data type for this new field is the “time stamp” format. Figure 5 shows an example of using the time-stamp solution for synchronization. This example uses the same data as in the scenario above.
In the example shown in the Figure 5, there is additional field, which contains the time of the last change in any PIM record. In the initial case, there are two records in the contact information table, which both have the time-stamp of "07:00". Next a record is added to PC at 07:04. After this the synchronization occurs. During the synchronization process, both devices send each other their latest time-stamp, and check if these latest time-stamps are equal or not. If the latest time-stamps from both PC and PDA are equal, this means that there are no records need to be synchronized. Otherwise, the device with later time-stamp become the source would send all of its records that have been changed since the time of the last synchronization to the other device – excluding those that have just been added due to the first phase of the synchronization. Now both
devices update their time of last modification and synchronization to the current time. In the Figure 5, after synchronization both devices have same records.

Figure 6: Synchronization determination procedure

As shown in the Figure 6, the first step has both devices send messages in order to compare their latest time stamps, if the latest time stamps is equal, the synchronization process finished, as no changes have been made on either device. If the latest time stamps are not equal, the synchronization mechanism has to merge the changed data from both devices. An alternative method other than using time-stamps to maintain synchronization process is to use synchronization flags.

Figure 7 shows how synchronization flags works. It utilizes the same scenario as used in the previous example. As shown in the Figure 7 an additional field has been added to each record in the database. This field contains a flags which indicates if this record has been synchronized with the other device or not. In our case, Zero (0) indicates that it has not been synchronized, while a value of one (1) indicates that the record has been synchronized. When a new record is added to the database, the flag is set to zero indicating that the new record has not yet been synchronized with the other database. After synchronization the flag will be set to one.
Figure 7: Using synchronization flags for one source and one target device synchronization

The Figure 8 shows the working flow of synchronization flags solution.
In the Figure 8, this mechanism only checks the synchronization flags, then, moves all the records with synchronization flags set to "0" to a buffer, send the buffer to other device, and the target device merges these records with its own data. This approach requires additional bit of storage per record in order to store the synchronization mark data. Compared with the time-stamp solution, which requires four bytes of extras storage per record and two times four bytes for the time stamps of the last synchronizations process, [11] the solution using synchronization flags requires less memory space. Therefore marking record in the database in order to keep data consistency between source and target device, using synchronization flag has less data consumption than using a time stamp. However, the use of synchronization flags is only applicable to the case of two devices and does not extend to do synchronization of multiple devices. Additionally, one should consider the number of records that are likely to be involved in a PIM –in most cases- this number will not be a relatively big number, hence storage consumption between synchronization time-stamp and flags is be considered as a major issue.
The example above mainly focused on one source device synchronizing with one target device. However, if more than two devices are involved in the synchronization process, the case becomes more complicated.

2.3 Fast and slow synchronization
This section introduces two synchronization models called "fast synchronization" and "slow synchronization".

2.3.1 Fast synchronization model
Fast synchronization is most often used when a target only synchronizes with a single source device, however it also can be used when one device synchronizes with more than one device. In this case the target device uses synchronization flags or time-stamps to mark records that have been modified since last synchronization, the synchronization flags or time-stamps are saved with each record. When synchronization starts, the synchronization flags or time-stamps will be checked. Source devices will compare these records with the records on the target devices. After that, one of the following operations will occur: The target device’s modified record(s) will be inserted to the source device; the target device’s record(s) will be replaced by record(s) from the source device; or the appropriate record(s) will be deleted from the source or target as appropriate. After synchronization all the synchronization flags will be reset (i.e. set to the value one). Note that, during the synchronization process, the computation work, such as comparing the synchronization flags or time-stamps, should be done on the more powerful CPU machine. For instance, if the synchronization is done between PC and PDA, most of the computational work will be done on the PC side.

However, if there are more than one target devices or source devices in the synchronization process, as shown in the Figure 9, the synchronization flags in used the fast synchronization model cannot be used. This is because the synchronization flags will be reset when the target device is synchronized with first source device; hence there are no synchronization flags to be used for target device synchronizing at the second source device connected. Although the synchronization flag concept could be extended to have additional flags for use with multiple devices, the use of time stamps seems more appropriate for use with multiple devices.
Figure 9: Contact information changed on both source device and target device at the same time

In the Figure 9, there are two source devices. If the changes have been made on both of the source devices and target device, then synchronization flags will not work. To address this problem we will introduce the slow synchronization model.

2.3.2 Slow synchronization model

For the cases that the fast synchronization model cannot handle, slow synchronization should be used. More specifically, as long as there is more than one source device or target device and more than one change made at a time, slow synchronization should be used. During the synchronization process, the whole database will be sent from one device to another in order to compute the changes. In the most of the case, the device with more power CPU and memory capacity will take responsible for more computation work.

The Figure 10 shows how slow synchronization is processed.
Figure 10: Slow synchronization
Figure 10 showed how changes on either the source device or target device are propagated using slow synchronization in the sections C and D. During slow synchronization, all the records are sent to one of the devices in order to find all of the differences since their last synchronization. This means that slow synchronization takes time. It has a higher latency and higher bandwidth usage than fast synchronization. Since slow synchronization processes all of the database records during the synchronization process, the time complexities of slow synchronization increase linearly with the number of records in the database, while, fast synchronization only needed to transfer the data that was actually changed, so the bandwidth required only depends on the number of modified records.

Both fast and slow synchronization are mainly used for database record synchronization, and during the synchronization process, the messages sent between source device and target devices are generally encoded as text records.

2.4 Database transaction log based synchronization
In a database that keeps transaction logs, it is possible to simply reply a log from a given time point (the time of last synchronization) in order to synchronize the two databases. This is because the transaction log contains all of the changes that have been made. This process is linear in the number of changes and does not require accessing all of the records in the database. However, it requires additional storage for the transaction log.

2.5 Repository based synchronization system
In the previous sections we have looked at the case of synchronizing a database (specifically PIM data) between devices. In this type of synchronization the changes could be made on any of the devices and the database in all devices should be brought a consistent state. In this section we will consider another common case, repository synchronization, where there is a dedicated system that is to store (as a central repository) all of the information. In contrast with the previous synchronization models, the files will not be changed independently on the central repository. Users check out the data from the central repository in order to read and modify the data. This approach can be used for files, both text files and binary files. This approach to file synchronization keeps the files consistent - but only when they have been check-in and are checked back out. This model is commonly used for version control and file backup systems. There are many practical implementations of this approach to file synchronization. The solutions are used for data synchronization between PCs or between PCs and servers. Examples of this approach can be seen in the tools used for version control, such as CVS\(^5\) and Subversion\(^6\).

\(^5\)The Concurrent Versions System (CVS) is an application revision control system widely used for distributed software development. It keeps track of all files changes, such as code insertions, deletions and modifying. It allows multiple developers to collaborate, while preserving the edits that have individually been made. \([7]\)

\(^6\)Subversion (command name “SVN”) is a revision control system. Subversion can be used to maintain current and historical versions of files such as source code, web pages, and documentation. \([46]\)
2.5.1 Version control system

A version control system can be defined as a centralized system for sharing information which exists in distinct versions. The core of a version control system is a repository. The repository is a data storage center. The repository stores information typically files in a directory hierarchy. In a version control system, the central repository can be seen as a source device and all the clients connecting to the repository can be seen as target devices. Any target can connect, read and write data in the repository. When writing data into the repository the clients send information to the repository, thus making this data available for all the clients. Figure 11 shows a typical structure of version control system.

![Version Control System Diagram](image)

**Figure 11: Typical structure of a version control system.**

As Figure 11 shows, one client writes data to repository and the other clients can read this data from the repository. Although this hierarchy looks similar to a common file server, if offers more advanced functions than a typical file server, the repository in a version control system has mechanisms that enable the repository to record every change, such as inserts, modification, and deletions, to the files managed by the repository.

For instance, when a client reads a file from repository, by default, the client will receive the latest version of the file from the repository. In addition to checking out the latest version, the client can also view the previous states of the file. The client not only can see what changes were made to this file, but can also see who made these changes to this file.

A version control system provides clients with a file synchronization function. Additionally, the version control system also has to solve the problem of maintaining consistency while merging multiple changes to a file, thus, the system has to allow clients to share information, but prevents clients from accidentally stepping on each other's feet, i.e., preventing clients from overwrite each other's changes. [6]

In the database synchronization discussed in the previous section, records could be changed on both source device and target devices. In contrast, in a version control system, changes cannot be made directly on the source (repository) machine. The source device in this case updates the repository, and then end users at each of the clients have to check out the files from the repository. These client devices can make changes themselves to their local copy of the file, after that, each client will send their
changes to the repository. The version control system uses “a copy modify merge solution” and “lock-modify-unlock” in order to keep the data consistent between different clients. Figure 12 and Figure 13 show how the “copy - modify –merge” solution works.

![Diagram](image)

**Figure 12: Copy - modify –merge solution work (where “+” indicates an insertion and “-.” indicates deletions)**

As Figure 12 shows, initially both client A and client B check out the documents “D” from the repository. After that, both clients change the document. After completing its changes client “A” sends its changes to the repository, as long as no other clients have changed this file, it becomes the latest version of the file “D”. When client “B” tries to change files “D”, the version control system will report a “file out of date” error to client “B”. Now, client B has to fetch the latest version of the files from the repository server compute the differences between the local version and the latest version of this file, and then send its changes to central repository. Figure 13 shows how client B fetches the latest version of the files and merges it. Finally client fetches the latest version of file D, now both clients have a consistent copy of the file.
Figure 13 begins with client B fetching the current version from the central repository in order to compare it with client B’s local version of the files, after client B’s local file and the file on the repository are compared, client B merges its changes (b). Next (c) client B sends it’s a new version of the file to the repository replacing the previous version of the file. In the final step (d), the version control server will inform client A to fetch the latest version of the files in order to synchronize its copy with the repository’s copy of the file.

The copy-modify-merge solution can work extremely smoothly in practice. The files in the repository can be accessed and edited in parallel without waiting for other clients. When clients work on the same files, the “copy – modify –merge” solution can maintain the concurrent changes provided that the changes do not overlap with each other. Although conflicts can happen, they can generally be solved without doing too much computational work. However, some conflict resolution may require the user to manually resolve the conflict.

This copy-modify-merge solution is always used for text file synchronization, since each word (or line) in a file is distinct. Therefore during the synchronization process, only differences between the files need to be sent between the clients and repository. Since the version control system utilized a TCP connection (for reliability) network it is
possible to provide synchronization between any computers which have TCP connectivity. This generally means that while the clients can be behind a network address translation (NAT) device or firewall, but the server cannot be unless it has some port forwarding mechanism. Additionally, this means that the clients have to remain connected to the repository server in order get notifications.

As we can see, a version control system is more flexible than the previous solutions that we examined while considering the synchronization of one source device and one target device. The copy-modify-merge solution needs more computational resources, but allows more devices to be involved in the synchronization process.

2.5.2 File synchronization (backup) system
In the previous section, we examined a version control system. In most of the time, version control systems work with text files. Text files are easy to edit typically with an editor application. However, binary files are quite different as generally, they cannot be easily modified by common applications. Therefore, rather than performing synchronization based on changes to the binary files we copy the entire binary file between the source device and target devices in most of the cases. There are few tools that compute differences and uses these differences for synchronization of binary files, for example rdiff-back [12] and duplicity [13]. However these applications are rarely used.

In order to maintain binary files consistency, a binary file synchronization system can use the Lock-Modify-Unlock approach. This approach is also used in some version control systems for text files, but it is more useful for binary file synchronization. In this case, files the synchronization system also needs a repository.
In the case of Lock-Modify-Unlock, as shown in Figure 14 (a) client B checks out a binary file from repository and locks the files at the repository in order to prevent other clients from modifying the checked out file. A shown in Figure 14 (b) client A cannot download the file from the repository. As show in Figure 14 (c), when the update of the file is complete, client B sends the new version of binary file to the repository and unlocks in the files in the repository. Now that the file is unlocked, other clients can check out the latest version of the binary file.

This solution is able to maintain binary file consistency. However, it cannot provide real-time synchronization and the synchronization process always takes time proportional to the amount of time that it takes to transfer the file and to perform the processing on it and to transfer the resulting file back to the repository. The Lock - Modify - Unlock solution always utilizes a reliable connection (such as TCP or SCTP). File synchronization is also commonly used for home backups to external hard drives or USB flash drive(s); however, in these cases the connection is over an USB but not a network.

2.6 Synchronization protocols
A synchronization protocol must define a message format and procedure for synchronization process. For example, the target device(s) may not always be connected
to the source device(s). When users want to synchronize the devices they must connect the source device and target device via a network connection or cable. This connection can occur explicitly when the user wants to explicitly perform synchronization or the process could happen periodically or according to a pre-determined schedule. During the synchronization process, the target device learns about the changes made on the source device(s) (and vice versa). While the devices were disconnected, occasionally, both source device(s) and target device(s) need to resolve conflicts among the changes. This reconciliation process through which conflicts are resolved is part of the data synchronization process. [14] The result of the synchronization process is to make the source and target devices of data look identical.

A data synchronization protocol defines the communication workflow during the data synchronization session between the target and source devices. The synchronization protocol has to identify the records that have been changed and resolve the records that have conflict issues. Note that for data that does not have explicit record structure the protocol must determine what size objects will be examined, compared, and synchronized.

During the synchronization process, the bandwidth between the source devices and target devices is limited (even in the case when the source and target are interconnect by a high speed network or bus). There is some limit to the throughput between the devices). In order to minimize the required bandwidth, both the source devices and target devices would encode and compress their messages. If the devices are connected by a connection that has a high cost per packet, the protocol should minimize the number of packets sent between the source and target devices. If there is high network latency, then the protocol should attempt to utilize sufficiently large buffer and flow control that it can effectively utilize the available bandwidth without causing congestion. Furthermore, connection reliability may be an issue, if a disconnection occurs the protocol should respond appropriately. Depending upon the probability of disconnection the protocol may even need to resume the transfer of a file from the point where the file was successfully transferred to avoid unnecessary packet charge, and avoid unnecessary delay in completing the synchronization.

When defining a synchronization protocol, there are three important points to be defined, firstly the synchronization architecture, next the communication protocol, and finally the message format. In the following subsection we will examine, SyncML as an example of a typical synchronization protocol.

2.6.1 SyncML protocol

SyncML is an open industry initiative supported by many companies including Ericsson, IBM, Lotus, Matsushita, Motorola, Nokia, Openwave, and Starfish. The purpose of SyncML is to provide a standard for data synchronization across different platforms and devices. [15] It is a widely used synchronization protocol between PDAs and PCs, specifically for exchanging PIM data. A later version of the specification supports Push

---

3 The bus is a subsystem that transfers data between components inside a computer, or between computers.
email. The messages sent between source and target device contain only modified information. Figure 15 shows the framework of SyncML protocol.

Figure 15: SyncML protocol Framework

Figure 15 shows how a synchronization service is provided by SyncML protocol. The data exchange between two devices can be done directly via the SyncML adaptor connection, via TCP/IP or a short range wireless connection (such as via Bluetooth). In this framework, the 'Sync Engine' functionality is placed in both target and source devices; this means both target and source devices must have the ability to do the necessary computational work, specifically to compute the differences between the data at the devices. Since SyncML is frequently used for PIM data placed on PDAs when synchronizing with PCs. In this case PDAs often have limited processing power; thus the sync engine is always only executed on the source devices. The 'Sync service Agent' uses the protocol defined in the representation protocol [16] which is offered by the SyncML interface to talk between source and target device. [17]

Since the SyncML protocol was original designed for synchronizing PIM data between PDAs and PCs, there are many common data formats related to PIM data that are pre-defined by SyncML, such as vCard for contact information, vCalendar and iCalendar for calendar information, “To Do Lists” and “Journal” information. In addition to PIM
information, SyncML now has definitions for e-mail and network news. All of the messages exchanged between source and target device(s) are based on the eXtensible Markup Language (XML) according to the SyncML standard Representation Protocol Document Type Definition (DTD)\(^8\).

Although SyncML has many well defined data formats, most of them are related to PIM information. If the data to be synchronized is not PIM information, then a better solution would be to exchange DTDs for the new objects which they are to be exchanged or to utilize another synchronization protocol.

### 2.7 Real-time and non-real time synchronization

Synchronization can be divided into two categories: real-time synchronization and non-real-time synchronization. Real-time synchronization always requires a continuous data connection between source and target devices. This type of synchronization offers the best to maintain data consistency between source and target devices, since any changes to the data in one device will be rapidly propagated to the other device(s). In contrast, non-real-time synchronization performs the synchronization at a specific time. Version control systems and file synchronization systems are non-real-time synchronization systems. The systems considered in chapter 2.1, with one target device and one source device can utilize either real-time or non-real-time synchronization depending on the system.

Real-time synchronization monitors the records in the database or the files in directories for changes and replicates the changes soon after they happen. Since the sources device storage areas are always monitored, there is no need for a special mechanism to build a synchronization table, however, such tools often provide a way to indicate with entities are to be synchronized or excluded. Real-time synchronization can provide data consistency in an efficient way; however, real-time synchronization may not be appropriate in all situations. \([18]\) It needs continuous connectivity between the source and target devices, hence implementation of real-time synchronization may be based upon use of remote procedure calls (RPCs)\(^9\), and thus it means that providing reliability is necessary for this utilize.

#### 2.7.1 Continuous Connectivity

Continuous connectivity can be provided by using a cellular network data connection or via a fixed network connection. 3G cellular networks are widely used all over the world and today such networks can provide a stable data connection over a wide area with a maximum data rate of up to 7.2 Mbps. Furthermore, the Swedish telephone operator "TeliaSonera" has already launched a 4G mobile broadband service in some cities within the Nordic countries. These 4G cellular networks offer throughputs of up to a maximum of 100 Mbits. \([19]\) While such mobile broadband connectivity may fulfill the requirement for connection throughputs, other factors have lead to them not being used. Until recently, these mobile networks have not been particularly successful mainly because of the retail service prices and the unreliability of receiving the expected data rate.

---

\(^8\) Document Type Definition (DTD) is a set of markup declarations that define a document type for SGML-family markup languages (SGML, XML, and HTML). A DTD is a kind of XML schema. \([44]\)

\(^9\) A remote procedure call (RPC) allows programs to call functions, which execute in another address space, commonly on a network connected computer or server. When an application uses object-oriented principles, RPC is called remote invocation or remote method invocation. \([39]\)
In terms of prices, most wireless broadband operators are now offering “flat rate” subscriptions (unlimited data volume subscriptions). However, in practice, all of these operators have restrictions on data usage, for example capping the “flat rate” subscriptions to a total traffic of a few Gigabytes per month. So a user with a large data transfer requirement could encounter problems with such a subscription. Although most operators offer other subscriptions to high data volume users, these come at a higher price. However, the connectivity required for data synchronization has a very different characteristic than voice or other real-time services: because data synchronization is frequently delay-tolerant, and does not have a strict minimum bit-rate requirement, as a result non-real-time synchronization can utilizes the unused capacity of a cellular network – hence this traffic need not interfere with the operator’s voice traffic. If there is a need to synchronize large files to which there have been a lot of changes, this will require either high data rates or a longer period of time for the synchronization. Today online real-time synchronization which requires large volumes of data to be transferred are not widely used. In contrast, when the amount of data that needs to be transferred is small, then real-time synchronization (even when it involves small amounts of change to large files) is very useful today. Due to increasing peak rates and the delay-tolerance of most cases of data synchronization source and target devices can opportunistically use the available capacity of the network to perform data synchronization in practice within acceptable time periods. When wide area cellular networks do not have sufficient resources, users can make use of wireless local area networks in hot spots to get connectivity.

2.7.2 Summary of real-time synchronization
Real-time synchronization can be the best way to maintain data consistency, but it requires continuous connectivity between source devices and target devices. Both target and source devices may have to do more computational work than for non-real-time synchronization mechanism. Real-time synchronization faces problems when the user experiences high latency due to limited available network capacity (as a result of competition with other users for these capacity or poor link path properties). Therefore, real-time synchronization is currently only used for synchronizing small amounts of time sensitive data, such as e-mail, PIM schedule or task data. In contrast, non-real-time synchronization is widely used. In the next chapter we will examination the design and implementation of a non-real-time synchronization system that will subsequently tested in our test bed.

2.8 Summary of performance evaluation
Performance evaluation is always an important matter for software. The design of a high performance synchronization process depends on the six factors mentioned in the following: data transmission load; end device computation load; number of devices to be synchronized; robustness of communication between the source and target device(s); memory usage on the end devices; and time complexity of the whole synchronization process. This chapter has examined these factors to offer some background for the rest of the thesis, especially these evaluations of the system that was implemented.

These factors always depending on each other, for example, given a specific amount of data to be synchronized, if the synchronization process minimizes the amount of data to
be transmitted, then fewer packets (and bytes) of data need to be exchanged potentially lowering both the cost of the synchronization and lowering the amount of time required to perform the synchronization. However, in order to exchange the same amount of data, the end devices may need to perform more power on computation in order to compress the data to be exchanged. If it is necessary to locally store two copies of the file to compare them (as in the case for the binary file synchronization examined above), the memory requirements may exceed the available memory of the device. Therefore it is better to design a synchronization protocol based on the specific resources of the end devices, computational ability, data rate of the connection, and the synchronization data types. The next two chapters will provide some background and motivation for synchronization solutions to be used for SQLite Database.
3 Database synchronization with a repository

There are many synchronization protocols and synchronization application designed for different use-cases. For example, to synchronize PIM data, SyncML is very suitable as it was designed explicitly for this type of data. For PostgreSQL, there is a database replication solution called Slony-I [20]. It is a trigger-based database synchronization solution specifically designed for PostgreSQL. This solution works asynchronously and provides database synchronization. The Slony-I usage scenarios are: database replication from a central office to branches in order to reduce network traffic or to speed up database transactions; database replication for load balancing, and hot backup using a standby server or upgrades to a new release of PostgreSQL [21]. For MySQL, there is a solution called MySQL Replication [22]. It automatically and continuously replicates databases between two MySQL servers via an IP network. This could be used to provide database redundancy. For example, if a failure happens on one MySQL server there is a hot standby replicate on the other MySQL server. This solution utilizes a master - slave relationship between the two databases. The database that is being accessed and modified is the master. The slave server requests copies from master. Moreover, a master database can have more than one slave, and each slave database can be considered as a master that may in turn offer replication to this slave’s database itself, therefore one can construct a tree of master – slave databases. MySQL Replication runs two threads on each slave, one is an I/O thread and the other one is an SQL thread. The I/O thread receives events, which are generated when operations occur on its master database (these can be extracted from the binary logs or transaction logs of the master database). The I/O thread writes these operations into its own log. Subsequently the SQL thread then reads this log and executes the events as updates to the slave database. The two threads work independently. In order to communicate between slave and master database, the slave database has to have an account on the master database. The exchange of data will resume at this point which the slave database periodically connects to the master and locates the position in the master’s binary log where it left off the last time it connected. [23]

The database synchronization solutions mentioned in the previous paragraph always need a Database Management System (DBMS) is properly installed in both target devices and source devices. And it requests continuous connections between the target and source devices. If usage scenarios do not provide a continuous connectivity, do not have a DBMS installed in either source devices or target device, or the usage scenarios need a non-real-time synchronization, we would need to design another database synchronization structure. Later when we describe our tests, we will motivate our own design for a non-real-time synchronization protocol. To help with this design process we will analyze every stage during the synchronization process step by step and compare different potential solutions and evaluate different combinations of synchronization solutions. Finally, we implement a synchronization solution for our test case. Our design is based on zero configuration databases; in this test we use a SQLite as an example database management system.
3.1 Introduction to zero configuration databases
Considering synchronizing records in a database, the choice of DBMS plays an important role in the selection of an appropriate synchronization mechanism. We chose a light weight DBMS solution in order to suite the use case requirement.

Today more and more devices make use of a light weight DBMS. One form of such databases is called a zero configuration DBMS. A “Zero Configuration DBMS” means that the database does not need to be installed before it is used. Additionally there is no setup procedure and no server process. There is nothing needed other than telling a “Zero Configuration Database” is running [24].

<table>
<thead>
<tr>
<th>Install step</th>
<th>Regular Database</th>
<th>Zero Configuration Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration step</td>
<td>Must first install</td>
<td>No</td>
</tr>
<tr>
<td>Server process</td>
<td>Must configure the Database</td>
<td>No</td>
</tr>
<tr>
<td>configuration</td>
<td>management system</td>
<td>No</td>
</tr>
<tr>
<td>Database configuration</td>
<td>There is an initial database configuration process</td>
<td>No</td>
</tr>
<tr>
<td>Database permission</td>
<td>Database permission control must be specified in the configuration files</td>
<td>No</td>
</tr>
<tr>
<td>Database logs</td>
<td>Database transaction logs taken care of DBMS</td>
<td>No</td>
</tr>
<tr>
<td>Crash recovery</td>
<td>There is a crash recovery</td>
<td>mechanism controlled by the DBMS</td>
</tr>
<tr>
<td>Troubleshooting</td>
<td>There are troubleshooting</td>
<td>procedures when the database has problems</td>
</tr>
</tbody>
</table>

According to the web site [http://www.sqlite.org/about.html](http://www.sqlite.org/about.html), SQLite is an embedded SQL database engine. Unlike most other SQL databases, SQLite is a self-contained, server-less, zero-configuration, transactional SQL database engine. It does not have a separate server process. SQLite reads and writes directly to ordinary disk files. The disk file includes tables, triggers, and views. In addition, the database file format is cross platform, hence it can be read both under the 32-bit and 64-bit systems, on both PC platforms the Apple Mac platform or other handheld devices OS. These features make SQLite a popular choice for an application file format. SQLite cannot be considered as a replacement for MySQL or Oracle, but it could be considered as a replacement for a “fopen()”10 function. SQLite requires no maintenance from a database administrator. In addition, SQLite can be used for small or medium - sized websites. Lastly, SQLite is fast and it requires no setup, hence SQLite can be used as a surrogate for an enterprise relational DBMS (using a subset of the enterprise database and subset of the transactions) and as an operational database in many applications settings.

Database transactions require that all changes and queries execute in an Atomic, Consistent, Isolated, and Durable (ACID) manner. SQLite implements serialization

---

10 fopen() is function opens a file as indicated by parameters and returns a stream associated with that file.
transactions that follow ACID, even if the transaction is interrupted by a program crash, an operating system crash, or a power failure to the computer. [25]

SQLite has been used in many consumer electronics devices digital treatment devices, for example, Polar’s Heart Rate Monitor [26] and many other devices. Implementing the proposed repository based on synchronization solution can provide SQLite database data consistency between separate SQLite databases on different machines.

The entire database must follow the transaction semantics. Although transaction logs are always maintained by DBMS, there is no DBMS running behind the SQLite database, hence there are no transaction logs for the SQLite Database. This means that we cannot base a solution upon processing a transaction log, but instead, we can observe all of the operations on the database and process those transactions completed to create self made synchronization events.

3.2 Introduction to the testing bed structure
This testing bed was designed for testing non-real-time synchronization system. The database records will be synchronized between two target devices and one source device. These three devices connect to each other via three separate TCP connections. Figure 16 shows the structure of this testing bed.

![Image of testing bed structure]

**Figure 16: Testing bed structure**

As Figure 16 shows properties in this testing bed structure, one source device has connection with two target devices. The source device has a repository attached with it, and both two target devices have database attached with them. This use case focuses on a non-real-time synchronization SQLite database over TCP network. As the chapter 3.1 mentioned, SQLite database would not provide any built in synchronization and transaction logs mechanism. Additionally, because of the characteristic of zero configuration DBMS, SQLite database on different machines would run separately, hence, separate SQLite databases would not have any built-in coordination mechanism in order to make data consistency between separate SQLite databases. In terms of data synchronization protocols, as the thesis mentioned in chapter two and chapter three, the widely used SyncML protocol is good for PIM data. In this testing bed solution, we would
not have any data synchronized related to PIM data. Therefore, according to these two facts from this use case, we have to build a database synchronization protocol on top of SQLite DBMS. And this synchronization mechanism would be based on the theory of repository mechanism in version control systems.

Table 2: Technical details of the three machines

<table>
<thead>
<tr>
<th></th>
<th>Source device</th>
<th>Target device A</th>
<th>Target device B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>HP WorkStation xw6000</td>
<td>ThinkPad X60</td>
<td>ThinkPad X300</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel® Xeon® 7M CPUs 2.80GHz *2</td>
<td>Intel® Core Duo® T2300 1.66GHz</td>
<td>Intel® Core Duo® 1.7GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>2.0GB</td>
<td>3.0GB</td>
<td>2.0GB</td>
</tr>
<tr>
<td>Hard Disk</td>
<td>5600 per second</td>
<td>5600 per second</td>
<td>solid-state drive (SSD)</td>
</tr>
<tr>
<td>Network interface</td>
<td>100 Mbps Ethernet</td>
<td>100 Mbps Ethernet</td>
<td>100 Mbps Ethernet</td>
</tr>
</tbody>
</table>

Table 2 shows the technical details of three machines in this testing bed. There are two target devices connected to the source device via TCP connections. Both target devices have a local SQLite database. As can be seen in Table 2, the source device does in fact have more computational power than the target devices.

In the testing, we assume the structure of the database shown in Table 3. In this sample table, the "Items ID" is the primary key for this table. Both "Products Name" and "Selling store" is TEXT data type. And "Price" is "FLOAT data type".

Table 3: sample table used for testing bed

<table>
<thead>
<tr>
<th>ItemsID</th>
<th>ProductsName</th>
<th>Sellingstore</th>
<th>Price</th>
</tr>
</thead>
</table>

In this thesis, the purpose would be design, analysis and implement a synchronization system for this use case.

3.3 Synchronization solution analysis
We begin the analysis by dividing the complete synchronization process into different steps. After that, we will analyze each of these synchronization solutions step by step in order to design a protocol.

3.3.1 Key steps in synchronization protocols
Synchronization protocols would have the following mechanisms:

- Synchronization protocols must have mechanism to identify the changes in the data to be synchronized (in this case, records in SQLite database that have changed).
- Encode these modified changes from changed records into a message in order to exchange the message between a source device and target devices.
- Read the messages and decode in order to merge the changes with the local record in order to bring the two databases into the same state.
- Handle conflicts, to recognize different devices in order to identify which changes are coming from which devices.
• Error handling mechanism and logging system in order to have greater robustness and to understand what, when, and how changes have been made.

Table 4 below shows general requirements of synchronization protocols for use with databases.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: To identify the records that have been changed</td>
<td>Must</td>
</tr>
<tr>
<td>2: To encode the changes in messages</td>
<td>Must</td>
</tr>
<tr>
<td>3: To transmit and receive these messages</td>
<td>Must</td>
</tr>
<tr>
<td>4: To handle conflict situation</td>
<td>Must</td>
</tr>
<tr>
<td>5: To recognize different devices</td>
<td>Must</td>
</tr>
<tr>
<td>6: Error handling mechanism</td>
<td>Should</td>
</tr>
<tr>
<td>7: Logging system</td>
<td>Should</td>
</tr>
</tbody>
</table>

As described in the previous chapters there are basically three ways to identify modified records in a database, using timestamps, synchronization flags, or keeping a transaction log. As SQLite does not keep a transaction log we cannot use this method. Using timestamps consumes more storage than using synchronization flags, but enables some additional features, which is not request in our testing case. Since according to the chapter two, only synchronization flags mechanism does not multiple devices process synchronization, and using timestamp would have more storage consuming, thus in our testing bed, we implement a new mechanism to handle changes identifications. In this mechanism, we add an additional field to each record to be used for a synchronization flags. Rather than using a “bool data type” to identify records that have been modified we have used, an “INTEGER data type” field. Since “INTEGER data types” can store more than a single bit, we have used these additional bits to offer additional functionality; for example, we will keep track of the type of changes insertion, modification, or deletion. We will also use this integer field at the source device to encode which target devices modified the record. This field enables us to meet the first and fifth requirements listed in Table 4. Since there are two devices in the testing bed, we will encode the device’s ID as one decimal digit and encode in another decimal digit the operation that was performed locally to change the record (i.e. modification, deletion or insertion). Figure 17 shows these two encoding mechanism.
Figure 17: Indication different actions of database record

Figure 17 shows how the synchronization field works. These two digits indicate both the devices and action performed. For example, case 2 shows device 1 deleted a record; case 3 shows device 2 modified a record. Case 4 shows that device 3 inserted a new record, which the device does not involved in our testing cases. Using INTEGER data type and this mechanism would have less storage consuming than timestamps solution. Additionally, it would be available functionality to monitor database operations of every activity.
After the protocol data structure has been designed, an additional field is introduced in to the database table. Table 5 shows a table structure used in the synchronization protocol

<table>
<thead>
<tr>
<th>ItemsID</th>
<th>ProductsName</th>
<th>SellingStore</th>
<th>Price</th>
<th>SyncFlags</th>
</tr>
</thead>
</table>

Now this table structures support identify changes and mark the device making the changes, and in the Figure 17, it describe how these fields values should be used. Following this design, in order to process the synchronization fields, the process has to query the entire table. As the table increases this query time will increase. One way of avoiding this quarry time is to great another table called a Sync Table to store a list of the records whose synchronization flag has been changed, the purpose of this utilize is to self construct a transaction log. This log can be done by adding a trigger to all the tables, such that every time a record is changed and the trigger will be invoked and it can generate the transaction entry. Note that the transaction log needs only include the primary key, as all of the needed information is stored in the actual record. In this way, the synchronization system can simply read the Sync Table and process the records to know which records have been changed, how the records have been changed, and which device changed the records. The Sync Table can be implemented based on the structures shown in Table 6.

<table>
<thead>
<tr>
<th>Sync ID</th>
<th>TableName</th>
<th>RowID</th>
<th>SyncFlags</th>
</tr>
</thead>
</table>

In the Table 6, the first field is sync ID which is the primary key of this table. Next is a table name indicating which table should be synchronized, also means which table was changed before, next is the record identifier (called RowID) which indicates which record in the named table was modified - in our case this field contains the itemsID as this is the primary key in our example table structure (as shown in Table 5). The final field is the syncFlags which is a copy of the sync flags for the indicated record. Therefore, at run-time, the system needs only walk along the Sync Table and process the records of the database changes. Note that it must also access the actual records in the database as it needs to update the synchronization field of the record itself, once this record has been synchronized with the other database(s).

3.3.2 Synchronization protocol analysis
The next step is to encode the changes into messages in order to send them to the other device(s). This could be a textual encoding or a binary encoding. There are advantages and disadvantages to both. They concern the following factors:

- End devices computational cost
- Data transmission cost
- Synchronization process latency requirements
• Protocol functional extension
• Time complexity during synchronization
• Error prevention & control

In terms of the end devices, computational cost, both methods of encoding (i.e., textual versus binary encoding) share the common process of having to walk along the Sync Table, process the data in the Sync Table. The difference will be in encoding the changes into textual or binary records. Since in our testing bed case, the fact is both the source device and target devices can be considered to have powerful computational capacity. According to the static testing regarding the time consuming of fill in amount of data in to the testing table and after that we have a program encoding this data into SQL statement textual format or SQLite binary format below which is shown in Figure 18. This test was done on one of the target device, which is ThinkPad X60.

![Encoding record time](image)

**Figure 18** Encoding records time to either SQLite binary files or SQL Statement textual files

In Figure 18 shows that the time consuming of encoding amount of data increases along with the number of data increases. But there is not much difference between encoding data to SQLite binary file and encoding data to SQL statement textual file. It means that end device would have almost the same amount of computational cost consider the SQLite binary files or SQL statement textual files. Therefore, according to the statistics, if only device computational cost is considered, either choosing SQLite binary files format or SQL statement textual files format, it is not a big issue for the entire synchronization system.

Considering the second factor, end device data transmission cost, this factor is main affected by the file length of exchanging messages between source and target devices; bandwidth between source and target devices and other minor issues. In this thesis, we firstly take the file length of exchanging messages into consideration. As pervious paragraph mentioned, the exchange messages sent between end devices can be encoded into SQLite binary file format and SQL statement textual file format. So in this part, we will compare the data length of a file when it is encoded into either a SQLite binary
format or SQL statement textual format. For this textual format, we choose the SQL statement format (which is presented as a *.sql file in the file system), and for the binary format we chose the SQLite binary files format (which is presented as a *.s3db file in the file system). We compare the files size between those two formats for a number of records filled in the testing table in SQLite Database (The table structure was described in Table 5). The results are shown in Table 7. Note that the text fields in these sample records were generated by generating sample record which is shown in the Appendix Sample Data.

<table>
<thead>
<tr>
<th>Number of records</th>
<th>Files size (KByte)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SQL(Text)</td>
</tr>
<tr>
<td>100</td>
<td>7.4</td>
</tr>
<tr>
<td>150</td>
<td>9.3</td>
</tr>
<tr>
<td>200</td>
<td>11.4</td>
</tr>
<tr>
<td>250</td>
<td>13.4</td>
</tr>
<tr>
<td>300</td>
<td>15.3</td>
</tr>
</tbody>
</table>

In Table 7 and Figure 19, with 100 records in the table, the textual SQL format required 7.4 KB, but the binary encoding required 6.1 KB. As the number of records increase, the binary format continues to increase its advantage over the textual format. Before making a final decision about which encoding to use, we also need to consider the rate at which records are added to the database or the size of the data for updates. According to this statistic, for small amount of records, it means the number of records less than 100, there is not big difference in terms of files length after encoding records to either SQLite binary file format or SQL statement textual file format. Note that the size of deleted records is not a concern, since only the information needed to identify which record is to be deleted needs to be transmitted. Thus, for some use cases which need frequency
synchronize records between target device and source device, it would not decrease the transmission cost a lot either using SQLite binary format encoding or SQL statement textual format, but regarding synchronizing large number of record, using SQLite binary file format would have lower transmission cost between target device and source device.

With regard to transmission latency binary encoding of the data can utilize a smaller number of bits than textual encodings. Less data to transmit directly reduces the transmission time. More specific, we can estimate the compress factor for binary versus textual encoding by comparing uncompressed to compressed text using a number of different compression algorithms. Typically the compressed file will be around 60% smaller than the uncompressed file. [27] [28] Therefore using binary encoding would allow transmission to be around 60% faster than textual transmission. It is not certain that in a given situation we will experience this roughly factor of two decreases in transmission time, as we must also consider how these messages are processed by the transmission protocol and the application layer protocol. Experience with many internet protocols has shown that the advantages of the textual encoding (simplicity, readability, etc.) generally favor textual encoding over binary encodings –unless there is a very large volume of data to be transferred.

Consider the next factor, the latency of synchronization process. In this thesis, we are planning to analyze the synchronization latency issue based on the following module. In this module, we are going to fill in amount of demo records into the sample table, which is according to the Table 3, based on different time interval on a client device. After that, those demo records will be synchronized with a synchronization server at a specific time period. After the synchronization process, the demo data would arrive at synchronization server with a SFTP transfer time. This testing case works like the block diagram in Figure 20.

![Figure 20: Latency testing cases](image)

In Figure 20, we have client side application fill testing table with sample record automatically, and each insertion action would have a sleep time, the sleep time would be from one time unit up to one thousand time units. Additionally, synchronization takes place at a specific time interval, which would be from one time unit up to one thousand time units, as well. In this case, we will take a look at the file length to be transferred and SFTP file transfer time. And in this case, the total latency would be the SFTP transfer time plus end device encoding and decoding time. Figure 21 shows that the client has the longer sleep time the shorter file length will be.
Figure 21: File length to be transferred based on different time interval

Since this case works with 100 Mbps Ethernet connections between client and server, according to the Figure 22 and Figure 23, there is not much variation in client side application working with different specific sleep times and synchronization sleep times.

Figure 22: SFTP transfer at client has sleep time interval
Therefore, according to Figure 22 and Figure 23 end devices latency in this case can be considered very low.

Next factor, we will consider the functionality of the protocol. One of the important issues would be if this protocol will be easy to add additional functions or to change functions. In order to extend more functionality in this protocol, the import part would be change the structure of the current table. As it mentioned in Chapter three SQLite binary formats would present all table structure in one binary file. Therefore, there would not be additional work to modify table structure in current solution. So it means that more functionality can be added in currently protocol.

After that, we would address with time complexity of the synchronization protocol. According to the features of synchronization protocol, the time complexity of this protocol is dependent upon the end devices computational capabilities plus the SFTP data transfer time between a source device and target device. Based on the Figure 18, the end device encoding time is not increase significant in different volume of record. But there would be a significant overall difference in the synchronization time until the number of messages becomes quite large or the contents of each message are very large (for example if the database contains large high resolution images). However, the overall time complexity would be considered as a linear equation function $T(n) = O(f(n))$.

Finally, regarding with the error prevention and error control, textual encoding solution is generally more robust to bit errors during transmission. In contrast binary encodings are more sensitive to bit errors, especially when there is a very high degree of compression. In this case a single bit error can destroy the whole message. However, as we will use an underlying transport protocol, it is important that error detection, error correction and retransmission functions the transport protocol will handle. For applications such as databases it is very important that the databases remain consistent, so we must detect errors even at very low rates - otherwise after some time the databases will diverge - unless we make a complete new copy of the database.
Based upon the analysis above, we use radar charts to show the advantages and disadvantages of sending or textual encoding of our messages.

**Figure 24: Performance of binary message encoding**

As shown in Figure 24, using binary encoding offers lower transmission latency, lower time complexity, at the cost of computational effort, and protocol flexibility.

**Figure 25: Performance of textual message encoding**

In contrast Figure 25 shows that although using textual encoding messages between source devices and target devices has better error handling ability and greater protocol
flexibility, the transmission latency and time complexity are higher than encoding message to binary. So for this database synchronization protocol it is better to send SQLite binary format messages between source devices and target devices. It should be noted that if there is a very large amount of data to be transmitted, then it could be sent as binary data using another mechanism - that offers compression, for example, using a transport protocol shim layer that would perform compression on the data stream.
4 Implementation a non-real-time synchronization system

This chapter describes an implementation of a non-real-time synchronization system for a use case of a telemedicine system. The mechanism of this non-real-time synchronization is based on the analysis and performance evaluates part in the previous chapter. This system runs on top of a Microsoft Windows platform. This implementation will mainly be used to verify the design that we made in the previous chapter. As noted earlier, we have designed this synchronization system to handle the use case of zero configuration databases, specifically SQLite. Additionally, since this commercial system is running on top of a Microsoft Windows platform, the implementation of the synchronization system is based on the .NET framework. The source and target devices are assumed to have a TCP/IP protocol stack. And both of source device and target devices would have 100 mbps Ethernet connection. The synchronization protocol will be based upon the concepts described in the previous chapter.

4.1 Synchronization system overview

The purpose of this synchronization system is to provide SQLite database running on different machines having data consistency. All different machines are connected via TCP connections over underlying IP network. The physical network could be an Ethernet, 3G cellular network, or any other network that can provide IP connectivity. We will also assume that there will always be new data arrived at target devices. This synchronization system will determine the record differences on the SQLite database on both source device and target device and perform synchronization in order to ensure eventual data consistency. It is important to emphasize that the goal is only eventual data consistency, as we want to realize a non-real-time synchronization system for zero configuration database in order to avoid with each other requiring that the different machines always have connectivity to all other machines. A system structure overview is shown in Figure 26.
In Figure 26, there is one source device, which can be considered as a synchronization server, and it implements a central repository. This synchronization server communicates with a number of target devices; these will be called synchronization clients. Changes always occur first to the client database. Each synchronization client has a local SQLite database. Synchronization is used to make all SQLite databases have data consistency. In our scenario there are two client devices. Figure 27 shows a data flow during a synchronization process in more detail.

In Figure 27, 1: New records come from client’s I/O devices; 2: Client writes record to its local SQLite database; 3: client sends messages with new record to synchronization server; 4: Time protocols; 5: Del...
Server; 4: The new records could be sent in real-time or queued for sending later (i.e. non-real-time); 5: Client deletes old record from its local database. We assume that initially both client and server have data consistency. Next event number one happens with the arrival of some new record to the client’s database. Next, the client device writes the new record to the client’s local SQLite database. The local SQLite database changes based upon this new record. The format of this record is assumed to be plain text. Then the synchronization protocol takes over in order to update the other databases by sending messages between the server and the other client(s). These actions are events number three and four. If a local record is deleted, then the deleted record will be sent to a recycle bin after the client synchronizes with server. It is important to note that the local records will only be deleted after clients have synchronized with the synchronization server, so that no new data would be lost - even if it only exists as a valid record for a short period of time.

In this case, testing records to be synchronized are stored in a table called “Comment”. In order to keep the testing case sample, we only keep three columns in the testing table. The table structure is shown in Table 8.

<table>
<thead>
<tr>
<th>Row name</th>
<th>Data type</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>ItemsID</td>
<td>INTEGER</td>
<td>Primary key</td>
</tr>
<tr>
<td>ProductsName</td>
<td>TEXT</td>
<td></td>
</tr>
<tr>
<td>SellingStore</td>
<td>TEXT</td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td>FLOAT</td>
<td></td>
</tr>
</tbody>
</table>

As Table 8 shows, there are four columns; they are “ItemsID” with “INTEGER” data type, “ProductsName” with “TEXT” data type, and “SellingStore” with “TEXT” data type and finally the “Price” with “FLOAT” data type. The primary key is “ItemsID” This table is stored in a SQLite database, representing as a “*.s3db” file on the disk.

4.1.1 System hardware and software configurations
This subsection describes the details of hardware configurations in whole system. Our testing bed consists of three physical machines, one machine is a synchronization server and the other two machines are synchronization clients. The synchronization server as described in “Table 2: Technical details of the three machines”. The synchronization server connects via a 100 Mbps Ethernet interface to an intranet with an interface having an IP address of 192.168.0.20 / 24.

One client machine (client1) as described in “Table 2: Technical details of the three machines” is connected via a 100 Mbps Ethernet interface to an intranet with the interface having an IP address of 192.168.0.10 / 24. The second client machine (Client2) as described in “Table 2: Technical details of the three machines” on page 31 is connected via a 100 Mbps Ethernet interface to an intranet with the interface having an IP address of 192.168.0.11 / 24. The network topology is shown in Figure 28.
As shown in Figure 28, the three machines are connected to a local private network with the IP addresses: 192.168.0.10/24, 192.168.0.11/24, 192.168.0.20/24. The synchronization server provides two services: one is a MySQL database service and the other one is an SFTP service. Within the private network, the default gateway is 192.168.0.1. This is the address of a router with a public IP address 213.100.22.108/28. All of the interfaces in the 192.168.0.0/24 network are connected to a switch with supports non-blocking 100 Mbps full-duplex Ethernet connectivity.

Concerning with a software structure of a system, the synchronization system is to be developed based on .NET framework. All machines are equipped with .NET framework 2.0 the Microsoft Windows® Operating System (OS). Because the private intranet has internet connectivity, all of the machines in the private intranet maintain Coordinated Universal Time (UTC) \(^1\) time using the same Network Time Protocol \(^2\) (NTP) server, which is “time.windows.com”.

4.1.2 Synchronization solution introduction

For this non-real-time database synchronization, one way of performing SQLite synchronization is called “row-based” synchronization mechanism. In order to implement this mechanism, each row in the database tables that are to be synchronized must have a “DataUpdate” field which will contain a time-stamp in UTC format or a synchronization flag. In this case, we have chosen to add a field called “isValid”

---

\(^1\) Coordinated Universal Time (UTC) is a standard time based on International Atomic Time.

\(^2\) NTP is a protocol designed to synchronize the clocks of computers over a network. In this case we use the Windows system default NTP server “time.windows.com”
containing a synchronization flag. In addition, the “LastSyncDate” will be saved in a separate table. We have implemented an additional table called “syncTable” to put recent synchronization record. During the synchronization process, this system will process the following steps:

- First the program will read information from “syncTable” to learn the last time that synchronization was performed;
- Next walks the “syncTable”, this must be done in the proper order in order to prevent foreign key constraints, to find the rows that are not yet synchronized;
- Next, the rows which are not yet synchronized are sent to the central repository, along with their synchronization flags (the rows are read using the SQLite database API in .NET Framework);
- After the central repository receives messages from the clients, this server will insert all the records which are marked as unsynchronized. After the client has received notices that the server has completed synchronization of the data it will reset all the synchronization flags.
- If there are conflicts (for example, rows that changed on both server and client), the server has to resolve the specific conflict. For this resolution method we will rely on either a user interface to ask users which version to keep or use an algorithm to choose one of the versions.
- The server inserts or updates rows into the server’s SQLite database and sends to the client the rows that have been changed since last its synchronization with the server.
- Finally, the client either inserts or updates these rows into its local SQLite database.

While row based synchronization is simple, it would need a complex process to manually configure and prone to conflicts and record. [29]

There are many different solutions using the same “row based” synchronization concept to handle database synchronization. One of these is called “Auto-Generated Update SQL”. [30] This approach generates SQL statement and transmits these SQL statements between nodes in order to synchronize records. This solution works when the two tables have matching records, the primary table is updated with the data from the secondary table and if the secondary table has records that the primary table does not, then those records will be appended to the primary table. This solution provides synchronization without a hassle replication. [31]

4.2 Synchronization system implementation
This section describes an implementation of this synchronization system. First, we will analyze in detail the synchronization process on the current server itself and then decide a structure of this system, which is made in the previous chapter. The details that we did examine include how to handle the messages mechanism exchanging between a synchronization server and synchronization clients and how to identify the user.

4.2.1 Synchronization process
In order to perform synchronization, there are five questions: (1) how end devices identify database record changes. (2) How synchronization server and clients exchange
messages. (3) When the synchronization server and clients exchange messages. (4) What messages format the client and server will be used. (5) When the clients and synchronization server would receive record.

Regarding the first question, since SQLite does not have transaction log mechanism, we created a table called "syncTable" to log the SQLite database changes. In order to make this "syncTable" work, a trigger is set for all tables that are to be synchronized. The function of this trigger is to record all the database changes into syncTable. The table ID is a primary key of "syncTable" table, additionally synchronization flags are saved in the syncTable. Figure 29 below shows a work flow of "syncTable".

![Diagram showing the workflow of syncTable](image)

**Figure 29: SyncTable work flow**

As shown in Figure 29, at initial state, both comment table and syncTable are empty. When a record is inserted into comment table, the trigger will trigger an event which inserts the table changes into the syncTable. The "SyncID" is a primary key of the syncTable and is generated as a linear sequence. The table name is the table which had been changed and the "RowID" indicates which row changed in that table. The "isValid" field indicates that "syncFlags" in the comment table are to be used when synchronization process is recorded.

The next step, concerns exchange of messages between synchronization server and clients, because we are interested in a non-real-time synchronization system and since there is already an SFTP service running on the server, our synchronization system uses this SFTP service to provide reliable (and secure) data transmission between the server and clients. Rather than have the clients and server exchanging individual messages, the application start a synchronization process (for example when the application is started) or a user clicks a "Synchronize" button, then messages will be exchanged. To create the effect of exchanging lots of messages concerning the synchronization of individual
records, we create a table and send this table via SFTP. We made this design (since we found that the SQLite binary file was smaller than the SQL statement textual format and we can utilize the retransmission, error detection and error correction functions of the SFTP application. The cost of creating this file rather than sending the individual messages is that there is an increase in the latency between a local update and when the report target is updated. However, buffering increases the amount of data that will be transferred at one time, hence increasing the opportunity for compress and simplifying the operations. It also means that when the synchronization happens that the communication link can be turned on, while it can remain off at other times - potentially saving battery power. The receiver reads the SQLite database and performs an update with its local database. The SQLite binary files can be read by a standard SQLite API. Note that this same approach could be used to send a compressed version of the SQL statements, as SFTP already includes compression as one of its feature. We did analyze of this part in the previous chapter measuring the performance of the system in this testing bed.

4.3 Modules of the synchronization system
The synchronization system can be divided into the following modules: client authentication modules; data transmission modules; and SQLite database handler modules. Because, there is already an SFTP service and a MySQL database running at the server, in order to simplify the synchronization system, we do not plan to add additional services on the server, but rather the synchronization system uses the existing MySQL database to manage authentication record and exploits this SFTP server for data transmission.

4.3.1 Synchronization servers detail
The synchronization server performs client authentication; provides secure files transfer between server and clients; and synchronizes SQLite database(s) with separate SQLite database. Figure 30 shows server side of this synchronization system.
As shown in Figure 30, the synchronization server has three main modules. The first of these three uses a MySQL database to handle clients’ authentication information. This is shown as a table with the columns: ID, PWD, Allowed, and Other. These fields contain user name (as the ID for the user), a password and a field that indicates what operations this user is allowed to perform, and other information about current user - respectively the MySQL database. The synchronization server utilizes an existing SFTP server to secretly send and receive files containing what are essentially database transaction logs. When one of these transaction log files arrives as a SQLite binary file at the synchronization server, the server application utilizes a SQLite API in order to read the SQLite binary file and complete synchronization process. As shown in the upper right of Figure 30, every client has associated with it a directory (folder) named with client’s ID in the SFTP root folder. In each client's folder, there are two folders: "Version" and "VBackup". When each SQLite binary database arrives it will be placed in the "Version" folder. After the synchronization process, that SQLite binary file will be moved to "VBackup folder". Therefore every time synchronization occurs, the synchronization mechanism will check the "VBackup" folder first, to see if there are differences in the files. The "finals3db" file is the server's copy of the client synchronized SQLite database file. Both the SFTP server and server files share the same file structure on the disk.

According to the Figure 30 shows the server side working flow during the synchronization process. Here we assume that the "client A" initiates synchronizing with the server. After logging in client device "A" connects to a synchronization server and requests synchronization. First, the client device must be authentication with user’s credentials stored in the MySQL database. After authentication successful, the process
will move to the next step. As shown in Figure 31 block the synchronization folder on the client device will be granted access to the server’s synchronization folder via SFTP.

![Figure 31: Synchronization server work flow to send files](image)

Figure 31 shows the SFTP server has created a secure connection between client device A and its associated synchronization data folder. The FTP LIST\(^{13}\) command will be used to check if there is difference between the client’s “VBackup” folder and the server’s “VBackup” folder. The missing files will be sent. After this step, as Figure 32 shows, if there are new files in the folder, then the synchronization server will utilizes about SQLite API to complete the synchronization process by updating and merging the received file with the local copy of the client’s database.

\(^{13}\)The FTP LIST command will return information about a file or directory from the current working directory.
Figure 32: Synchronization server work flow for database synchronization

As shown in Figure 32 block, in the last step of synchronization the synchronization server application uses the SQLite API to insert or modify its copy of the client’s final.s3db SQLite database files now the synchronization process is complete. This same process can be used to synchronize a client. Part of the C# code to implement the server is included as appendix C.

4.3.2 Client application in detail
The synchronization process on the client side shares the same concepts as the server side. Part of the C# code of the client side implementation is included as appendix C.
In Figure 33, we can see that the client requests a connection to the server then sends an authentication request to the synchronization server. After authentication successful, the SFTP server establishes a secure and reliable connection between the server and client. After this SQLite binary files will be sent to the client’s synchronization “Version” folder. Next the client application will utilize SQLite API to insert or modify data in the client’s local “final.s3db” file based on the contents of the SQLite binary file(s).

![Diagram](image)

**Figure 33: Working flow of the client side of the synchronization process**

4.4 Test and performance evaluation

To validate this implementation a test was made to see if the system worked correctly and additionally evaluate this implementation performance based on factors mention in chapter two.. Because we have split the synchronization into operations performed at the synchronization server and the client device we can measure them separately.

In terms of the end device computational load, this factor depends on the computation effort to operate on the SQLite database. Based on SQLite the official documents, using an Athlon CPU running at 1.6GHz with 1GB or memory, an IDE disk drive, and RedHat Linux 7.2 operation system with a stock kernel, SQLite has better performance than MySQL. [32]. In this testing bed when using, a T2300 CPU running at 1.66GHz with 3GB memory and connecting to a hard disk with average writing speed of 35MB per second and an average reading speed of 37 MB per second, we did insert 10000 records in the SQLite (with transactions) in 0.452 second. In this test, 10000 records synchronization time takes 1.43 seconds. The size of the binary SQLite files containing these 10000 records was 48KB; therefore the end device computation load was very low. Note that this file size was based on new data of average size 4 KB arriving at a rate of 840 new records per minute and synchronization occurs every 1 minute.
In terms of the solution extension, because this synchronization systems design has similar with a version control system, it should be feasible to extend this design to support a nearly unlimited number of devices for synchronization with a central server. The actual performance with a given central server will of course depend upon the details of the number of clients their rates of record updates, the size of these records, etc. Based upon this test we expect that the system should scale roughly as that of a file server excluding the extra work required for the data updated and merges.

Regarding the error handling ability, because the data exchanges between source and target devices utilizes SFTP the underlying TCP connection and the application layer protocol features of SFTP will ensure data integrity during the transmission process [33]. Therefore this mechanism would have an acceptable error handling ability.
5 Conclusions and Future Work

This chapter concludes the thesis and outlines future research directions.

5.1 Conclusions

The overall focus of this thesis was to design a “repository” based SQLite database synchronization system that could operate in non-real-time. Throughout the thesis we have shown that synchronization brings clients device benefits in terms of short synchronization times, low bandwidth consumption and via the underlying database function a rollback function when used in conjunction with a repository based synchronization system.

From the end devices perspective, this design requires a minimal computation power on the end clients, because this solution was designed to be a non-real-time and it does not require continuous link layer connectivity between the client devices and the servers. Since this design was based on the underlying concepts of a version control repository, this synchronization system offers some of the benefits from version control system, for instance data rollback.

From the SQLite database perspective, since SQLite does not support multiple users at a time and it does not support functionality which is supported by most distributed database system, for example transaction log. Although SQLite has better performance in local applications than other database such as MySQL or PostgreSQL, by combining SQLite with a repository with a MySQL (or other) database it is will not only deliver a better performance for local application, but also support multiple-users, transaction logs and supporting roll back functionally. Such a combined SQLite and repository solution to could be used as distributed database system as well.

From the server perspective, in our test case, we ran on top of a Microsoft Windows® platform, but the same approach could be used to run on a Linux platform. Similarly the client was run on a Microsoft Windows platform in the test, but it could also be run on top of Linux, Apples Mac OS, or one of many embedded operating systems such as Android or iOS. In fact, the client only needs to support the SQLite API and the SFTP a TCP/IP stack.

5.2 Future work

Even though the results show that this repository based solution works well with SQLite, a number of assumptions concerning the testing platform and the rate at which data is generated, the local memory capacity and local processing capacity, and the times when synchronization occurs. To precisely quantify the performance in a real application of this system, additional testing in a real network environment and a large amount of user testing, needs to be performed. This leads us to our suggestions for future work. Additionally, this testing environment mentioned in the previous section a limited number of machines, we have not tested the performance of this implementation on a wide variety of hardware and operation system (OS) platforms. This part would remain for a future work.

Other than those, according to the chapter three pointed out, encoding difference records to SQLite database binary file would provide a lower file length compare to the
SQL statement textural file. This argument is based on the assumption that the SQL statement file without any compression. Therefore, it should be taken in to consideration that encoding the difference records to SQL statement textural files with properly compressed would even have lower file length than SQLite binary database format. Thus, more analysis work regarding different encoding and compression mechanism should be considered as a future work. Furthermore, the chapter four was lack of conflict recording handing solution analysis, this issue also should be done in the next step.

This thesis can be considered as an initial starting point for a repository database synchronization system. There are several aspects of the current design that could be optimized. The client authentication process is performed based upon exchanging a user name and password via the SFTP server; this could be replaced by the use of LDAP\(^\text{14}\).

Finally, since SQLite databases are widely used in applications running locally, or in applications running on a handheld device, we need to examine the performance on a variety of devices and operating system platforms. In our test, both the client side application and server side application ran on one of the Microsoft Windows platforms. Therefore, an obvious next step is to run the client code on Microsoft’s Windows Mobile or the Android, and to run the server on a Linux server platform. With regard to the server it would be interesting to explore executing the server on a virtualization server, such as Amazon's EC2 platform. Such a solution would enable a service to easily and rapidly expand to support a large number of users.

\(^{14}\)Lightweight Directory Access Protocol (LDAP) is an application protocol for querying and modifying data of directory services implemented in Internet Protocol (IP) networks.
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Appendix

A. Useful tools used when developing application

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>FileZilla Server</td>
<td>SFTP server</td>
<td><a href="http://filezilla-project.org/">http://filezilla-project.org/</a></td>
</tr>
<tr>
<td>Wireshark</td>
<td>Wireshark® is the world’s most popular network protocol analyzer</td>
<td><a href="http://www.wireshark.org/">http://www.wireshark.org/</a></td>
</tr>
</tbody>
</table>
B. Raw information collection

During the literature study process, raw information collection and provides practical support argument. In this thesis literatures can be divided into three categories. They are academic literatures web material, and Wikipedia. The academic literature was found via various academic databases access to these databases was provided by KTH’s library. These sources mainly were used to support my technical analysis motivation parts the solution and when writing the conclusions. The reset of literature was primarily used as background information –particularly to explain technical terms and to cite example of practical solutions.

As to the academic databases, Inspec (EV2), Computer Science Bibliographies, and Scopus reference databases were mainly used during the research. In order to provide easily understood definitions of the many technical terms related to data synchronization and cross-platform software Wikipedia was used. Additionally some web based material was used as references. These were found using Google or other web search engines. I also discussed my idea with other group members at the company where I was working and with professors in our department.

During the academic database search step, a number of keywords are validated in a thesaurus, provided by “Inspec (EV2)”, in order to get “Inspec (EV2)”controlled terms and make the search results more precise. Next controlled terms and uncontrolled terms were use to search in the academic database in order to have both precise and extended references. Table 10 shows some the controlled and uncontrolled terms from (Inspec) used during the academic database search processes.

<table>
<thead>
<tr>
<th>Controlled terms</th>
<th>Uncontrolled terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronization</td>
<td>Synchronization</td>
</tr>
<tr>
<td>database machines</td>
<td>database</td>
</tr>
<tr>
<td>meta data</td>
<td></td>
</tr>
<tr>
<td>relational databases</td>
<td></td>
</tr>
<tr>
<td>file organization</td>
<td>File system</td>
</tr>
<tr>
<td></td>
<td>cross-platform</td>
</tr>
<tr>
<td></td>
<td>Common</td>
</tr>
<tr>
<td></td>
<td>Object</td>
</tr>
<tr>
<td></td>
<td>Request</td>
</tr>
<tr>
<td></td>
<td>Broker</td>
</tr>
</tbody>
</table>

The literatures are chosen by relevant level and publication data. The reference rate is used to ensure the reference’s validity. We were able to find two journal articles and one conference article.

---

15 In our case, the controlled terms are verified by “Inspec".
C. Code

The code can be checkout from SVN server

D. Sample Data

Table 4 SQL

CREATE TABLE "Culture" ("ItemsID" INTEGER PRIMARY KEY ,"ProductsName" TEXT,"Sellingstore " TEXT, "Price" FLOAT)

Table 5 SQL

CREATE TABLE "Culture" ("ItemsID" INTEGER PRIMARY KEY ,"ProductsName" TEXT,"Sellingstore " TEXT, "Price" FLOAT, "SyncFlags" INTEGER)