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Abstract

When a shared channel or packet switched network is used for transmission (e.g.
WLAN, HSPA (Turbo-3G), LTE (4G)), it introduces variance in the delay of packets. This
variance is called jitter. This jitter can lead to significant degradation of quality in
real-time servicesif it is not properly handled.

High Speed Packet Access (HSPA) is an extension to the third Generation W-CDMA
cellular network that provides significantly increased bandwidth and network capacity by
introducing a High Speed-Downlink Shared Channel (HS-DSCH) for downlink and an
Enhanced-Dedicated Channel (E-DCH) for uplink. Both HS-DSCH and E-DCH use
re-transmissions in order to ensure a low block error rate, as a result jitter is induced in
both channels. Moreover, HS-DSCH also uses channel dependent scheduling between
users adding additional jitter.

Since HSPA uses IP and the voice service is provided by voice over IP (VolP), jitter
management is performed at the destination end-point. However, 3GPP has also specified
transportation of circuit switched voice over HSPA (CSoHS), where jitter management
needs to be performed separately, at both the entry point to the core network and in the
receiving end-point asjitter isintroduced both in the uplink and downlink.

This report studies CSoHS, with a focus on its delay and jitter characteristics. It
introduces two schemes for jitter management: a fixed jitter buffer and an adaptive jitter
buffer. These jitter buffer designs are evaluated mainly by looking at the jitter loss (i.e.,
the proportion of packets that have to be discarded because they exceed the maximum
permitted jitter) and the buffering time. The results show that the adaptive jitter buffer can
achieve better performance in balancing the trade-off between jitter loss and buffering
delay when dealing with various network conditions. In contrast, the fix jitter buffer is not
capable of tracking variations in the network conditions, as the performance of the fixed
jitter buffer is determined solely by the configuration of the initial buffer level. The
adaptive jitter buffer is able to consistently provide equal or better quality of service than
the fixed jitter buffer.
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Introduction

1. Introduction

This chapter gives a more explicit description of the problem defined for this thesis
project. It also describes what has been done during the project and outlines the structure
of the report.

1.1 Circuit Switched vs. Packet Switched Voice Services

First of all, it is necessary to clarify two very basic concepts. circuit-switched and
packet-switched voice service. In circuit switched (CS) voice services a dedicated point-
to-point connection (i.e., a circuit) is established between nodes or terminals before the
voice communication starts. The end-to-end delay will be constant during this connection.
Each circuit is used exclusively by one user, until the circuit is released and a new
connection is set up. Even if no actual communication is taking place via this dedicated
circuit, its resource remains unavailable to others[1].

In contrast, a packet-switched voice service operates over a packet switched (PS)
network. In such a network the encoded voice data is placed in packets, which are routed
over a shared network. Each packet is labelled with its destination address. At each
network node, packets may be queued or buffered while awaiting forwarding, resulting in
variable delay and throughput that depends on the traffic load in the network [2].

1.2 Problem Statement

This section first gives a general introduction of jitter and the concept of a so-called
jitter buffer, followed by a discussion of distributed jitter buffers in a circuit switched
voice service implemented for use with High Speed Packet Access (HSPA) networks,
called Circuit Switched over HSPA (CSoHS).

1.2.1 Introduction to Jitter and Jitter Buffer

When using a shared channel or a packet switched network for transmission (e.g. IP
networks), the network introduces variation in the media delivery rate due to network
congestion, packet queuing, different routes, etc. For voice services, this variation needs to
be equalized before the decoder presents the encoded media to the user, otherwise it may
give rise to severe quality degradations rending the service useless. Normally, this kind
variation is handled by wusng a so-called jitter buffer, as shown in

Jiier baulles

Speach decdicg sl

Pakslized spanch | — e — playcast

Transrifles byme [ — Consumed oyles

Tira I'me lre
Figur
e 1.1. Note that more formally thisis a“de-jitter buffer”, however, we will follow common
usage and refer to it as ajitter buffer in the remainder of thisthesis.
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Figure 1.1: Jitter and jitter buffer in end-to-end I P network
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The basic function of is this jitter buffer is to collect data, then deliver this data to the
decoder at the expected (often constant) rate. Further details of the jitter buffer are
discussed in Section 2.3.

1.2.2 Distributed Jitter Buffersin CSoHS

HSPA is a collection of mobile telephony protocols that extend and improve the
performance of existing third-generation (3G) cellular telephony technologies. It includes
both the uplink (UL), High Speed Uplink Packet Access (HSUPA) and downlink (DL),
High Speed Downlink Packet Access (HSDPA) extensions. The Third Generation Project
Partnership (3GPP) Release 7 specification introduced HSPA. Several benefits occur by
running circuit switched voice over HSPA according to [20] and [21], these are:

e |t helps save battery power in the user terminals. This is because in CSoHS it is
possible to deliberately queue up data blocks in the transmitter, then send multiple
data blocks at the same time. However, this increases both the delay and the jitter
at the source.

e Innorma 3G, the receiving side must always be ready to receive signals, while in
HSPA or CSoHS, the User Equipment (UE) on the downlink knows that there will
be a transmission only every “Hybrid Automatic Repeat request (HARQ) round
trip time” — thus the HARQ processing at the receiver can be turned off when it is
known to beidle.

e Less jitter needs to be handled by handling the UL and DL separately, than
handling the jitter introduced by the whole route.

In CSoHS networks, the HSUPA (uplink) uses a fast retransmission scheme to ensure a
low block error rate (BLER). The HSDPA (downlink) is a shared channel that also uses
fast retransmission, as well as channel dependent scheduling between users. Therefore,
additional jitter is introduced on both the uplink and downlink traffic. Additionally,
because in CSoHS the transport network is a traditional circuit switched network, this
requires that frames are delivered regularly and continuously, for example one frame every
20ms (the frame rate depends on the frame length of the speech CODEC scheme used;
different CODECs may use different frame lengths, e.g. 10ms, 30ms). Uplink jitter
therefore needs to be equalized before the frames enter the circuit-switched backbone
network. Thisis done by implementing ajitter buffer at the Radio Node Controller (RNC)
in the radio access network. Similarly, the jitter introduced on the downlink traffic is
equalized by the jitter buffer in the recelving terminal as shown in Figure 1.2.
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UE with
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Figure 1.2: Distributed jitter management in CSoHS.
UE: User Equipment, RNC: Radio Network Controller, and JBM: Jitter Buffer Management

In the above picture, the UE is one of the mobile devices. The RNC is responsible for
controlling multiple base stations. JBM is the jitter buffer management function. There is
also a speech decoder in the core network that can only receive speech frames (or SID or
NO_DATA) every 20ms. Thus the radio network must deliver one frame exactly every
20ms to the core network (CN). This CODEC in CN decodes the speech to G.711 PCM
(either A-lay PCM or my-law PCM). This CODEC implementation is exactly the same as
in legacy CS networks (W-CDMA or GSM) and therefore has no jitter buffer.

1.3  Structure of the Thesis Project

The goal of this thesis project was to implement and evaluate distributed jitter buffers;
i.e., separately for the uplink and downlink of CSoHS. In order to achieve this goal, the
thesis project was carried out in three steps. a literature study, practical implementation,
and an evaluation of the results — as summarized in Table 1.1.

Table 1.1: Structure of the Thesis Project

Literature study Gain knowledge of Jitter buffer, HSPA, CSoHS, etc.

Design a jitter buffer management function on the HSPA Radio
Practical implementation Link Control (RLC) layer and integrate it into the existing
simulator.

Simulate different delay and error profiles and analyze the
Evaluation of results results to evaluate the performance of the jitter buffer
management function.



Introduction

1.4 Outlineof thisThesis

This thesis presents the results of all three steps described in section 1.3. The thesis is
divided into five main chapters as shown in Table 1.2.

Table 1.2: Outline of the Thesis

Title of the Chapter Content of the Chapter

e Statement of the problem
Introduction e Introduction
e  Overview of the thesis

e Results of the literature study;
Background Presenting the required background knowledge and
relevant prior work

e  Output of practical implementation
Demonstration of the JBM design and simulation

Method .
environment
e Presentation of the criteria for evaluation
. ° i
Analysis R_esults _of the evaIL_Jatlon_
Discussion of the simulation results
. e Comments and conclusions
Conclusion

e  Future work
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2. Background

This chapter presents the results of the literature study including background knowledge
and relevant works that have previously been done. It consists of four sections.

e Section 2.1 gives an overview of the architecture and presents some necessary
basic concepts;

e Section 2.2 gives an introduction of Adaptive Multi-Rate speech CODEC;
e Section 2.3 explainsjitter buffer management (JBM) techniques in detail;

e Section 2.4 describes HSPA networks with a focus on those features that influence
delay and jitter;

e Section 2.5 presents relevant prior work regarding CSoHS; including its delay and
jitter characteristics, and some notes regarding the design of aJJBM function.

2.1 Oveview of the Architecture

Jiler balles

Speach decdicg sl

Packatized spaach e e i ——— playcat

Transrifles byme [ — Consumed oyles

Fig
ure 1.1 on page 2 illustrated the general architecture of a VolP service. The voice signd is
encoded into frames by an encoder. One or more frames are encapsulated into a packet
(e.g. an RTP packet) which is transmitted across the network. At the receiving end, the
delay jitter is equalized by the jitter buffer, then frames are delivered to the decoder at the
expected rate. Finally, a voice signal is played out after the frames are decoded. The
following sub-sections present a basic explanation of the concepts that are used in this
general architecture.

2.1.1 Nature of Speech

This thesis focuses on conversational voice service. Figure 2.1 shows an example of
what atypical speech signal looks like.
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Figure2.1: Pattern of speech signal
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The x-axis is the time and the y-axis is the amplitude of the speech samples. As shown
in the figure, the speech signal contains a mixture of active and silence periods.

e An active period contains the actual speech that comes from microphone. It may
contain a mixture of speech and background noise.

e Each silence period is a pause in-between active periods and may or may not
contain background noise (i.e., sounds from the surrounding environment).

An important concept is a talk-spurt. A talk-spurt is a period of continuous active
speech between two silence periods. The beginning of a talk-spurt is referred to as the
onset of the talk-spurt.

2.1.2 Network Impairments

In packet switched networks, packets experience various delays during transmission
across the network; due to different routes being selected for different packets, different
amounts of queuing at each of the routers along the path, shared transmission resources,
etc. Some packets may even be lost. Figure 2.2 shows the impairments introduce by the
network.

t1 t2 t3 t4 5 t6 t7
Transmitter \ >
\
\
\\ Transmission
\
\
Receiver X .
ab\ 4 a
Buffering
Decoder . | =

plL p2 p3 p4 p5 p6 p7

— —» Lost during transmission

tn: transmission time of packet(n)
an: arriving time of packet(n)
pn: play-out time of packet(n)

Figure 2.2: Network impairment

In the scenario illustrated above, jitter was introduces during network transmission. Asa
result packets arrive at the receiving end at irregular intervals. Packet 2 was lost during
transmission, while packets 4 and 5 and packets 6 and 7 arrived out of sequence. The
voice quality would be degraded if these received packets were decoded and played
immediately without any pre-processing (such as packet re-ordering). Thisiswhy the jitter
buffer is needed. Packets are stored in the jitter buffer for some time in order to reorder
them, so that they can be delivered in-sequence to the decoder at regular intervals. Note
that despite its successful arrival at the destination node, packet 4 is discarded because it
arrives later than its expected play-out time. As there are no corresponding packets to be
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played at time p2 and p4, the gap may be covered by error concealment, which will be
discussed in alater section.

2.2 Adaptive Multi-Rate Speech CODEC

The Adaptive Multi-Rate (AMR) CODEC is an audio data compression scheme
optimized for speech coding and was originally designed for circuit-switched mobile radio
systems. It has been adopted as the standard speech CODEC by 3GPP, both for GSM and
3G. The AMR speech coder consists of a multi-rate speech coder, a source controlled rate
scheme including a voice activity detector and a comfort noise generation system, and an
error concealment mechanism to combat the effects of transmission errors and lost packets

[17].

However, due to its flexibility and robustness, it is also suitable for real-time speech
communication services over packet-switched networks [3]. AMR is the standard CODEC
for the Multimedia Telephony Service for IMS (MTSI). MTSI, aso referred to as
Multimedia Telephony, is a standard IMS (IP Multimedia Subsystem) telephony service
that has been specified in 3GPP Release 7 [9].

2.2.1 Coding Modes

The sampling frequency of narrow band AMR is 8kHz, which results in 8000 samples
per second. One AMR frame is 20ms long and therefore contains 160 samples. AMR
supports 8 speech coding modes as shown in table 2.1. It uses link adaptation to select one

of these eight different bit rates based on link conditions[3].
Table2.1: AMR coding modes

Mode 122 102 795 740 | 670 590 515 475  AMR_SID
Bl e 122 102 795 740 @670 @590 515 @ 475 1.80
(Kbits/s)
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2.2.2 Silence Suppression

Silence suppression is a technique to reduce the bandwidth required during silence
periods or background noise periods. AMR supports voice activity detection (VAD) and
generation of comfort noise parameters during silence periods. The operation of sending
only comfort noise parameters at regular intervals during silence periods is called
discontinuous transmission (DTX). DTX was originally designed for circuit-switched
cellular systems to reduce the interference level (giving a better carrier to interference ratio
(C) for other users) and to save battery power. The CODEC can reduce the number of
transmitted bits and frames to a minimum during silence periods. The AMR frames
containing comfort noise parameters are called silence indicator (SID) frames [13].

2.2.3 Error Conceal ment

Frames may be lost due to transmission errors. Some action should be taken in these
cases, both for lost speech frames and for lost SID frames. Error concealment actions can
also be used in the case of speech packets lost in the transport network. In order to mask
the effect of isolated lost frames, the speech decoder should be informed, so that error
concealment shall be initiated. Concealment is generally done by using a set of prediction
parameters to synthesize the missing speech. Insertion of speech signal independent
silence frames is not allowed as stated in [3]. For subsequent lost frames, a muting
technique can be used to indicate to the listener that transmission has been interrupted
[17]. More explicit description of error concealment can be found in [18].

2.3 Jitter Buffer Management

The necessity of using the jitter buffer has been discussed in Section 1.2. This section
gives amore explicit presentation of different jitter buffer techniques.

2.3.1 Types of Jitter Buffers

There are basically two types of jitter buffer: static and adaptive.

2.3.1.1 Static Jitter Buffer

A static (or fixed) jitter buffer simply collects frames then delivers frames to the speech
decoder at the expected time intervals to ensure a smooth play-out rate. A static jitter
buffer does not react to changes in network conditions. Thus static jitter buffer exhibits a
constant end-to-end delay during the whole length of a communication session.

2312 Adaptive Jitter Buffer

Just opposite of the static jitter buffer, an adaptive jitter buffer may change the end-to-
end delay during a session in order to optimize the trade-off between buffering delay and
buffer induced frame losses. Generally, the buffering time can be modified at two different
ways, during talk-spurts and in silent periods. The algorithm will estimate the needed
buffering time continuously and update it when possible [10]. We will consider each of
these alternatives below.
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Update during silence periods

The main method to adjust the buffering time is to change the length of silent
periods as shown in Figure 2.3.
| | 1 | | | | | | >

Jitter buffer x % X 1 1 >
N\ ! q ) Time
AN Silence period \ Silence perl(zd
\\ \\ \
\
‘\ \ \
\ \ \
N\ \ \
\
Decoder « I I ] ¥ I ] $ ] >
Time

Silence period Silence period

Figure 2.3: Adaptation in silence period

The jitter buffer is always set to an initia buffer level measured in an integral
number of packets, which means that the jitter buffer will only start delivering
packets to the decoder once it collects this number of packets. If the jitter buffer
detects a silent period, a new initial buffering level will be calculated and applied
at the beginning of the next talk-spurt. In this fashion the adjustments can be large
enough to adapt to large changes in the network conditions.

Note that in this approach the receiver is using the silence periods to catch up the
sender (i.e., to reduce the end-to-end delay). As a result the end-to-end delay will
not continue to grow over the duration of a session (as long as there are sufficient
silence periods).

Update during talk-spurts

However, adaptation only during silence might not be sufficient if the delay jitter
increases abruptly during a talk-spurt — as the above algorithm has to wait until the
next spurt. Therefore, it is also desirable to change the buffering time during a talk-
spurt. A simple method isto ssimply add a gap (viaa dummy frame or NO_DATA)
and let the error concealment mechanism try to conceal the gap. A more advanced
way is so-caled time-scaling based upon interpolation or decimation of speech
frames [10]. If packets arrive slower than they are consumed then the buffering
time has to be increased to avoid buffer under-run. In this case, interpolation could
be applied. Interpolation produces a longer frame, hence the play-out duration for
the frame will be extended, which will increase the following frame's buffering
time. If on the other hand, packets arrive faster than they are consumed, then the
jitter buffer has to play out packets faster to avoid buffer overflow. Using
decimation the frame length is shortened and buffering time for following packets
will be reduced. Time-scaling can often be done on the decoded speech frames
(although it is also possible with some CODECS to perform the time-scaling of the
encoded frame). Note that the changes should not be done too often nor should the
changes be too large, since this could result in unnatural sounding speech and/or
unsatisfactory speech quality.

Note that interpolation and decimation may be needed even if there is no jitter, as
the sampling clocks of the source and destination may not have exactly the same
rate.
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2.3.2 Jitter loss and Jitter |nduced Conceal ment

Sometimes packets are successfully transmitted to the receiver side, but may be
discarded by the JBM because of:

o Buffer overflow or intentional packet dropping when reducing the buffer’s depth
during adaptation and

e Packets arriving at the jitter buffer after its scheduled play-out time, also known as
late | oss.

In this these we have assumed that the jitter buffer always has enough buffer capacity to
store packets, hence no speech frames need to be discarded during adaptation because of
overflow. Thus, jitter loss is only due to late loss. In order not to significantly reduce the
speech quality, the amount of JBM induced frame loss should be kept below a certain
value.

JBM _induced _ frame_losses

Jitter _loss_rate= _
-~ Number _of _transmitted _ frames

(Ea.1)

It was recommended in [9] that the jitter loss rate should be kept below 1% over the
entire communication session. Additionaly, the jitter loss rate is calculated only for
speech frames because the loss of SID frames is known to cause very little degradation in
comparison to losing a speech frame.

Sometimes the JBM has to insert dummy (or NO_DATA) framesin order to cover gaps.
This may happen in the following cases:

e Buffer under-run because the jitter buffer is empty and has no frame to deliver to
the decoder when it is requested to do so or

e The expected packet has not arrived at the jitter buffer (possibly because it was lost
in transmission or experienced too long delay).

These JBM introduced dummy frames are sent to the decoder to activate error
conceal ment.

2.3.3 Performance Requirements for JBM

In order not to significantly degrade the voice service, there are some basic
requirements that any JBM has to achieve. As suggested in [9], these performance
requirements are:

1. The JBM shall minimize the buffering time at al times - while still limiting jitter
loss;

2. If the jitter loss limit cannot be met, then it is always preferred to increase the
buffering time in order to reduce the jitter loss; and

3. If sample-based time scaling is used (time-scaling performed after the speech
decoder), then artefacts caused by time scaling shall be kept to a minimum.

These requirements were originally proposed in [9] for JBM in Multimedia Telephony.
However, they will also be used as guidelines for our JBM design.
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24 HSPA

As stated previously HSPA consists of two standards. High Speed Downlink Packet
Access (HSDPA) and High Speed Uplink Packet Access (HSUPA).

2.4.1 HSDPA

24.1.1 Genera Features

In 3GPP's WCDMA Release 5, HSDPA introduces a new transport channel, the High
Speed Downlink Shared Channel (HS-DSCH). This provides a greatly enhanced system
capacity and much higher user data rates for the downlink (i.e., transmissions from the
radio access network’ s base station to the mobile terminal). The theoretical peak data rates
can be up-to 14.4Mbit/s. Generally, HSDPA has the following features ([4] and [8]):

e Shared channel and multi-code transmission

Shared channel transmission means that some channel (spreading) codes and the
transmission power are a common resource and can be dynamicaly shared
between users in the time and code domains. This results in more efficient use of
the available codes and transmission power.

e Higher-order modulation

3GPP's WCDMA Release 99 uses Quadrature Phase Shift Keying (QPSK)
modulation for downlink transmission. In addition to QPSK, HSDPA can also use
16 Quadrature Amplitude Modulation (16QAM) to provide higher data rates.

e Fastlink adaptation

The radio channel conditions experienced by different downlink communication
links vary significantly. Each user terminal that uses high-speed services transmits
regular channel quality reports to the base station. Fast link adaptation adjusts the
transmission parameters based upon the instantaneous radio conditions reported by
the terminal and (when channel conditions permit) this enables the use of high-
order modulation for communication with a terminal that currently has good
communication conditions.

e Shorter Transmission Time Interval (TTI)

In HSDPA, the TTI is reduced to 2ms for the downlink as compared to 10ms,
20ms, or 40 ms used in 3GPP's WCDMA Release 99. This reduces the round-trip
time between the UE and the base station and improves the tracking of
instantaneous channel variations, which in turn can be utilized for link adaption
and fast scheduling.

e Channel dependent scheduling

Channel dependent scheduling is a major source of jitter in HSDPA. This feature
insures that the shared channel transmission is utilized by the users with the most
favourable channel conditions at any given moment, as shown in Figure 2.4.
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Figure 2.4: Schedule userswith favourable channel conditions[8]

The scheduler estimates the instantaneous radio conditions of the downlink
channel. Each UE that uses HSDPA services transmits regular channel quality
report to the scheduler in the base station. For each TTI, the scheduler decides
which user the HS-DSCH should be allocated to. In addition, the scheduler can
also take traffic priority into account. Usually, retransmissions are prioritized over
scheduling of new data. Another prioritization is that real-time media and
streaming services can be given higher priority than best-effort data traffic.

e Fast Hybrid Automatic Repeat reQuest (HARQ) with soft combining

Fast Hybrid Automatic Repeat reQuest (HARQ) with soft combining is another
major source of jitter in HSDPA. The UE can rapidly request the retransmission of
missing data and can combine information from the original transmission with the
later retransmission before decoding the signal (called soft-combining). There is
one HARQ entity per user and each entity consists of multiple HARQ processes
(up to 8) to alow for continuous transmission to a single UE. A negative
acknowledgement (NACK) reply is sent when data is missing at the receiving end.
An acknowledgement (ACK) reply is sent when data is received correctly. The
HARQ protocol is shown in Figure 2.5.

 ¢——HARQ Round Trip Time¢ ——»/

HARQ process number

1 2 3 4 5 6 1

Node B | | | | |f | | | EEEEEEE]
UE l . | [ /] | | BLbbLLLL
e Processing time /
I = _>|
ACK/NAK
Figure 2.5: Multiple HARQ processes (6 assumed) [4]
HARQ round _trip_time=TTIl x HARQ _ process__number (Eq.2)
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Previously, retransmissions were handled by the Radio Node Controller (RNC),
but in HSDPA this functionality has been moved to the base station (Node B),
which resides closer to the air interface, hence the retransmission latency is
reduced.

In HSDPA the HARQ), together with channel dependent scheduling determines the
delay jitter of transport blocks. A drop timer defines the maximum delay. This
value will be configured by the RNC, then delivered to Node B so that the
scheduler can schedule its transport blocks according to this value. Any transport
blocks that experience a longer delay than this drop timer are considered to arrive
too late and will be discarded (generating aloss).

24.1.2 Architecture

HS-DSCH is a new transport channel which provides a service at the physical layer to
the MAC layer. Therefore a new functiona entity of the MAC layer called MAC-hs was
introduced and the physical layer was updated with new functionalities as well. The radio
interface protocol architecture is shown in Figure 2.6. The new MAC-hs entity was placed
in Node B as this is close to the UTRAN access point in order to achieve the desired
signalling speed.

UE Node B RNC
PDCP [« » PDCP
RLC |e » RLC
MAC-d [« »( MAC-
MAC-hs 4 >| MAChs
PHY [« > PHY

Figure 2.6: Radio interface protocol architecture of HS-DSCH

Each layer provides certain services with a number ot tunctions. Here we shall only
discuss those functions with close relevance to our work. A detailed description can be
foundin[12].

2.4.1.2.1 MAC Functions

The MAC layer comprises severa MAC entities, including MAC-hs and MAC-d, as
shown in the above figure. These MAC entities manage the following functions[12]:

e HARQ

In HSDPA, the MAC-hs (in HSUPA this will be the MAC-e/MAC-es) is
responsible for establishing the HARQ entity and perform HARQ.

e In-sequence delivery and assembly/disassembly of higher layer protocols data units
(PDUSs).

In HSDPA the transmitting MAC-hs (in HSUPA this will be the MAC-eMAC-€)
entity assembles payload of the MAC-hs PDUs (or MAC-es PDUs in HSUPA)
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from the MAC-d PDUs, then adds a MAC-hs header. The receiving MAC-hs
(MAC-es) entity isresponsible for reordering of the received data blocks according
to the transmission sequence number (TSN) included in the MAC-hs (or MAC-es)
header, then disassembling the data block into MAC-d PDUs and delivering them
in sequence to the higher layers. (A. shows details of the PDUs and Service Data
Units (SDUs).)

This functionality facilitates our work because the JBM is implemented on the
RLC layer and does not have to reorder the received RLC PDUs from the MAC
layer, as they have aready been re-ordered. However, it should be noted that this
reordering by the MAC layer increases the delay when the PDUs are not
successfully received in order, as the MAC layer will buffer the out of order PDUs
and wait for the missing PDU. As noted earlier thiswill increase jitter.

2.4.1.2.2 RLC Functions
The RLC layer can operate in three different modes [12]:
1. Acknowledged Mode (AM)

This mode is typically used for data (web) traffic. In AM, upper layer PDUs are
transmitted with guaranteed delivery to the peer entity. This is achieved by RLC
retransmissions. If the HARQ functionality fails, then the data will be retransmitted
by the RLC. However, the RLC retransmission will only be required in very rare
circumstances, for example during handover. Note that in HSDPA only hard
handover is supported. A hard handover means that the connection between the UE
and the Node B is broken before the connection to the new Node B is established.
Without RL C based retransmission hard handover might cause dataloss[16].

2. Unacknowledged Mode (UM)

In UM, upper layer PDUs are transmitted without guaranteed delivery to the peer
entity. In other words, RLC retransmission is not used in this mode. UM is the
normal mode for real-time media since RLC retransmissions add quite alot of jitter.

3. Transparent Mode (TM)

In TM, upper layer PDUs are transmitted without adding any protocol information,
possibly including segmentation/reassembly functionality. If segmentation has been
configured and aRLC SDU islarger than the RLC PDU size used by the lower layer
for that TTI, the transmitting TM RLC entity segments RLC SDUs to fit the RLC
PDUs size without adding RLC headers. All the RLC PDUs carrying one RLC SDU
are sent in the same TTI, and no segment from another RLC SDU are sent in this
TTI. If segmentation has not been configured, then more than one RLC SDU can be
sent in one TTI by placing one RLC SDU in one RLC PDU. All RLC PDUs in one
TTI must be of equal length [22].

In this thesis we assume that only RLC UM is used because the RLC retransmission
functionality under AM may add excessive delay and the lack of fast retransmission in TM
would lead to too many lost frames.
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2.4.1.2.3 PDCP Functions

The most relevant functions for this work that the Packet Data Convergence Protocol
(PDCP) can provide are [12]:

1. Header compression and decompression of |P data streams (e.g. TCP/IP header,
RTP/UDP/IP header).

2. PDCPAMR DataPDU

In order to enable CSoHS a new type of PDCP PDU is defined: AMR Data PDU. The
header of the PDCP AMR Data PDU is of one octet length, where the first 3bits
distinguish AMR frame types and the other 5 bits provides the PDCP PDU with an AMR
counter as timestamp.

2.4.2 HSUPA

The improvements of the downlink were driven mainly by data (web) traffic. However,
it was discovered that fast feedback for the uplink was also important in order to adapt the
uplink bit rate to high rates. Hence, as a complement to HSDPA, 3GPP's WCDMA
Release 6 introduced HSUPA, also known as Enhanced Uplink (EUL), which added a new
transport channel called the Enhanced Dedicated Channel (E-DCH), with a peak data rate
of up to 5.8Mbit/s.

24.2.1 Genera Features

Similarly to the HS-DSCH, E-DCH transmission is based on the following basic
principles ([4] and [8]):

e Shorter TTI

HSUPA uses 2ms or 10ms TTI instead of 10ms, 20ms, or 40msin asin the earlier
3GPP WCDMA Release 99. The shorter TTI reduces overal latency and enables
the other features to adapt rapidly.

e Fast scheduling

Unlike the downlink, the common resource shared among terminals for the uplink
is the amount of tolerable interference, which is related to the total received power
at the base station. The amount of this common uplink resource used by aterminal
depends on the data rate that is being used. Normally, a higher data rate requires
greater transmission power, hence consuming more of this uplink resource. The
overall target of the uplink scheduler isto rapidly reallocate this common resource
between UEs, with a larger fraction of this resource being assigned to users that
momentarily require higher data rates, while keeping the system’ s operation stable
by avoiding sudden interference peaks.

In addition, channel dependent scheduling can be also optionally used as on the DL.
However, this was not considered in this thesis.
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e HARQ with soft combing

Thisis similar to the HARQ used for HSDPA. The base station can rapidly request
retransmission of erroneously received data and combine them with previousy
successfully received information. In case of 10ms TTl, 4 HARQ processes are
configured; while in the case of 2ms TTI, 8 HARQ processes are configured as
specified in [13].

If channel dependent scheduling is not applied in HSUPA, then HARQ is the
major source of delay jitter. Smilarly to HSDPA, adrop timer is aso configured in
HSUPA by the RNC, this determines the maximum number of HARQ
retransmissions.

24.2.2 Architecture

Similar to HS-DSCH, E-DCH is a new transport channel. Hence, a new MAC entity,
MAC-e was added in Node B, to handle HARQ retransmissions, scheduling, etc. Another
new MAC entity, MAC-es was added to the RNC to perform reordering and combining
data from different Node Bs in case of soft handover. Compared to hard handover, soft
handover allows the UE to be connected to multiple Node Bs in parallel[16]. Thus, soft
handover avoids the data losses that may occur for hard handover. Figure 2.7 shows the
radio interface protocol architecture of E-DCH.

UE Node B RNC
MAC-d MAC-d
MAC-es
MAC-es
IMAC-e MAC-e | E-DCH E-DCH
FP FP
PHY PHY TNL TNL

Figure 2.7: Radio interface protocol architecture of E-DCH
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2.5 Circuit Switched over HSPA (CSoHYS)

The motivation for running CSoHS has been explained in Chapter 1. . This section
summarizes some relevant prior work regarding CSoHS, especially the delay budget and
some notable differencesin JBM design compared with a Vol P system.

2.5.1 Delay Budget of CSoHS

In CSoHS, jitter is caused mainly by HARQ for both UL and DL; while channel
dependent scheduling is another major source of jitter — but in this thesis we will only
consider this for the DL. The maximum delay and frame error rate after HARQ are
controlled by the RNC. The UL and DL scheduling parameters are set by different RNCs
independently and each connection will have its own jitter buffer.

In order not to degrade the quality of service, a delay budget was proposed in [7]. The
allocation of this budget to different potential sources of delay isshownin

Table 2.1. Note that the sum of all of the parts of the delay budget sets a bound on the
maximum delay. Each of these components will be explained in the following sections.

Table 2.1: Delay budget of CSoHS

Uplink delay RAN/CN Online D%V;F;mk
components processing @ transmission y
components
Speeqh 35 ms - - 35 ms
encoding
Air interface 50 ms - - 26 ms
Spee(;h 5ms - - 5ms
decoding
Scheduling - - - 80 ms
Sum 90 ms 40 ms 10 ms 146 ms

2511 UL Delay

In CSoHS, we consider 10ms TT1 and 2ms TTI separately.
e 10msTTI
Maximum of 1 retransmission with aresidual BLER<1%

As discussed in section 2.4.2, 4 HARQ processes are configured, according to
(Eq.2), the HARQ round trip timeis: 40ms= 10msTTI x 4

The resulting radio interface delay is: 50 ms= 10ms TTI + 40ms jitter
o 2msTTI

The typical assumption is that there will be a maximum of 3 retransmissions with a
residual BLER < 1%. A maximum of one or two retransmissions could also be
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used. The actual maximum number of retransmissions is a configuration parameter
under the RNC'’ s control.

With 8 HARQ processed configured, the HARQ round trip time is: 16ms = 2ms
TTI x 8

The resulting radio interface delays are:

18ms= 2ms TTI + 16msjitter x 1 (with a maximum of 1 retransmission)
34ms= 2ms TTIl + 16msjitter x 2 (with a maximum of 2 retransmissions)
50ms= 2ms TTIl + 16msjitter x 3 (with a maximum of 3 retransmissions)
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So it can be concluded from that the radio interface delay for CSoHS over E-DCH is
expected to range from 18ms to 50ms - depending on the network settings. The RNC is
responsible of setting the operating parameters (TTI and drop timer). The RNC should
also take its total jitter buffer capacity into account as it must receive transmissions from
multiple UES. When setting these parameters a maximum delay by the RNC of 50ms
should be observed in order to assure good quality of service.

25.1.2 DL Delay

When sending circuit-switched voice over HSDPA, only a2ms TTI is used. Assuming a
maximum of 2 retransmissions with atarget residual BLER < 1% and 6 HARQ processes
configured, the radio interface delay could be:

e 14ms—with 1 retransmission

e 26ms—with 2 retransmissions

As noted earlier another source of jitter is channel dependent scheduling. The
scheduling delay budget is a trade-off between capacity and delay. A longer maximum
scheduling time implies somewhat greater capacity. The jitter buffer in the UE needs to
compensate for the delay variance introduced by scheduling and HARQ.

A typical HSDPA voice scheduling delay budget would be 50ms to 80ms. However, a
scheduling delay of up to 150ms could be considered if increased capacity is more
important in the operator’ s network; although this may degrade the quality experienced by
a user. The drop timer configured by the RNC is delivered to the Node B, thus the
scheduler will schedule the DL packet based upon this value. The operator can choose the
scheduler delay budget according to their own preference (i.e., shorter delay or greater
capacity). However, a maximum delay needs to be defined in order to determine the
maximum jitter buffer size in the UE and to avoid exceeding the overall end-to-end delay.

As the 150ms scheduling delay is considered to be too long, 80ms is used. So the
maximum DL delay is: 106ms = 26ms air interface + 80ms scheduling.

25.1.3 End-to-End Delay

Besides the delay of the air-interface, there are many other factors influencing the
end-to-end delay. In the proposed delay budget, 30ms RAN/CN processing delay and
10ms transmission delay were assumed. Moreover, the speech encoding and decoding
delays are 36ms and 5ms respectively. Therefore the maximum end-to-end delay of
CSoHSis:

276ms = 90ms UL + 30 ms RAN/CN processing + 10ms transmission on lines +
146ms DL
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The quality of service requirement in 3GPP’'s Technical Specification 22.105 for real-
time conversational voice recommends a preferred mouth-to-ear delay <150ms and a
maximum delay of 400ms with a speech frame erasure rate <3%. Thus the proposed
overall delay of 276msis considered to be acceptable (although it is almost twice as high
as would be desirable) and it leaves no room for delay anywhere else in the mouth-to-ear
path.

2.5.2 JBM for CSoHS

Numerous studies have been conducted of JBM for VolP. According to [10], the
principles are also applicable to JBM for CSoHS, but with some differences:

1. JBM for VolIP utilizes a time stamp and sequence number in the RTP packet
header, while circuit-switched speech frames do not carry such timing
information.

2. InVolP, the way to detect a talk-spurt onset is to check the marker bit in the RTP
header, while for CSoHS the RLC has to detect this onset. However, thisis easily
done by checking the size of the transport block that the RLC receives.

In order to utilize VolP JBM designs for CSoHS, both time stamp and sequence number
information needs to be provided to the JBM just asin RTP.

e To emulate a RTP time stamp, a new PDCP AMR Data PDU was defined where
the last 5 bits in the header form afield called the AMR counter [10]. Thisfield is
used as a (relative) time stamp.

e The sequence number in the RLC UMD frame is used as is to emulate a RTP
sequence number.

At the transmitting side, one AMR frame is provided to the PDCP layer every 20ms,
and the AMR counter increments with each AMR frame. NO_DATA frames are generated
during DTX if thereisno SID_frame. However, if the AMR frame is of type NO_DATA,
then no PDCP PDU will be generated. Thus only SID frames will be transmitted during
the silence period. During non-silence periods, one PDCP PDU will be passed to RLC
layer every 20ms.

At the receiving side, the JBM will forward an AMR frame every 20ms synchronously
to the AMR decoder. If JBM detects a silence period or alost packet based on the AMR
counter and the RLC sequence number, it will locally generate a NO_DATA or Speech
lost packet and deliver this to the speech decoder to cause the decoder to activate error
conceal ment.
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3. Method

This chapter describes how the implementation and evaluation were carried out. The
chapter introduces the simulation environment that was used. Following this a
demonstration of the JBM design is given along with the criteria to be used for the
evaluation.

3.1 Simulation Environment

This section gives a brief introduction to the simulator, and explains the design of the
JBMs and the delay and error profiles.

3.1.1 Simulator

We used an existing simulator which was previously used for VolP simulations. This
simulator is mainly implemented in C++. Moreover, there are already existed different
types of JBMs implemented in simulator. (Note that thisis not a HSPA simulator, but isa
VolP simulator that is being adapted to study delay and jitter which are determined by the
delay and error profiles.) Unfortunately, the details of the smulator could not be further
revealed dueto its confidentiality.

The main issue when using this ssmulator was that the JBMs were integrated in the
speech decoder. However, the JBM for CSoHS is required to be implemented separately
from the speech decoder on a lower layer. Therefore the existing JBMs are disabled and
new JBMs were implemented separately from the decoder. Furthermore, special care was
taken to avoid taking advantage of any mechanisms available in IP, UDP, or RTP that
would not be available in CSoHS. The simulation chain is shown in Figure 3.1.
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Delay

Delay and drop and
according to error
channel profiles profile

1
1 Encoder
inpt I
_________________ 1 .
\o
LT T T h
1
\ | JBM
| Speech RTP |
g «——1 1 decoder unpacker [¢——==
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! | =
Speech ' .
output 1 :
1
1 1

Figure 3.1: Simulation chain
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The ssimulator can simulate communication in both directions. In this thesis only one
direction was used, as shown in the figure. The speech CODEC used is AMR12.2 with
DTX enabled. Only one AMR frame is contained in an RTP packet to ssimulate how
speech frames are packetized into transmission blocks in CSoHS.

First of al, it has to be verified that the simulator works properly. This is done by
running the c-code of AMR 12.2 obtained from 3GPP TS 26.073 with DTX enabled and
running the simulator with JBM enabled — on the same audio file, but without any delay or
error profiles. The result is that the two generated speech files are virtually identical except
for some delay difference due to the lack of synchronization of the encoder and decoder
and the JBM initiaization. Thusit is concluded that the simulator performed as expected.

3.1.2 Design of CSoHS JBMs

Two types of jitter buffers were implemented: a static JBM, which as noted earlier does
not change the end-to-end delay during the session; and an adaptive (or semi-static) JBM,
which adapts its buffering depth at the beginning of a talk-spurt according to the network’s
condition. The implementation of both JBMs was done in C++. Unfortunately, time
scaling was not implemented nor tested due to the limited time period for this thesis
project.

As it is necessary to implement the JBM on the RLC layer, an important issue is the
AMR counter mentioned in Section 2.4.1 as it contains timing information that is not
accessible for a circuit-switched voice stream. Hence only the sequence number extracted
from the RLC header could be utilized. Based on this limitation, a static JBM is designed
conforming to the following principles:

1. Theinitial buffer level is set according to the drop timer configured by RNC and
isan integer number of packets.

(Ea.3)

initial buffer level = | 9rop_timer
- - packet duration

The result will be the closest higher integer, if the drop timer isnot evenly divisible.

2. Thejitter buffer startsto output packets to the AMR decoder once the buffer depth
reachesthe initial buffer level.

3. The AMR decoder requires one frame every 20ms. Thereby a NO_DATA packet
will be generated and delivered to the decoder whenever there is a sequence gap
or buffer under run.

4. Asthe overdl jitter loss rate needs to be limited below 1%, the JBMs for both the
uplink and downlink should each (separately) maintain a jitter loss rate under
0.5%.

For the adaptive JBM, there are additional issues:

1. Adaptation is achieved during a silence period according to buffering times of the
most recent packets.

2. The adaptation algorithm is statistical. The new target buffer level is derived by
calculating the largest variation among the buffering times of the most recent 200
packets.

23



Method

3. The buffer level is increased by inserting NO_DATA packets ahead of new
talk-spurt and decreased by removing NO_DATA or SID packets between two
talk-spurts.

The pseudo code of the both types of JBM can be found in Appendix B.

3.1.3 Delay & Error Profiles

A delay or error profile is a smple ASCII or text file giving information about the
network delay and packet loss. For the simulator the format was:

6 ... (6aTSCHaY)
50
1 . (Paoket loss)
18
%

The value in each line indicates the network delay of the packet in millisecond, while a
negative value means a packet |oss.

The delay and error profiles can either be recorded from measurements in real systems
or can be generated from simulations. Using delay and error profiles in combination with
the simulation framework enables compl ete repeatability.

3131 Delay and Error Profiles from 3GPP

There are a number of profiles that have been used in earlier 3GPP projects [6]. These
profiles are shown in Table 3.1.

Table 3.1: Delay & error profilesfrom 3GPP

HSUPA HSDPA
HSUPA_PA3_45u HSDPA_PA3_45u_G1.65dB_55ms
HSUPA_PB3_45u HSDPA_PA3_45u_G1.65dB_95ms

HSDPA_PA3_45u_G1.65dB_100ms
HSDPA_PA3_45u_G1.65dB_155ms
HSDPA_PA3_45u_G1.65dB_215ms

Low load
HSDPA_PA3_100u_G1.65dB_95ms

HSDPA_PA3_100u_G1.65dB_100ms
HSDPA_PA3_100u_G1.65dB_155ms
HSDPA_PA3_100u_G1.65dB_215ms

HSDPA_PB3_45u_G0.09dB_95ms

HSDPA_PB3_45u_G0.09dB_100ms Medium load

HSDPA_PB3_45u_G0.09dB_215ms

} High load

HSDPA_PB3_100u_G0.09dB_100ms

HSDPA_PB3_100u_G0.09dB_215ms
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Detailed explanation about these profiles and how they are generated can be found in
[6]. Obviously, having only two profiles for the uplink is far from sufficient to evaluate the
JBM performance in a wide variety of conditions. Moreover, these two profiles exhibit

quite similar properties as shown in the following figures.
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Figure 3.2: Channel delay of “HSUPA_PA3_45u”
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Figure 3.3: Channel delay of “HSUPA_PB3_45u”

As the figures show, a maximum jitter of only 34ms is not challenging enough to test
the BBMS' performance or to compare the adaptive and static BMs.

Initially, the number of HSDPA profiles seemed to be sufficient. However, after
studying these profiles, it is observed that it is unnecessary to simulate all of them because
some of them show the same or rather similar characteristics. Therefore, a set of five of
the downlink profiles were selected (shaded in dark bluein Table 3.1) and categorized into

different loads:
“HSDPA_PA3_100u_G1.650B_55ms’
Low-load == - -
Mediumload “HSDPA_PB3 45u_G0.09dB_55ms’ and
tum-1o “HSDPA_PB3_45u_G0.09dB_155ms”
Hightload: HSDPA_PB3 100u_G0.09dB_95ms’ and

“HSDPA_PB3_100u_G0.09dB_155ms’.
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The characteristic of each delay and error profile are presented in Table 3.2.
Table 3.2: Characteristics of 3GPP delay and error profiles

HSDPA_P HSDPA_P HSDPA_P HSDPA_P HSDPA_P
Filename HSUPA_P  HSUPA P A3 100u_ B3 45u_G B3 45u_G B3 100u_ B3_100u_
A3_45u B3 45u  G1.65dB_  0.09dB_55 0.09dB_15 G0.09dB_  GO0.09dB_
55ms ms 5ms 95ms 155ms
Number of 3098 3054 2899 2899 2898 2898 2898
entries
Packet
e 99 47 0 0 0 69 0
PLR 3.20% 1.5% 0 0 0 2.38% 0
L 21.77 22.02 10.66 10.60 10.59 22.18 27.83
delay (ms)
Maz‘md;;'ay 34.1 34.1 16 54.67 64 91.33 126
Min delay
(ms) 2 2 6 2 2 2 2
3.1.3.2 Synthetic Delay and Error Profiles

As discussed in the previous section, the UL delay and error profiles from the earlier
3GPP work were judged to be insufficient for this project. Thereby, additional channel
profiles representing different loads are created using Matlab scripts in order to test how
the implemented JBMss react to various network conditions and to assess the advantages of
the adaptive JBM over the static BBM. As long as channel dependent scheduling is not
used in the uplink, only HARQ is taken into account in order to decide upon the delay
value of each packet. In HSUPA either 10ms TTI or 2ms TTI could be used. In this project
it was deliberately decided to utilize only with 2ms TTI since a shorter TTI allows reduced
delays. As discussed in section 2.5.1, the HARQ round trip time is 16ms with 2ms TTI.
The new generated channel profiles are shown in Table 3.3. There are 3000 entries for
each delay and error profile.

Table 3.3: Synthetic UL delay and error profiles

_ Load
Drop timer
Low load Medium load High load Overload
0.2% up to PLR=0.51% PLR=4.5%
79 S (LT Ma>£imum spike 9.93% up to Not simulated 20250 D Y
spike 66ms) 66ms maximum spike maximum spike

66ms 66ms

PLR=0.44%
31.23% spikes

up to or beyond
66ms

100 ms (max

spike 98ms) Not simulated

Not simulated Not simulated

200 ms (max
spike 192ms)

0.27% up to
Maximum spike
66ms

PLR=0
12.2% spikes
up to or beyond
66ms

PLR=0.036%
23.67% spike
up to or beyond
66ms

PLR=0.073%
32.8% spikes
up to or beyond
66ms
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For low load, jitter spikes mostly correspond to 1 to 2 retransmissions (18ms or 34ms).
In the generated data there are examples with no spikes and rare spikes up to 66ms
(corresponding to 4 retransmissions). In these profiles no packet experiences longer than
75ms delay.

For medium load, jitter spikes mostly correspond to 1 to 3 retransmissions (18ms, 24ms,
or 50ms), there are quite frequent jitter spikes of up to 66ms. Approximately 0.5% of all
packets experience delays longer than 75ms.

For high load, there are frequent jitter spikes of up to 66 ms (4 retransmissions), some
spikes are even up to the drop timer value. About 2% of packets are expected to have
delays longer than 75ms.

For the over load situation, there are frequent jitter spikes up to the drop timer value. In
this setting approximately 5% of packets can be delayed longer than 75ms.

Among these synthetic HSUPA channel profiles, the ones colored in blue are likely to
be more interesting as they represent extreme conditions, hence the are most likely to
result in greater differences between the JBMs.

It is important to note that the UL channels are generated simply to test how the
designed JBMs react to variation of network condition; as the behavior does not take the
proposed delay budget explained in section 2.5.1 into account.

3.2 Evaluation

The performance of the designed JBMs s evaluated both objectively and subjectively.

3.2.1 Objective Evaluation

The objective evaluation will be accomplished by logging and analyzing the necessary
information from the simulation chain including:

Decoding time This verifies that packets are delivered to decoder every 20ms.

Jitter loss Since CSoHS has two JBMs, The jitter loss rate should be kept
below 0.5% for UL and DL separately to keep the overall jitter
loss rate under 1% (other distributions are also possible, e.g.
0.6% for UL and 0.4% for DL).

End-to-end delay The end-to-end delay is used to observe how the semi-static
JBM adapts its buffer depth.

Moreover, a comparison is made between the adaptive and static JBMs to understand
the difference between the adaptive one over the static one.

3.2.2 Subjective Evaluation

A subjective evaluation was base on a simple listening test. Every generated sound file
is listened to and the quality isinformally judged. In particular, the speech files generated
from the same delay and error profile, but by different types of JBMs were compared to
see how the IBMs' performance impacted the speech quality.

27



Method

A magjor difference between the objective and subjective evaluation methods is that the
objective evaluation only considers the losses introduced by the JBM. When listening to
the files, the voice quality depends on the sum of al kinds of losses (channel loss, jitter
loss, buffer under-run, etc.)

e The devices used for listening were a Sennheiser HD 545 reference headset
connected to the computer via a Roland Corp. EDIROL USB Audio Capture
UA-25 (thisisa 24 hit 96kHz audio interface).
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4. Analysis

This chapter presents and discusses of the all simulation results with both static and
adaptive IBMs. As the number of uplink channel profilesis considered to be adequate and
covers a variety of circumstances, the results of downlink ssimulation are present as well
(although they imply the same conclusion). A comparison is made between static and
adaptive JBBMs with the focus on jitter loss control and buffering delay. Finally some
comments are made based upon the results of the subjective listening test.

4.1 Analysisof the Static JBM

As described above, the performance of the static JBM is judged in terms of jitter loss
and end-to-end delay.

4.1.1 UL Delay and Error Profiles from 3GPP

Initially, two delay and error profiles from 3GPP were tested. The results with these
profiles are shown in Table 4.1.

Table 4.1: Results of 3GPP E-DCH profileswith static JBM

Channel condition HSUPA_PA3_45u HSUPA_PB3_45u
Initial JBM level 2 2
Transmitted packets 2758 2758
Received packets 2671 2713
Received speech frames 2638 2681
Lost packets 87 45
Packet loss rate 3.15% 1.63%
End-to-%anMd[erLasy] of fixed 58.13 98.13
Jitter Iosgé?\;le of fixed 0.22% 0%

Theinitial JBM buffer level is set based upon the maximum (expected) delay value. (As
noted previoudly this was known to be 34ms for these profiles, hence using this value
means that the jitter loss should be very low.) It might be noted that the overall delay for
the channel when using the profile “HSUPA_PB3_45u” was 98.13ms. This seems to be
too long. It has this value because the first two packets transmitted are consecutively lost
during transmission. However, the JBM does not start initialization until it receives an
initial packet; unfortunately thisis the third transmitted packet. If one eliminates these first
two packets from the analysis, then the end-to-end delay would be only 58.13ms.

4.1.2 Synthetic UL Delay and Error Profiles

As explained in section 3.1.3, additional delay and error profiles were generated in
order to test the JBM’s performance under various network conditions. Those channel
profiles shaded in blue in Table 3.3 are judged to be more interesting because they are
extreme conditions. The test results with the static JBM are shown in Table 4.2. The
dynamic channel model was created by concatenating together several delay and error
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profiles from different loads. The initial buffer level was set according to the drop timer.
The jitter buffer starts to extract packets once the collected number of packets reaches this
initial level.

Table4.2: Test results of synthetic E-DCH profileswith static JBM (part 1)

Channel condition Low load Over load Dynamic
Drop timer [ms] 75 200 75 200 200
Initial JIBM level 4 10 4 4 10 4 10

Label L75 L200 075 _4 | 0200_4 0200_10 D4 D10
Transmitted packets 2758 2758 2758 2758 13777
Received packets 2758 2758 2633 2756 13774
Rece;‘r’zi zge‘”h 2723 | 2723 2600 2721 13589
Lost packets 0 0 125 2 3
Packet loss rate 0 0 4.5% 0.073% 0.021%

End-to-end delay of
fixed JBM [ms]
Jitter loss rate of fixed
JBM

100.13 | 218.13 | 130.13 146.13 250.13 98.13 | 234.13

0 0 0 0.81% 0 0.7% 0

As these results show, the end-to-end delay is highly dependent on the initial buffer
level. A larger initial buffer level results in longer delay because the static JBBM does not
adapt to the network conditions. For example with an initial JBM buffer level of 4 this
corresponds to a delay of 80ms (=4*20ms) and an initia JBM buffer level of 10
corresponds to a delay of 200ms (10*20ms). Thus we see that in the case of a low load
that the additional end-to-end delay was less than 20 ms (i.e., less than one 20 ms audio
frame) longer than the delay due to the initial JBBM buffering.

The jitter loss appears to be nicely controlled - if the initial buffer level is set according
to the drop timer. This is because that the drop timer defines the maximum transmission
delay, thus the jitter buffer is always capable of handling all of the spikes — since they are
limited by the drop timer to be below this bound. However, in two special cases, “overload,
drop timer=200ms” and “dynamic”, where the largest spike is up to 194ms, very high jitter
loss rates occur when the initial buffer level is set to 4 packets. This can be easily
explained because such a small initial buffer level is not able to catch up with these larger
spikes. Thus a clear result of thistesting is that the initial JBM buffer level must be greater
than or equal to the drop timer.

Although the delay and error profiles of extreme cases should be sufficient to verify the
JBM’s performance, the other synthetic profiles were also smulated and the results are
shown in
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Table4.3.
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Table 4.3: Results of synthetic E-DCH profileswith static JBM (part 2)

Channel

s Medium load High load
condition
Drop timer [ms] 75 200 100 200
Initial JBM level 4 10 5 10
UIESITEET 2758 2758 2758 2758
packets
RETETE 2744 2758 2746 2757
packets
REDEED SEEEe 2709 2723 2711 2722
frames
Lost packets 14 0 12 1
Packet loss rate 0.51% 0 0.44% 0.036%
End-to-end delay
of fixed JBM 82.13 234.13 150.13 266.13
[ms]
Jitter loss rate of o
fixed JBM 0.036% 0 0 0

The results are similar to the previous ones. As before, the end-to-end delay depends on
how large the initial buffer level is set. The jitter loss is well controlled since the initial
buffer level is set based upon the drop timer.

4.1.3 DL Delay and Error Profiles from 3GPP

The simulation results using the 3GPP DL delay and error profiles are shown in Error!
Reference source not found.. The results are again similar to the previous results. The
initial buffer level was decided according to the drop timer in al cases, so that the jitter
lossisvery well controlled.

Table 4.4: Results of 3GPP DL delay and error profiles

Channel

. Low load Medium load High load
condition
Drop timer 55 55 155 95 155
[ms]

HSDPA_PA3_ HSDPA_PB3_  HSDPA_PB3_ HSDPA PB3_ HSDPA PB3_
Filename | 100u_G1.65dB = 45u_G0.09dB_  45u_G0.09dB_ 100u_G0.09dB = 100u_GO0.09dB

_55ms 55ms 155ms ~95ms _155ms
Initial JBM 3 3 8 5 8
level
VGEITETEEe 2758 2758 2758 2758 2758
packets
AEEEEY 2758 2758 2758 2697 2758
packets
Received
speech 2723 2723 2723 2662 2723
frames
Lost packets 0 0 0 61 0
Packet loss 0 0 0 2 204 0
rate
End-to-end
delay of fixed 72.13 62.13 174.13 132.81 184.13
JBM [ms]
Jitter loss rate 0
of fixed JBM 0 0.07% 0 0 0
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4.2 Resultsof Adaptive JBM

The simulations with the adaptive JBM were done using the identical delay and error
profiles as with the static JBM.

4.2.1 UL Delay and Error Profiles from 3GPP

Table 4.5 shows the results of using the 3GPP UL delay and error profiles. As can be
observed the jitter loss rates remain below 0.5% as required and the end-to-end delay is
around 50ms with both delay and error profiles. Hence the results with both profiles are
acceptable.

Table 4.5: Results of 3GPP UL profileswith adaptive JBM

Channel condition HSUPA_PA3 45u HSUPA PB3 45u
Initial JBM level 2 2
Transmitted packets 2758 2758
Received packets 2671 2713
Received speech frames 2638 2681
Lost packets 87 45
Packet loss rate 3.15% 1.63%
Late speech frames 0 7
Jitter loss rate 0 0.26%
Average buffering time 27 48 3181
[ms]
Average en[cr:;;c])-end delay 4925 53.94

The following figures show how the end-to-end delay varies during the communication
session. These figures graphically show the JBM’ s adaptation.
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Figure4.1: End-to-end delay of “HSUPA_PA3 45u” with adaptive JBM
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4.2.2 Synthetic UL Delay and Error Profiles

Table 4.6 shows the performance of the adaptive JBM for the same profiles as were
shown in Table 4.2 for the static BBM. Generally, the results are reasonable and show that
the implemented adaptive JBM performs properly under different network conditions

because:

e Thejitter lossrates are always maintained below 0.5% for each channel.

e No matter what initial buffer level is set, the adaptive JBM ends up with close
values of average buffering time and average end-to-end delay for the same
channel profile. This indicates that the adaptation works properly because JBM
manages to adapt to the network conditions as they vary over time.

Channel condition
Drop timer [ms]

Initial JBM level

Label

Transmitted packets

Received packets

Received speech

frames

Lost packets
Packet loss rate
Late speech frames

Jitter loss rate

Average buffering
time [ms]
Average end-to-end
delay [ms]

Low load
75 200
4 10
L75 L200
2758 2758
2758 2758
2723 2723
0 0
0 0
2 5
0.073% | 0.18%
73.22 | 69.09
94.80 90.18

75
4
075 4
2758
2633
2600
125
4.5%

0

0.038%

86.82

135.22

Over load
200
4 10
0200_4 | 0200_10
2758
2756
2721
2
0.073%
7 11
0.26% 0.40%
144.83 135.07

197.37 187.44

Table 4.6: Results of synthetic UL profileswith adaptive JBM (part 1)

Dynamic

200

D4 D10
13777
13774
13589

3
0.021%
28 30
0.21% | 0.22%
94.33 | 96.68

130.94  133.28

The following figures in the following sections show the delay and jitter of each
channel and how the jitter buffer adapts.

4.2.2.1 Low-load, drop timer=75ms

Figure 4.3 shows the channel delay. In the case of alow load channel, there is no packet

loss and only very rare jitter spikes of up to 66ms.
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Figure 4.3: Channel delay of “ Low-load, drop timer=75ms’

Figure 4.4 shows how the end-to-end delay changes during the whole communication,
which indicates the JBM adaptation.
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Figure 4.4: End-to-end delay for “Low-load, drop timer=75ms’
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4.2.2.2 Low load, drop timer 200ms

Figure 4.5 show the channel delay. For alow load channel, the packet loss rate (PLR) at

75ms is zero as discussed in section 3.1.3. Thus there is no spike larger than 66ms,
although the drop timer is 200ms.
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Figure 4.5;: Channel delay of “Low-load, drop timer-200ms”

Figure 4.6 shows the change in the end-to-end delay for this case. Obvioudly, the initial

buffer level of 10 packets is much more buffering than needed, so the JBM adapts down
quickly and maintains alower level.
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Figure 4.6: End-to-end delay for “L ow-load, drop timer=200ms’
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4.2.2.3 Over-load, drop timer 75ms

Figure 4.7 shows the channel delay for the case of over-load with a drop timer of 75ms.
A value of -1 indicates a packet loss. For this channel, most spikes reach 66ms and there
are quite a lot of losses (PLR=4.5%) due to the small value of the drop timer. Note that
these packets are dropped by the RLC and not by the receiving side.
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Figure 4.7: Channel delay of “ Over-load, drop timer=75ms’

Figure 4.8 shows how the end-to-end delay varies.
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Figure 4.8: End-to-end delay for “Over-load, drop timer=75ms”
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4.2.2.4 Over-load, drop timer 200ms

Figure 4.9 shows the channel delay. As the figure shows, the channel shows sharp
variation with a number of spikes larger than 100ms or even up to the drop timer.
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Figure 4.9: Channel delay of “ Over-load, drop timer=200ms’

Figure 4.10 shows the change of end-to-end delay with initial JBM level being set to 4
packets. An initial buffer level of 4 packetsis not capable of handling such larger spikesin
the over loaded channel. So the JBM increases its buffer depth in order to avoid too much
jitter loss.
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Figure 4.10: End-to-end delay with initial buffer level=4
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Figure 4.11 shows the change of end-to-end delay when initial buffer level is set to 10
packets. It can be seen that the JBM is able to adapt downwards sometimes when the
channel isless aggressive to reduce unnecessary latency.
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Figure 4.11: End-to-end delay with initial buffer delay=10

4.2.2.5 Dynamic channel, drop timer 200ms

Figure 4.12 shows the channel delay. Concatenated by several delay and error profiles
from different load, the dynamic channel shows various features in different time periods.
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Figure 4.12: Channe delay of “ Dynamic, drop timer=200ms’

Figure 4.13 shows how the end-to-end delay varies when the initial buffer level is set to
4 packets.
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Figure 4.13: End-to-end delay with initial buffer level =4
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Figure 4.14 shows how end-to-end delay varies when the initial buffer level is set to 10
packets. As the dynamic channel begins with the largest spikes only up to 66ms, the JBM
decreases its buffer level from 10 packets rapidly at the beginning.
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Figure 4.14: End-to-end delay with initial buffer level=10
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Although the previous simulation results could be considered adequate to verify the
adaptive JBM’s performance, the rest of the synthetic delay and error profiles are
simulated as well for completeness. These results are shown in Table 4.7.

Table4.7: Results of synthetic UL profileswith adaptive JBM (part 2)

Channel

condition Medium load High load
Drop timer [ms] 75 200 100 200
Initial JBM level 4 10 5 10
IEEr e 2758 2758 2758 2758
packets
REEERE 2744 2758 2746 2757
packets
REBENEL EHEEE 2709 2723 2711 2722
frames
Lost packets 14 0 12 1
Packet loss rate 0.51% 0 0.44% 0.036%
Late speech 0 9 0 7
frames
Jitter loss rate 0 0.33% 0 0.26%
Average
buffering time 57.91 87.34 67.57 91.12
[ms]
PIVETEQE EMED- 94.48 124.94 117.89 138.41

end delay [ms]

The figures showing the channel delay and how the end-to-end delay varies can be
found in Appendix C.

4.2.3 DL Delay and Error profiles from 3GPP

As channel dependent scheduling is used in the downlink, the delay values can be much
more random than in the uplink (figures for DL delay and buffer adaptation are shown in
Appendix C. ). The simulation results are collected in Table 4.8.

The results are satisfactory since jitter loss is limited to under 0.5% for each channel
and the end-to-end delay is also acceptable.
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Channel
condition
Drop timer

[ms]
Initial JBM
level
Transmitted
packets

Received

packets

Received

speech

frames
Lost
packets
Packet loss
rate
Late speech
frames

Jitter loss

rate

Average

buffering
time [ms]

Average
end-to-end
delay [ms]

Table 4.8: Results of 3GPP DL profileswith adaptive JBM

Low load

55

2758

2758

2723

0

0

0

0.037%

28.72

34.68

Medium load

55 155
3 8
2758 2758
2758 2758
2723 2723
0 0
0 0
7 0
0.26% 0.15%
61.91 70.38
71.14 80.99

High load

95 155

5 8
2758 2758
2697 2758
2662 2723

61 0
2.2% 0

4 4
0.15% 0.22%
70.03 94.77
90.85 118.55

4.3 Comparison between Static and Adaptive JBMs

The jitter loss and the buffering time (or our approximation to end-to-end delay) are
essential metrics to judge each JBM’s performance. Thus a comparison is made between
the adaptive and the fixed JBMs based on these two performance metrics. For this
comparison, only the results from Table 4.2 are used as they represent extreme cases and
they stress the JBMs.
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Figure 4.15: Jitter loss rates of adaptive and fixed IBMs
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Figure 4.16: End-to-end delay (ms) of adaptive and fixed JBM s

As Figure 4.15 shows, the adaptive JBM shows more stable performance in jitter loss
control under all kinds of network conditions. It is stated in [9] that limiting the jitter loss
takes priority over minimizing delay. For most channel conditions, the jitter loss of the
fixed JBM is zero because the initial buffer level was set according to drop timer which
was enough to catch the largest spike. However, for channels “over load with 200ms drop
timer” and “dynamic” where large spikes (up to 194ms) occur and when the initial buffer
level is set to 4 packets, then the fixed JBBM shows much worse performance with respect
to jitter loss since it does not adapt to varying channel condition, while the adaptive JBM
is able to keep jitter loss low by compensating with a longer delay. However, this test
shows how adaptive JBM can outperform the fixed JBM with respect to these variations in
channel conditions. However, in rea system the initial level of fixed JBM would be
decided by the drop timer to prevent such high jitter loss. Thus in practice there would be
no significant different with respect to packet loss for these two JBMs.

Based on the performance shown in Figure 4.16, it can be concluded that the adaptive
JBM is able to avoid unnecessary delay when the initial buffer level is set too high for the
channel. In contrast, the delay resulting from the fixed JBM is determined soley by the
initial jitter buffer level. As the figure shows, whenever the initial buffer level is set to 10,
the adaptive JBM can adapt downwards by allowing some jitter loss while the fixed JBM
simply maintains along end-to-end delay.

4.3.1 Discussion

Based on the comparison between the adaptive and static BBMs, the advantages of the
adaptive JBM over the static JBM can be stated as follows:

e The adaptive JBM’s target level for each talk-spurt does not always have to be the
same as the drop time, but can adapt downwards under better channel conditions.
This enables the use of alonger drop timer for all UEs, so that the UEs with poor
radio conditions will still experience lower BLER because more retransmissions
will be allowed for these UEs. On the other hand, those UEs that have good
channel conditions will experience shorter delays when using an adaptive JBM.

e The adaptive JBM provides consistent performance while balancing the trade-off
between jitter losses and buffering delay under different kinds of channel
conditions. Usually the adaptive JBM tries to minimize latency. However, as noted
in [9] it is more important to limit jitter loss. Fortunately, adaptive JBM is able to
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increase its target level once the jitter loss becomes too high. Therefore, the jitter
loss rate can be maintained under some limit by compromising with added delay.

4.4 End-to-End Aspectsof CSoOHS

As the UL and DL have been discussed separately, it is interesting and necessary to
look at the whole behavior of CSoHS. However, the focus remains on jitter loss and the
end-to-end delay.

4.4.1 Overadll Jitter Loss

Table 4.9 summarizes al the jitter loss rates of adaptive JBM for the tested channels in
ascending order (by loss rate). It is quite clear from this table that the jitter loss rate is
below 0.5% for all kinds of UL or DL channels separately. Even in the worst cases, the
jitter loss rates for UL and DL are 0.40% and 0.26% separately. So the overall worst jitter
loss rate is: 0.40% UL + 0.26% DL = 0.66% (< 1%), which meets the performance
requirement.

On the other hand, the jitter loss of the fixed JBM can be aways guaranteed if the initial
level is set properly according to the drop timer.

Table 4.9: Jitter lossrates with adaptive JBM
UL 0.038% 0.073 0.18% 0.21% 0.22% 0.26% 0.33% 0.40%

DL 0.037%  0.15% 0.22% 0.26%

4.4.2 End-to-End Delay

As mentioned previously, the synthetic delay and error profiles were designed to stress
the JBM and to see how the designed JBMs responded to changes in network conditions.
These delay and error profiles were created using quite simple methods and are not
necessarily representative of the channel conditions that might be experiencein reality.

However, the channel profiles from 3GPP were generated in a more advanced way and
are believed to be much closer to the conditions that will occur in real systems. Thus only
those results based upon the 3GPP delay and error profiles are discussed further in this
section. With two UL and five DL channels, there can be 10 possible combinations as
shown in Table 4.10. (with plus 40ms UL coding + 30ms RAN/CN processing + 10ms
online transmission + 40ms DL coding).

Table4.10: Overall delay of CSoHS with adaptive JBM

DL (ms)
UL (ms)
34.68 71.14 80.99 90.85 118.55
49.25 203.93 240.39 250.24 260.10 287.80
53.94 208.62 245.08 254.93 264.79 292.49
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There are two delay values (287.80ms and 292.49ms) which are slightly longer than the
delay budget of 276ms - discussed in Section 2.5.1, but it is though that these values
should still be acceptable. For al the other cases, the overall delay is within the delay
budget.

For the fixed JBM, the overall CSoHS delay results are shown in Table 4.10.
Table4.11: Overall delay of CSoHS with fixed JBM

DL (ms)
UL (ms)
72.13 62.13 174.13 132.81 184.13
58.13 250.26 240.26 352.26 310.94 362.26
98.13 290.26 280.26 392.26 350.94 402.26

The results seem to be a little unsatisfactory since the overall delay exceeds the
expected delay budget of 276ms in most cases. This is because the initial buffer level of
the fixed JBM is set by the drop timer in order to limit the jitter loss. Therefore | believe
that an adaptive JBM is more applicable in areal implementation.

4.5 Subjective Evaluation

For subjective evaluation, only informal listening tests were used. All speech files
generated from simulations were listened to in order to find out how the JBM'’s
performance impacts the voice quality, especially for comparisons between adaptive JBM
and static JBM. The results indicate that the adaptive JBM is able to provide consistent
voice quality under different network conditions, while the fixed JBM’s performance
depends on the network condition and the initial buffer level.

Furthermore, the adaptive JBM provides equal or better voice quality than the fixed
JBM for the same channel profile. If the channel delay showed small variations, then the
adaptive JBM provided performance equal to the fixed JBM; while in those extreme cases
where the channel introduced larger delay variations, then the adaptive JBM outperformed
the fixed JBM.
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5. Conclusions

The thesis concludes with some conclusions and proposals for future work.

51 Conclusion

In this thesis project, two types of jitter buffer for jitter management in CSoHS were
implemented and evaluated; a fixed (static) JBM which does not react to changes in
network conditions and an adaptive (semi-static) JBM which adapts its buffer depth at the
beginning of talk-spurts. This adaptation is achieved by looking at the buffering times of
the most recent frames and calculating the largest difference. The performance of these
two approaches was evaluated using both objective and subjective means. The objective
evaluation focused on jitter loss control and buffering time; while the subjective
evaluation was a series of informal listening tests.

A well designed jitter buffer management approach should be able to compromise
properly between jitter loss and delay as needed. While for streaming media, the one-way
delay is considered not very important, as rather long (~400ms) delay does not
significantly degrade the quality of service. This means alonger delay can be tolerable in
order to achieve low jitter loss. However, for real-time conversationa voice service, both
jitter loss and delay can degrade the quality of service, which makes the JBM design more
difficult. The simulation results showed that the adaptive JBM can achieve satisfactory
and more consistent performance while balancing the trade-off between jitter losses and
buffering delay when dealing with various network conditions. Table 5.1 shows a
comparison between static and adaptive JBM in terms of jitter loss and overall delay. The
results in each row come from the same channel profile, with the same initial buffer level.

Table5.1: Comparison between static and adaptive JBM s

Overall delay (ms) Jitter loss rate
Static JBM Adaptive JBM Static JBM Adaptive JBM

58.13 49.25 0.22% 0

98.13 53.94 0 0.26%
100.13 94.80 0 0.073%
218.13 90.18 0 0.18%
130.13 135.22 0 0.038%
146.13 197.37 0.81% 0.26%
250.13 187.44 0 0.40%
98.13 130.94 0.7% 0.21%
234.13 133.28 0 0.22%
82.13 94.48 0.036% 0

234.13 124.94 0 0.33%

a7
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150.13 117.89 0 0%
266.13 138.41 0 0.36%
72.13 34.68 0 0.037%
62.13 71.14 0.07% 0.26%
174.13 80.99 0 0.15%
132.81 90.85 0 0.25%
184.13 118.55 0 0.22%

The comparison shows that normally the adaptive JBM performs better or equally well
as the fixed JBM. However, there are a couple of exceptions (shaded in green) where the
fixed JBM achieves dlightly shorter delay aswell as lower jitter lossrate.

Moreover, the adaptive JBM outperformed the fixed JBM in some extreme cases.

e When theinitial buffer level was set too high for the channel, the adaptive JBM is
able to decrease the buffer depth, thereby reducing the end-to-end delay. It does
this by shortening the length of silence period, which in turn reduces the
unnecessary end-to-end delay. For instance in case of low-load, 200ms drop timer,
initial buffer level 10, the differencein delay is shown in Figure 5.1.

2501

200+

150

O Adaptive
B Fixed

100

50

0

L200

Figure5.1: Delay comparison
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e When theinitial buffer level istoo low for the channel, the adaptive JBM approach
rapidly increases the buffer depth by extending the length of the silence period in
order to limit jitter loss. For instance in the case of over-load, 200ms drop timer,
initial buffer level 4, the comparison is shown in Figure 5.2.
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0.60%
0.50%
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0.30%+
0.20%
0.10%+
0.00%
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B Fixed

0200_4

Figureb5.2: Jitter loss comparison

However, the jitter loss could also be limited when using fixed JBM if the initial buffer
level is properly set according to the drop timer value.

Unfortunately, the fixed JBM’s performance is highly dependent on the initial buffer
level and it is not able to balance the trade-off between the jitter loss and buffering delay.
Thus if the initia jitter buffer depth is much larger than the existing jitter or vice versa,
then the adaptive JBM manages to adapt correctly to the current jitter characteristics.
Under the same conditions, the fixed JBM either leads to excessive delay or excessive
jitter losses. Therefore these simulations results show that it is potentially more suitable to
apply adaptive JBBMs; although it is suggested by 3GPP that fixed JBMs can be used on
the uplink of CSoHS.

5.2 Futurework

First of al, time scaling would be very interesting to implement as it can be optionally
used in downlink. This would enable adaptation during a talk-spurt, which is a
complement to adaptation only during silence period. This can help further improve the
performance of the adaptive jitter buffer.

Moreover, in this thesis work the adaptation algorithm used statistics based on the
buffering time of the most recent 200 packets. However, a different history length and
other distributions of jitter loss rate (i.e, not dividing the UL and DL loss rate evenly)
should also be studied. Much work has been done on adaptation algorithms for jitter
buffers in VolP, for example seven agorithms were introduced in [14]. It might also be
interesting to apply these different algorithms and test their performance in HSPA
networks.

Additionally, additional delay and error profiles that better conform to the proposed
delay budget could be expected to provide a more accurate conclusion about how the
JBM’s performance will impact the end-to-end delay of CSoHS.
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Appendix

A. HSPA Data Flow lllustration

The PDU (Protocol Data Unit) and SDU (Service Data Unit) refers to the data delivered
between layers. The PDU at one layer isthe SDU of the lower layer. The SDU at one layer
isthe 'payload’ of thislayer’s PDU.

Higher layer header payload
PDCP PDCP SDU
PDCP header
,< ..................................... PDCP PDU eeveeererereverereverevereneresenenenes >
RLC SDU
RLC RLC N RLC
heade heade

< ......... RLC PDU >

MAC-d MAC-d SDU i MACd MAC-d SDU
MAC-d header i header

i<- MAC-d PDU = MAC-hs SDU"~ >+

. MAC-hs MAC-hs payload
MAC-hs header

< ..................................... Transport block (MAC-hs PDU, HARQ data blogk) «---wsseesseeeesseees >

Figure A.1l: Data flow of HS-DSCH

The PDCP can optionally perform header compression. Each PDCP PDU is equivaent
to an RLC SDU. The RLC SDUs are segmented into smaller blocks. An RLC PDU is
comprised of a data segment and the RLC header. The RLC PDU is equivalent to a
MAC-d SDU. If logical channel multiplexing is performed on MAC-d, a header is added
to form a MAC-d PDU. Otherwise no MAC-d header is needed. A MAC-d PDU is
equivaent to a MAC-hs SDU. A number of MAC-d PDUs of possibly different sizes are
assembled into one MAC-hs PDU which consists of the MAC-hs payload and a MAC-hs
header. A MAC-hs PDU isidentical with a Transport Block.
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For HSUPA the data flow structure is more or less the same except that MAC-hs is
replaced by MAC-es and a number of MAC-es PDUs are concatenated into one MAC-e
SDU, then with a MAC-e header added to form the MAC-e PDUs, which isidentical with
a Transport Block. Figure A.2 shows the protocol data flow.

Higher layer

PDCP

RLC

MAC-d

MAC-es

MAC-e

header payload
PDCP PDCP SDU
header
< ..................................... PDCP PDU  eevevevererererererenemeseneneneenenns >
RLC SDU
RLC RLC
heade heade
< ......... RLC PDU >
MAC-d MAC-d SDU i MAC MAC-d SDU
header i header
i<- MAC-d PDU = MAC-hs SDU"++
MAC-es MAC-es payload
header
G MAC-es PDU = MAC-e SDU ..... >
MAC-e MAC-es PDU MAC-es PDU MAC-es PDU
header
< .............................................. Transport block (MAC-g PDU) wwerseeesssesssssnsesseee >

Figure A.2: Data flow of E-DCH
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B. Pseudo code of Designed JBM

The pseudo code basically consists of two main functionalities:

e Reception: receives the packet from a network interface and stores them in the
jitter buffer. Thisrouete is called whenever a packet arrives at the JBM.

e Decoding: extracts a packet to forward to the decoder every 20ms. It is called
every 20ms after the jitter buffer reachestheinitial buffer level.

Moreover, some variables and constants are explained below.

TableB.1: Variablesin the pseudo code

Variable Description

Buffer level calculated for new talk-spurt. Measured in

new_buffer_level number of packets

Maximum buffering delay among the most recent

buf_max packets
. Minimum buffering delay among the most recent
buf_min
- packets

currentSN Sequence number of the current receiving packet
requiredSN Sequence number of the packet demanded by decoder
buffer_size Number of packets in jitter buffer

<vector> A vector that stores buffering delay of each packet

Constants:

frame_length = 20ms

B.1. StaticJBM

Reception
{
If (currentSN < requiredSN)
{
late loss, disgard packet;
}
Else
{
add packet to jitter buffer;
buffer size++;
}
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Decoding
{
If (buffer size==0)
{
//buffer underrun
generate NO DATA;

}

Else
{
if (sequence gap)
{
//demanded packet is missing
generate NO DATA;

}

Else

{
//regular delivery
deliver the oldest packet to decoder;
//update buffer size and next demanded packet
buffer size--;

requiredSN++;

)
B.2. Adaptive JBM

Reception
{
If (SID first)
{
//the first SID after speech
enter DTX;

If (speech onset)
{
//beginning of new talk-spurt;
start rebuffering;
//calaulate new buffer level for new talk-spurt
If (<vector>.size < 200)
new buffer level=int ((buf max-buf min)/frame length);

else

{
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copy the last 200 values in <vector> to <vector 1>;
sort <vector 1>;

a=<vector 1>.last;

b=<vector_ 1>.second;

new buffer level=int((a-b)/frame length) ;

}

<vectors>.clear;

If (currentSN < requiredSN)

{

late loss, disgard packet;

}

Else
{
add packet to jitter buffer;

buffer size++;

If (rebuffering && (buffer size > new buffer level))
{
//rebuffering completed

start delivering speech packet of new talk-spurt to decoder;

}

Decoding
{
If (buffer size==0)
{
//buffer underrun
generate NO DATA;

}

Else
{
i1f (sequence gap)
{
//demanded packet is missing
generate NO _DATA;

J

Else

{

If (rebuffering && (buffer size<=new buffer level))

{

//keep rebuffering ongoing
genarate NO_DATA;
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/

Else

{

//regular delivery

deliver the oldest packet to decoder;

store buffer delay to <vector> for statistics;
//update buffer size and next demanded packet
buffer size--;

requiredSN++;
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C. Channel Delay and JBM Adaptation
C.1. Synthetic UL Channels:

Medium-load, drop timer 75ms
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FigureC.1. Channel delay of “Medium-load, drop timer=75ms’

For the medium-load channel, there are a number of spikes up to the maximum
allowed delay (66ms) and several losses as well.
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FigureC.2. End-to-end delay with adaptive JBM
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Medium-load, drop time 200ms
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FigureC.3. Channel delay of “Medium-load, drop timer=200ms”
For the medium-load, there are very rare spikes beyond 66ms.
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FigureC.4. End-to-end delay with adaptive JBM

The initial buffer level is set to 10 packets according to the drop timer. But it adapts
down gradually since the channel is not that challenging.

High-load, drop timer 100ms
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FigureC.5. Channel delay of “High-load, drop timer=100ms”

For the high-load channel, there are many spikes larger than 66ms, and some even
reach the drop timer.
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FigureC.6. End-to end delay with adaptive JBM
High-load, drop timer 200ms
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FigureC.7. Channel delay of “High-load, drop timer=200ms”

Larger spikes are introduced when the drop timer is set to 200ms. There are several

spikes even beyond 100ms.
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Figure C.8. End-to-end delay with adaptive JBM

Then initial buffer level of 10 packets is too larger even for the high-load channel.

Thus the JBM adapts down quickly to minimize the delay.
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C.2. 3GPP DL Channels

L ow-load, drop timer=55ms. “HSDPA_PA3 100u_G1.65dB_55ms’
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FigureC.9. Channel delay of “HSDPA_PA3 100u_G1.65dB_55ms’
This channel seems perfectly good with the maximum delay of only 16ms.
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FigureC.10. End-to-end delay

The initial buffer level is set to 3 packets according to the drop timer and adapts
down to fit the channel condition.
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FigureC.11. Channel delay of “HSDPA_PB3 45u_G0.09dB_55ms’

Since channel dependent scheduling is used in HSDPA, the delay values are much
more random than in HSUPA.
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FigureC.12. End-to-end delay
Medium-load, drop timer=155ms. “HSDPA_PB3 45u_G0.09dB_155ms”
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FigureC.13. Channel delay of “HSDPA_PB3 45u_G0.09dB_155ms’
For this medium-load HSDPA channel, very rare spikes can reach beyond 50ms.
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FigureC.14. End-to-end delay

Since the drop timer is 155ms, the initial buffer level is set to 8 packets, which is
still too large for the channel. Hence the JBM is able to adapts downwards to reduce
delay.

High-load, drop timer=95ms. “HSDPA_PB3 100u_G0.09dB_95ms’
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FigureC.15. Channe delay of “HSDPA_PB3_100u_G0.09dB_95ms’

For this high-load HSDPA channel, there are many larger spikes with some even
close to the drop timer. Besides, a number of losses are introduced.
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FigureC.16. End-to-end delay

The delay suddenly increases at about the 500" packet probably because of jitter loss
protection.

High-load, drop timer=155ms. “HSDPA_PB3 100u_G0.09dB_155ms’
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FigureC.17. Channel delay of “HSDPA_PB3_100u_G0.09dB_155ms’
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FigureC.18. End-to-end delay
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The initial buffer level of 8 packets is still over enough for the high-load channel.
Hence the JBM adapts down quickly to a proper level.
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