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Abstract

Communication is often limited in a disaster area and other emergency situations
where no infrastructure exists or existing infrastructure has been destroyed. This
makes its difficult for relief workers in the field to communicate with one another and
with their home head office. Ericsson Response has developed a Wireless LAN in
Disaster and Emergency Response (WIDER) solution. WIDER is based on
broadband Wireless LAN internetworking to satellite and GSM networks. The WIDER
solution has identified ways for organizations to share their communication
infrastructure, and information in a secure and cost effective manner during an
emergency response operation. Data over WIDER needs to be secured to prevent
from unauthorized access to sensitive information of relief organizations. VolP calls
should be protected against eavesdropping. The thesis investigated how to enhance
security solution in WIDER and implement a secure VolIP client. Measurements of
the performance of WIDER and the total delay of VolP over satellite were used to

estimate the capability of WIDER before deployment in the field.
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Abstract in Swedish

Kommunikation ar ofta begransad i katastrofomraden och andra nodsituationer dar
infrastruktur saknas eller har blivit forstord. Det gor det svart for faltarbetande
personal att kommunicera, bade med varandra och centraliserade kontor. Ericsson
Response har utvecklat en I6sning kallad "Wireless LAN in Disaster and Emergency
Response" (WIDER). WIDER anvander tradlést LAN och ar en bredbandsbaserad
internetteknik mot satelit- och GSM-natverk. WIDER har identifierat 16sningar for
organisationer att dela deras infrastruktur for kommunikation och information pa ett
sakert och kostnatseffektivt satt vid nddsituationer. Informationen som skickas via
WIDER behover bli skyddad for att forhindra oaktorisierad tillgang till kanslig
information. VolP férhindrar obehériga att avlyssna trafiken. Examensarbetet har
undersokt den uttkade sékerhetslosningen for WIDER och har implementerat en
saker VolP-klient. Matningar av prestanda hos WIDER och den fordréjning som sker
med VolP o6ver satelittink anvandes for att estimera WIDERs kapacitet innan

systemet anvands i falt.

Nyckelord: Disaster Response, WIDER, SIP, SRTP, MIKEY, VoWLAN, Satellite



Abstract in Viethamese

Cac hé théng théng tin thwong bi gi¢i han & cac noi xay ra thdm hoa khi ma co sé&
ha tang bi ph& hdy ho&c khong tén tai trwdc day. Didu nay tao ra khé khan cho cac
td chirc ctru tro trong viéc lién lac ndi viing thdm hoa hoéc lién lac véi tru s& chinh.
Ericsson Response da phat trién gidi phap khéng gidy trong cac trwdng hop xay ra
tham hoa goi la Wireless LAN in Disaster and Emergency Response (WIDER).
WIDER dwoc xay dwng dwa trén mang LAN khéng day bang théng rong két néi voi
mang GSM va vé tinh. Giai phap WIDER gitp cac td chirc chia sé ha tang théng tin,
va tin ti’c mét cach an toan va hiéu qua trong hoat dong clru tro tham hoa. Théng
tin truyén trén WIDER can ddm bao bdo mat chéng truy nhap bat hop phap téi thong
tin quan trong ctia cac td chirc ciru tre. Cac cudc goi VolP ciing can phai dam bao
khéng bi nghe 1én. Luan van nay nghién ctru lam thé nao dé tang cuwdng an ninh cho
gidi phap WIDER va phat trién phan mém b&o mat cho VolP. Do dac hiéu suét cla
WIDER va tdng thoi gian tré cla VolP qua vé tinh dugc st dung dé wéc tinh kha

nang dap rng ctia WIDER truwéc khi (rng dung trén thuc té.

T khoa: Disaster Response, WIDER, SIP, SRTP, MIKEY, VOWLAN, Satellite
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1 Introduction

This thesis investigated and developed a secur® ¥olution for a Wireless Local
Area Network (WLAN) in Disaster and Emergency Rewsmo (WIDER). First we
describe the WIDER project and the WIDER infrasmue. Then we show the
challenges it presents and propose a solutionr casgpters will examine this solution

in detail.

1.1 WIDER solution and its infrastructure

Today, natural and man-made disasters have inddast in their severity and

scope. Responders, both from local governmentsraachational organizations, need
to share information to facilitate rapid recoverfPractice has shown that
communications are often limited because the ptsvmmmunication infrastructure
was destroyed or is in useless due to congestisra #@mporary solution, many relief
organizations rely on their own communication syset a disaster site. This is both
expensive and inefficient, the later doubly so beeamost recovery operations
require local coordination between relief organaad locally. Ericsson Response’s
WIDER addresses this issue by creating an efficiegitable, and highly available

shared infrastructure for relief organizations wogk at disaster sites. Figure 1
illustrates the WIDER network architecture for diga and emergency

communications.
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Figure 1. WIDER architecture for disaster and emergency communications

A WIDER pilot has been run in Geneva between the WHNrld Food Program
(WFP), International Red Cross/Red Crescent (IRF@pd the UN High
Commissioner for Refugees (UNHCR) since July 2004.

The tsunami on December 26, 2004 is representafivaost natural disasters that
happens in the world. At least 295,000 people drethe disaster, with 1 500 000
displaced and over 500 000 homeless (source: {FR&bruary 2, 2005). The WIDER
system has shipped to Indonesia. It was installethé Humanitarian Information

Centre that distributes the information internadipd among 160 humanitarian
agencies. WIDER services provided updated dailpntsgrom the UN office for the

Coordination for Humanitarian Affairs (OCHA) ancetRed Cross/Red Crescent.

! www.ifrc.org



1.2 Problem statement

The WIDER infrastructure offers several advantagese of use, high availability,
flexibility, mobility, and cost efficiency over migple uncoordinated networks.
However, security for voice and data had not beencerned. Authentication in
WIDER system is based on certificates using Exb#adhuthentication Protocol with
Transport Layer Security (EAP-TLS). Certificates difficult to deliver and install in
such a disaster area. While connected to IntewiHDER needs a firewall to protect
network itself rather than leaving this to the Big¢eoperator. There is also no method
for secure voice communications both within thealarea and between the local area
and remote locations, such as the organizationsdso Today sniffer voice software,
such as Network Associate’s (NAI) SnifferVofcean easily capture and play back
whole VoIP sessions. To avoid these problems, wé propose and examine a
solution that enhances secure data and voice comatiams in WIDER.

In the case of remote voice calls via satellitdayglés the most serious impairment,
which must be overcome. The total delay is largeabse of the propagation delay of
the satellite connection. The latency and perfoceaof voice over satellite links
needs to be examined so that the solution wilhbgractical. Thus we are to measure
the performance of WIDER, in particular the del&ypacketised voice over a satellite
link.

1.3 Proposed solution

An improved security solution in WIDER should guatee compatibility with the

earlier WIDER solution. Two key features that neted be addressed are the
authentication system and a firewall to protect WHDs internal network. We

propose using Tunnel TLS that supports user cradsiftiser/password) to reduce the
complication of distributing certificates. Two stbns are Protected Extensible
Authentication Protocol (PEAP) and Extensible Awutieation Protocol using

Tunneled Transport Layer Security (EAP-TTLS) thain cbe used parallel with

certificates based on EAP-TLS. (Section 3.1.1).

WIDER provides both data and voice services. Hetlze firewall should have an
ability to allow voice traffic in two-way communitans by understanding VolP

L www.sniffer.com



sessions. Choosing a firewall that has Applicati@vel Gateway (ALG) (Section

3.6.4) will addresses this issue.

Our solution to securing VoIP was to develop a e2MolP client that will be used in
WIDER. We implemented VolP client based on Sessmomation Protocol (SIP)
[RFC3261]. We have investigated open source Windoaged SIP softphones since
most relief workers use Windows Operating SystentHeir work. Unfortunately, we

could not find any Windows-based open source sofiph

SlelPner is a test client for Push to Talk overl@a (PoC) that was developed by
Node Test and Test tools design Unit, IP MultimeSiidbsystem department, Ericsson
AB®. This client supports signal compression (SigcofR$C3320] for SIP Signaling
and uses Adaptive Multi-Rate (AMR) [3GPP TS 26.08QDEC in media layer. The
AMR CODEC is more efficient than other CODEC sinicautomatically operates at
different bit rates depending on signaling condisio The AMR CODEC is a
mandatory part of the 3GPP standard [3GPP TS26.8)d¢omp greatly reduces the
SIP signaling for a call setup, especially oveeligd links. [J. Christoffersson] shows
that a call setup delay between the terminal aaditst SIP proxy is reduced by more
than 66% and the system capacity increased appabeiyn17%. This client is thus
highly suitable to deploy over the WIDER infrastiwe to provide VolP/PoC service.

Securing data between WIDER and a headoffice cbalédchieved by using IPsec
[RFC2401] to create a tunnel from the gateway betwée field and the network of
the head office. For VolP, we provide secure vdigeimplementing a VolP client
that has built-in security functions. This solutioses Secure RTP (SRTP) to secure
the media layer. The signaling layer should wile TLS-enabled SIP server. Key
management in secure VoIP client can be archivedyuIKEY [RFC3830] or SDP
Descriptions [draft-sdp-descriptions]. IPsec sdguis discussed in section 3.3.2,

while the details of the secure voice client isspraged in sections 4.2.

Measurement of the performance and QoS demorsstthée practicality of using
VoIP over WLAN and satellite networks. This is dissed in detail in section 5.1 and
5.2.

! WWWw.ericsson.com



2 Background and Related work

This chapter introduces the underlying concepta d¥ireless Local Area Network
(WLAN) and Voice over WLAN (VoWLAN); with a focusrotheir use in Emergency
and Disaster Response situations. Related workoicevover wireless networks is

described in the next following section.

2.1 Wireless LAN

2.1.1 IEEE 802.11 Wireless LAN standard

The IEEE 802.11 WLAN standards are a group of specificatidaveloped by IEEE
to provide Media Access Control (MAC) and Physi@HY) layer functionality for
wireless connectivity of fixed or portable termimalithin a local area [IEEE 802.11].
Figure 2 illustrates the IEEE 802.11 protocol mddehe context of IET#s TCP/IP

stack
TCP UDP SCTP
IETF
IP
802.2 Logical Link Control
IEEE
802.11 Medium Access Control (MAC)
+802.11e Qo0S, 802.11i Security
IEEE 802.11
802.11a | | 802.11b || 802.11g || 802.11n
PHY PHY PHY PHY

Figure 2. IEEE 802.11 protocol model underlying the TCP/IP stack
The 802.11 architectures can be divided into itfuasure and ad hoc architectures.
In ad hoc mode, a mobile station works indepenglesutid communicates directly
with others when in signal range. In infrastruetunode, each mobile station will

connect to an Access Point, which acts as a Baz@otthat connects between

! |EEE: Institute of Electrical and Electronic Engérs
2 |[ETF: Internet Engineering Task Force



mobile stations and another wired or wireless ngtwdn comparison with

infrastructure mode, ad hoc mode has some advamtkoyeer cost, rapid set up, and
better performance. However, because of limitationcoverage of a single cell and
difficulty of managing a multihop ad hoc networkagtical solutions that use ad hoc
mode are not deployed widely this time. Figure I8sifates these two 802.11

architectures.

Infrastructure
mode

BSS INTERNET BSS
| "':“DS |
0 L i Etﬁgrnet — )
="M AP
. (BS) :
Laptop Laptop
a. Adhoc mode b. Infrastructure mode

Figure 3. The two 802.11 architectures
Table 1 lists some of the 802.11 WLAN standards aragposed standards. We can
see that some are concerned with specific medidewdthers are applicable to

multiple types of media.



802.11a | Operates in 5Ghz band, data rates up kbp4s

802.11b | Operates in 2.4 Ghz band, data rates ip kdpbs

802.11e Enhances 802.11 MAC to improve QoS fortiged services

802.11f Inter-Access Point Protocol; increases atibpity between Acces

[v)

Point devices from multiple vendors.

80.2.11g | Operates in 2.4 Ghz, data rate up to 5gsMbompatible with 802.11b

devices.

802.11h | Enhances to provide network managementcanttol extensions for

spectrum and transmit power management in the 5 liaiHd

802.11i Enhances the security and authenticatechamisms

802.11n | Proposed standard, data rates up to 548 Mbp

Table 1. 802.11 WLAN proposal standard

While WLANSs provide a wireless solution for the &#area, IEEE has set up another
standard track that provides Metropolitan Area Nekw (MAN) broadband
connectivity, one of these is IEEE 802.16 WiMaxnhskad[IEEE 802.16]. WiMax is
an air interface for fixed broadband wireless as@stems, and can transmit signals
in a fixed direction up to 30kms. WiMax is an atiative to 802.11 to provide long
distance wireless communication that is especlathpful in disaster and emergency
recovery. For example, the wireless connectivitiieen the core network and relief
organizations in disaster area could utilize WiMexg. Wireless bridge between the

WIDER core and WIDER camp as shown in Figure 1).

2.2 WLAN in Disaster Response

Communications systems are essential for reliekersrin controlling and managing
of disasters and emergency recovery. A rapidly @ega network is a mandatory
requirement during an emergency response operaifiable 2 lists differences
between traditional telecommunication networks eauidly deployed networks for

use in emergency and disaster settings [S.F. Mjdkif



Traditional networks

* Wireline technology, i.e.,
optical fiber, coaxial cable, or

DSL.

* A lengthy planning process to
increase the likelihood of a
high quality network

deployment.

e Operation is robust due to use
of wireline technologies and

careful advance planning

e Security may be available

through  limited  physical
access, encrypted links, or

security gateways

e System designs and

deployments are  usually
highly sensitive to cost per

user.

Rapidly-Deployed networks

Wireline technologies are unlikely to
exist or function and cannot be
quickly deployed. Hence, wireless
technologies are typically the only

viable option.

Planning must be “on-the-fly”. There
is little opportunity to do traditional
site planning for these wireless

systems.

Sub-optimal deployment and a
frequently changing environment can

reduce reliability and increase costs.

Wireless links increase the potential
for eavesdropping. Key management
is difficult in rapid deployment due to
a lacking of knowing who will

participate in a given operation.

While total system cost is still
important, the cost per user is less

important.

Table 2. Features of traditional and rapidly deployed networks

WLAN is an ideal solution for deploying a local ITnfrastructure at disaster or

emergency site. WLAN based on 802.11 standardeatgsein license and license-
free frequencies. In the case of 802.11, 802.11b &?.11g, the 2.4Ghz band is

available worldwide; making it easy to operate iffedent locations and in all

countries. More over, WLAN can integrate differer@tworks (such as, Ethernet,

UMTS, and satellite) and many devices or sensoosveier, license-free frequency

bands are limited; therefore, the total bandwitiitt tan be used is limited and often

not adequate for applications requiring large badtiwsuch as videoconferences. For

LIT: Information Technology



example, Microsoft's Netmeetihngrequires average 550 Kbps for a two-way
communication with full-duplex audio and medium danv/high-quality vided Our
measurement in later chapters has shown that ewtendata rate capacity 11Mbps,
one access point can only handle limited numbevaiP calls. Currently, there are
some other projects (e.g., MESA project [MESAprtjetvestigating the use of
licensed frequencies to provide broadband wiredesess networks for public safety
and disaster response. In the regulatory conteXurope, there is no final decision to
allocate bandwidth for broadband public-safety magions. While in North America,
the FCC allocated 50MHz of spectrum at 4900 — 4950 MHztfaradband services
in support of public safety on February 14, 2002.

In the meantime, many companies and organizatiom&x@amining WLAN solutions
for public safety and emergency response. Some WIsaNitions are based on
infrastructure mode and some ad hoc mode. Tabdéea3short list of companies and

solutions specifically relevant for disaster andeegency recovery scenarios.

Company Architectures Products and Services

Rajant (vww.rajant.nex Wearable WLAN; Ad hoc| Data, voice and video,

and infrastructure mode | network sensors.

Mesh networks WLAN; Ad hoc mode Built-in GIS, telemetry,

(www.meshnetworks.com) voice and video monitor

Network Anatomy WLAN Infrastructure Voice, video and data,
GIS

(www.networkanatomy.net

D

308systems Ad hoc mobile systems GPS, cellular telephong

(www.308systems.com) and video camera.

Table 3. WLAN solutions for disaster and emergency recovery

! http://www.microsoft.com/windows/netmeeting/
2 http://www.microsoft.com/windows/NetMeeting/Corggkit/Chapter7/default.asp
® FCC: Federal Communications Commission



2.3 Voice over IP and SIP

Voice over Internet Protocol (VoIP) is considerete t next revolution in
telecommunications and computer networks. In shéotP digitizes voice streams,
then packetizes them for transmission over congeati IP networks. It not only
reduces the costs of long distance calls, but @sates a convergence between data

and telephony networks.

WLAN can provide limited mobility for VoIP users.sérs using a WLAN equipped
PDA! or WiF# phone can walk around and make a call. In plaoek as a disaster
area, where neither PSTN nor mobile networks aadahle, VoIP is an ideal solution
to provide relief workers with voice communicatioria United State, there is a
project called “Voice Disaster Recovery” [Internét?P] that implements the
national system for VolP over Internet2 purposealyréplace the existing PSTN

system in case of a regional or national crisis.

There are many standards for VolP: SIP, H323, artdCH. SIP [RFC3261] and
MGCP [RFC2275] are developed within the IETF, whi823 [ITU-T H323] is a
standard from ITU-T. H323 is a suite of many pools for dealing with setting up
media connections for real time services, intevactiideo conferencing, and audio
applications. Media Gateway Control Protocol (MGQO#pvides a control and signal
standard for communication between gateways. SliRedeprocedures for setting up,
modifying and tearing down multimedia sessions.P & based on client-server
protocols and follows the HTTP style of messageharge. Figure 4 shows a
simplified VolP call using SIP.

! PDA: Personal Digital Assistants
2 WiFi: Wireless Fidelity, a set of compatibilityestdards for WLAN based on the IEEE 802.11
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Location Server

SIP

SIP

InbouProxy

Server \SIP

Media (RTP/SRTP)

Figure 4. SIP trapezoid
SIP has proven that it will be the dominant VolFuture since it is simple, scalable
and easy-to-implement. 3GPP releases 5 and 6 cl®IBsas the signaling protocol
for setting up multimedia sessions. SIP is considieas a session protocol for the
convergence of wired and wireless networks. Theegfihis thesis investigates VolP
using SIP. From now on, when we mention VoIP, weuae it is implemented by

using SIP.
2.3.1 SIP architecture

The SIP logical entities include user agent (UADXy server, redirect server, back-
to-back user agent, and registrar server. A usentag a SIP client that can be
hardphone or softphone; both must handle SIP signahd (de)code data packets to
voice and vice versa. The user agent that initiateall is called a User Agent Client
(UAC) while the user agent that answers the calhiged a User Agent Server (UAS).
A proxy server is a network host that relays retpiaad responses between a UAC
and a UAS. The registrar server and redirect semmeeresponsible for registration and
redirecting UAs requests respectively. The registeaver, redirect server and proxy
server can be integrated into one server. For elan@pensource SIP SER (SIP

11



Express Routet)has all SIP functionality in one serve while otl$#P Vovida SIP

servers are separately.

SIP is text-based protocol with two kinds of messagRrequests and Responses.
Figure 5 shows the structure of a SIP messagecthatists of a start line, several

headers, and optional message body.

Method Request-URI SIP-Version
INVITE sip:tung@wider.se SIP/2.0

Start Line

SIP-Version Status -Code Reason-Phase
SIP/2.0 200 OK

General Headers

Fields common to both request & response

Request Headers Call-ID, From, To, Via, Cseq

Fields specific to requests

Entity Headers Accept, Accept-Language, Expires, Subject

Blank Line

Fields apply to the message body

Message Body Content-type, Content-length

Description of the session and media streams
comprising the sesion
(ex, SDP, MIME)

/SN

Figure 5. The structure of SIP messages
SIP request messages are INVITE, REGISTER, BYE, ACANCEL, OPTIONS,

REFER, SUBSCRIBE, MESSAGE, PRACK, UPDATE etc. Arample of a SIP
INVITE message is:

I NVI TE sip:tung@ der.se SIP/2.0

Via: SIP/2.0/UDP 147.214.160. 103: 5061; branch=z9hG4bK43. 51f 4. 2
To: tung <sip:tung@u der.se>

From tung <sip:tung@u der.se>;tag=22e6844-7260. 2
Cal | -1 D: df 2-35e8-145d2@47. 214. 160. 103

CSeq: 29281 | NVITE

Max- Forwar ds: 70

User - Agent: PoC-client/OVAL. 0 Sl el Pner/1.08
Contact: tung <sip:tung@47.214.160.103:5061>
Content - Lengt h: 263

Cont ent - Type: application/sdp

! www.iptel.org
2 www.vovida.org

12



Supported: timer
I NVI TE, ACK, BYE, UPDATE

Pr oxy- Aut hori zati on: Di gest usernane="tung",real n="w der. se"
nonce="586543a30df 26f f 25609145dh5322de", uri ="si p:tung@ der. se"
response="f9121e721f 2e4528d14531f Ocda0a830", al gori t hm=MD5,
chonce="145d5609",
opaque="95311d5adc3ecl2ef cdd6a7289aad271", qop=aut h, nc=00000001

Al | ow.

v=0

o=tung 88728872 0 IN | P4 147.214. 160. 103
s=S| P sessi on
c=IP4 IN 147.214. 160. 103

t=0 0

mraudi o 4904 RTP/ AVP 109
a=rtpnmap: 109 AVMR/ 8000/ 1
a=pti nme: 100
a=maxpti ne: 400
a=fm p: 109 node-set=1; octet-align=1

a=key-ngnt: default encryption and authentication

A SIP response message answers the request watsparnse code. Table 4 lists the

SIP response codes with a short description.

Class Description Action

Ixx Informational | Indicates status of call priordompletion. If first informationa
or provisional response

2XX Success Request has succeeded. If for an INVATIK should be sent;
otherwise, stop retransmissions of request

3xX Redirection Server has returned possible lonati The client should retry
request at another server

4XX Client error The request has failed due to @oreby the client. The client
may retry the request if reformulated accordingegponse

5xx Server failure| The request has failed duenteraor by the server. The request
may be retried at another server

B6XX Global failure | The request has failed. The esgishould not be tried again|at

this or other servers

Table 4. SIP response code
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SIP is not limited to setting up VoIP calls; SIPncalso be used to setting up
multimedia conferences, instant messaging and pcesservice, along with text and
general messaging services. In the following sastiove will investigate SIP features
for registration, setting up and tearing down galésence and instant messaging, and

SIP conferencing.
2.3.2 SIP registration

SIP registration builds upon a location service anovides mobility. The location
service maintains by the Registrar who acts asfithnt end bind UAS’ location
(normally an IP address) with a user URI basedhenréceipt REGISTER messages.
The SIP Proxy consults the Registrar in order itedSIP messages between UAs.
SIP provides both user mobility and device mohilityser mobility enables SIP
devices that use the same identifier or SIP URlifferent endpoints while remaining
reachable by one or many of these devices at tine siane. Device mobility means
that user can have one identifier in many differleciations, i.e. they do not care
about their IP address, but are transparently eddehvia a single application-layer
identifier (the URI).

UAs send REGISTER message to add, remove, ang guetings. Figure 6 shows
the REGISTER message

14



Location Server

REGISTER sip:wider.se SIP/2.0

Via: SIP/2.0/UDP 147.214.160.103:5061;branch=29hG4bK42.36ab.1
To: <sip:tung@wider.se>

From: <sip:tung@wider.se>;tag=22¢755¢c-6e17.1

Call-ID: 72ae-1399-2c¢d60@147.214.160.103

CSeq: 28185 REGISTER

Max-Forwards: 70

Contact: <sip:%@l47.214.160.103:5061>

L&

P Laptop
REGISTRAR SERVER  SIP/2.0 200 OK “—r
(wider.se) Via: SIP/2.0/UDP 147.214.160.103:5061;branch=29hG4bK42.36ab.1
To: <sip:tung@wider.se>;tag=12al1{f0-6e17.b
From: <sip:tung@wider.se>;tag=22¢755¢c-6e17.1
Call-ID: 72ae-1399-2¢d60@147.214.160.103
CSeq: 28185 REGISTER
Max-Forwards: 70
Contact: <sip:tung@147.214.160.103:5061>

tung@147.214.160.103:5061

Figure 6. SIP register operations

2.3.3 SIP session establishment

SIP enables and automates the steps needed tp genhultimedia session by solving
the rendezvous problem, i.e. routing a requestetapsa session without requiring
user to know the location of the targeted userliA Session involves the exchange of
media information using Session Description Pratog@DP)[RFC2327]. A SIP-
enabled VolP session usually starts by a UAC/UASds®/receiving an INVITE
message and ends by sending/receiving a BYE messagpe INVITE message
includes the session description in a message &odyeven can send INVITE during
the session (which called re-INVITE) to change $lession state. Figure 7 shows a
typical SIP session establishment between two @mtg An ACK used to confirm
session establishment and can only be used witiN®MTE. The BYE message
terminates the session while a CANCEL message tsacpending INVITE. SIP
Response messages (180 Trying, 186 Ringing, andR)Care generated by a UAS

or a SIP server to reply to a request generates WAC.

15



s 4

s =
SIP Server ="

UASIeIner (wider se) UA s|epner
INVITE
- INVITE
Trying >

il 180 Ringing

— 180 Ringing 200 OK

B 200 OK =

ACK

Media Session

BYE

200 OK

4

Figure 7. A SIP session

2.3.4 SIP Presence and Instant Messaging

SIP has been extended new methods to support instassaging and Presence
(which is called SIMPLE [RFC3856]). The IETF SIMPhiorking group proposed
these new methods in SIMPLE:

SUBSCRIBE method: This method is used to requedtistor presence updates
from the presence server. The address (URI) oliffee is

included in the request

NOTIFY method: Once a subscription is authorizedN@TIFY method is
generated. This method is used to deliver thatrinébion

to the requestor or presence watcher

MESSAGE method Message methods uses to send instassages. The
message is stored in the body of MESSAGE. The mstque
IM URI is used: im:user@network.com in comparedthwi

SIP request-uri: sip:user@network.com

16



SIMPLE entities include a Presence User Agent (RUA®sence Agent (PA) and
Watcher. The PUA manipulates the presence infoonafor a presentity. Each
presentity can have one or more PUAs. Each PAuisea agent that has unique SIP
URI. The PA responsible for sending NOTIFY messages receiving SUBSCRIBE
requests uses a NOTIFY to send this informatioiné PUA. PA normally located at
the Proxy/Registrar or along with a PUA at the pngisy. The watcher is a subscriber
that sends SUBSCRIBE messages and receives ntitifisaas the state of the
presentity changes. It eventually terminates itssetption when it is no longer
interested in receiving notifications. Figure 8 sldhe interaction between different

SIMPLE components

Send
Presence Agent | upload Presence User
(PA) (PUA)
A
\ 4
Watcher
Subscribe

E’ Send message / open E
v .

Instant Messaging (IM) Instant Mssing (IM)
client client

Figure 8. Interaction of SIMPLE components

2.3.5 SIP conference

A SIP-based conference can set up following threelets: centralized conference,
full-mesh conference, and end-point forwarding. dncentralized conference, a
conference server (CS) establishes a point-to-psighaling connection with

participants. If a UA initiates a conference, thenference is called dial-in mode;
while if a CS initiates conference, it is calledleddbut mode. In both modes, the CS is
responsible for forwarding and mixing streams frimmJA participants. Nodes can

not invite new members. This kind of conferencagsally an open conference where

each node joins the conference by sending a retués¢ conference server. An end-

17



point forwarding conference is similar to a cempedl conference server, but each
end-point acts as a conference servers. Each cambdout or dial-in mode; as well
as support open or closed conferences. Usuallgrnbepoint initiating the conference
has the rights to authorize and authenticate paaits. In a full-mesh conference, all
nodes are pair wise connected by calls, hence ikea@d no need for forwarding
streams. Any member can invite new members bualhother members need accept

them.

Several SIP new methods are created (dependindghercdnference models). For
supporting a full-mesh conference, [J. Lennox]susen abstract messages: four
initial messages, JOINT, CONNECT, LEAVE, and UPDATa&nd the responses
JOIN Ok, JOIN Ack, JOIN Reject, CONNECT Ok, CONNE®&Ek, and CONNECT
Reject. [Miladinovic] introduces a new SIP metho®NF for optimizing signaling
traffic in a centralized conference. Participantoaference have the following states:
active, invited, or join. Miladinovic defines a nestatus value for participants, the
“chair” that delivers information instead of cordace server. However, these new
SIP methods make interoperating difficult. An IETESIgn team has worked on
standard SIP-based conferencing with basic SIP adetBupport [draft-conf-
framework]. In this design, initiation of a confape or adding participants to a
conference by occurs by an INVITE or REFER; leavngonference occurs using a
BYE, and expelling a participant from a confereni® done using a
REFER(method="BYE"). Conference control provideatstchange notifications by
SUBSCRIBE/NOTIFY, while conference and media polegntrol uses framework
of SIMPLE context. Figure 9 shows call flow examplieen a user Tung joins a SIP-
based conference.
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Conference Server

(conf.wider.se)

Tung Carlos

Media session

Invite sip:conf-factory

180 Ringing
200 OK Contact:conf-id
< NOTIFY N
ACK
200 OK
Media session Media session

SUBSCRIBE sip:conf-id

e 2000K
_ NOTIFY
2000K

Figure 9. A call flow of a user joining a SIP conference

2.3.6 SIP location-based service

SIP can be customized to support location-basedcest [R. Shacham] describes
SIP location-based architectures that consist of tmmponents: source for location
information, messaging for user profile, configuealend-devices, and a device
controller (DC). The source for location informatiancludes both stationary and
mobile source. Stationary location source are fixests that identify users entering a
particular location and publish this information.obMle location sources are user
devices that know their current location, for exémpy GPS. Then location state
information is sent to a SIP server by SIP PUBLISt#thod [RFC3903] whose
message body includes location objects with civilgeodesic information [draft-
GEOPRIV]. User profile state can be updated usheg $IP event framework (e.g.
SIP NOTIFY and SIP SUBSCRIBE) [RFC3265]. A devicentoller (DC)
automatically updates location information follogigonfiguration profile. The DC
acts as a Service Location Protocol (SLP) User Ageat sends a Service Request to
the Directory Agent to ask for devices whose lansiare at a give place which it
serves. Service Location Protocol (SLP) with lamatbased queries which includes

common attributes of communication devices, suchesmslor, supported media, and

! GPS: Global Positioning System
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location parameters provides a mechanism that puskevice update events to

subscribers [S. Berger]. Figure 10 describes tiohitecture of a location-based

SLP Service
Agent

Telephone

service mobility framework.

Device state
(SLP)

SLP Directory
Agent

rofiles

User
Profiles
User
Location
Device
Authentication

Device Controller (DC)

SIP Proxy
Registrar

User
ocation
(SIP)

caq

PDA Laptop

Cell phone

Figure 10. Architecture of a location-based service

2.3.7 Sigcomp

SIP is text-based protocol using the ISO 106dtaracter set UTF28encoding

[RFC3629]. This makes SIP easy to troubleshoottefesrapid development of
applications, and interoperability between deviaplications, call controllers, and
gateways. Embedded in SIP message body is theB8&sscription Protocol (SDP)
[RFC2327] that is used for describing streaming imesessions, and session

announcement, session initiation.

SDP is also text-based and has dynamic size. SB3ages containing SDP range
from 200 to 1500 bytes. These protocols follow #Hereanswer model [RFC3264].
Thus a sender sends a request and waits untijpanss is received, this will take a
number of round trip times resulting in a delayeleging on the calling environment.
In a wireless environment, especially GSM/GPRS/UMirSsatellite, bandwidth is
scarce and delay is high, optimized messages aedldce the delay for setting up

1 1SO 10646: The standard for Universal CharactéeSeoding that map hundreds of thousands of
abstract characters; each identified by an unanshbigmame, to integers, called numeric code points.

2 UTF-8: 8-bit Unicode Transformation Format thaaikssless, variable-length character encoding for
Unicode
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calls and make more efficient use of bandwidtloweses. To address this issue,
Signal Compression (Sigcomp) [RFC3320] was develdpethe IETF. Sigcomp is a
layer between the application layer and trans@yed that compresses ASCII-based
messages on the sender side and decompress oectieer side. The core of the
decompression of a Sigcomp message is the Univieesadmpressor Virtual Machine
(UDVM). The UDVM executes decompression when reiogivmessages by loading
them into decompression memory together with decesgor code and a dictionary.
These steps are necessary for the needs of Sigooimuth low-end terminals (e.g.
mobile phones) and powerful devices (e.g. SIP ss)yveigure 11 illustrates Sigcomp

decompression operation.

Application Message Decomposed
& Component Message

SigComp

Component
Identifier

SigCom

Figure 11. Sigcomp decompression operation

In the compressor side, messages are sent to cssopreCompressor creates
reference dictionary. Compression is implementedisigig a compression algorithm
such as LZSSfor the string that exists in the reference ligrar in the already

processed part of the message and replaces them refiérences. Then new
information that will be used for compressing sujpsat messages is stored in the

temporary storage repositories.

1 LZSS: A dictionary-based compression method tplaces a re-occurring sequence with a pointer to
its earlier occurrence, developed in 1982 by Staner Szymanski

21



There are three dictionaries used for Sigcomp: aicstdictionary, a dynamic

dictionary and a mixed compression. Static dictigria specific to SIP and SDP, it
contains well-known SIP phrases and keywords. Inadyic compression, new
messages are compressed once a sent messageawladged. This means the SIP
dictionary together with sent acknowledged messagesused as a dictionary for
compression. In mixed compression, received message used to compress the
messages to be sent; a static dictionary togethdr koth sent acknowledged

messages and received messages are used as ithreadydior compression.

2.4 Voice over wireless networks

2.4.1 VolP over WLAN

In the context of this thesis, VolP over WLAN (Vo\WN) is a VolP call over a
802.11 WLAN. The call can be between users withisirggle WLAN, users in a
WLAN and a wired LAN, or a user in a WLAN via a table gateway to a PSTN(
including a cellular user). Users can use an 802dftphone, i.e., a general-purpose
computer executing the VoIP client as softwareadrardphone to make a call. A
softphone uses software installed on a PC, PDAmartsmobile phone. A hardphone
is a IP phone, usually using an embed Digital Signacessor (DSP) to reduce power

or lower delay.

There are some specific issues that VOWLAN needsdtiress. These are spectrum
congestion and interference while transmitting caevireless link, large delays due
to handoff, QoS, and WLAN security mechanisms (e®&02.1x, web-based

authentication).

[E. Dimitriou] indicates that an 802.11b accessnpaan support only a limited
number of VolP flows (much less than the theorétida Mbps). Round-trip delay,
jitter, and packet loss increase as the numbeitowf increases. Although WLAN
allows the user to be mobility, the quality of theice deteriorates as the distance
between the user and access point increases. Mecesgly, [T. J. Patel] concludes
that 802.11b can support 14-18 simultaneous VO$Bises using a G723.1 CODEC
and 8-10 VolP session using a G711 CODEC. [M. @ohpux] concludes that with

a fixed distance to an access point, evaluatindityuaz voice calls by the E-model
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and with a network delay of 20 ms, when using ag.Blb access point, G711
supports 5 simultaneous calls, GSM-EFR up to 18,cahd G723.1 up to 18 calls.

When the VOWLAN user moves around, handoff betwaetess points will occur.
This will contribute to delay and may result indosf communications. [T. Kanter]
and [J-O. Vatn] show that in the case of handothwaiit authentication, the delay of
handoff intra-domain between access points is d@abbgp (around 150 to 200ms).
However, when authentication mechanisms and/or-ddenain handoff exist, then
the delay is more than the acceptable VoIP delay greater than 400ms). We have
measured handoff delay when 802.1x is enabled,tla@desulting in a delay was
between 500-800ms [V. Tung].

[K. J. Khan] measured handoff delay in Stockholm@pet using Mobile IPv4 and
web-based authentication; the resulting delay vpat®11.000ms.

Previous research has shown that VolP over WLAN d&darge delay. In practice,
positive results were found by the ITWwhen they deployed a VOWLAN solution for

the provision of rural communication in Bhutan {I.. Tobgyl].
2.4.2 VolP over Satellite

In isolated locations where there is no existinlpdem or data communication
infrastructure, satellite solutions provide an Idesolution for international
communication. Such links can support both packet aircuit switch services.
Satellite can be deployed quickly and deliver cstesit QoS regardless of the user’s
location. However, satellite communication can kgemsive and the cost is based the
available bandwidth provided. Hence packet serfiae a marked advantage over
traditional circuit switch service over a satellitegk. The fact that packet services do
not permanently reserve 64kbps or other fixed baditiwmeans that the available
bandwidth is used more efficiently and bandwidtim ¢ shared with other data
services of lower priority. VoIP over satellite émkadvantage of this by using low
bandwidth CODECS that provides the same QoS as rmahocircuit-switched
telephone call, but require less bandwidth.

There are two satellite network topologies: Meshwoeks and Star networks. The
star topology places an earth station at the caritédre network. It is often requires

two satellite hops for a call between two remotgheatations. An interactive voice

1ITU: International Telecommunications Union
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call in this case is unacceptable because of tlvessive delay. A mesh network
allows remote earth stations to communicate diyegith each other via the satellite,
therefore, reducing the delay. Mesh networks ageired for deploying VolP and

real time services although it may increase thé fwwvsbuying routing devices and/or
radio frequency terminals at each earth statioigurg 12 illustrates communication

in star topology and mesh topology.

ViAT's

with

imb i sioe
FLI EET

Y
..1.
1

HUB HUB
with ﬂ for
wlargen antern | Manitor & Cowtral

a. Star topology b. Mesh topology

Figure 12. Satellite topology

There are many key factors that affect the quality/olP: propagation delay, jitter,
and packet loss. Propagation delay is the timérémrsmission of a signal between an
Earth Station and a satellite. All GeostationarytiE®rbit (GEO) satellites have an
altitude of 36000 km, hence the propagation delagr ¢the radio link up and back is
always approximately 240ms. For Medium Earth O(MEO) satellites and Low
Earth Orbit (LEO) satellites, the propagation detagpproximately 100ms and 10 ms
respectively. LEO satellites have lowest delay @miy cover a small footprint and
most use satellite to satellite links. When compamwith ITU’s recommendation that
the delay for a call should be below 150 ms andcceptable if it is above 400ms, it
seems that a VoIP call over a GEO satellite linklikely to be unacceptable.
However, by using low bandwidth CODECS (G729, GI23AMR), echo
cancellation and silence suppression, [T. Nguyemcludes that satellite links
provide a robust medium for transporting VolIP fi@ffolerating BERs as high as'10

® [J. Janssen] gives a model to calculate the dmlaget. They have showed that the
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delay budget depends on type of CODEC, the paockstratio, and echo Idsgalue,
enabling VolP with PSTN-quality voice over LEO skites.

! Echo loss is the attenuation between the voiceriogut and the voice coder output
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3 WLAN and VolIP security

This chapter analyzes WLAN and VoIP from securigygpective. First we examine
WLAN authentication mechanisms and the securityereffi by WEP. Second we
examine encryption and integrity in WLAN. Followitigis, we investigate SIP-based
VoIP security solutions for heterogeneous netwoklk® then explore methods to
secure SIP-signaling and to secure the media Batally, we investigate methods to

provide VoIP traversal over firewall/NAT-enabledwerks.

3.1 WLAN Security

WLAN is frequently considered more susceptible ttacks than wired network since
it does not require a physical connection. Secutigks in WLAN are: insertion
attack, interception and monitoring wireless ti@fimisconfiguration, and Denial of
Service (DoS) attack. An insertion attack meansiptpan unauthorized device in the
wireless network without going through the autheation process or by cracking the
authentication process. An insertion attack cowddran-in-the-middle attack where
the attacker setups a rogue access point to capémstive information when users
attempt to login to their services. Because acpes#ts broadcast data to all nodes
within range, an attacker could capture packetscendde data or even inject packets
into a connection based on data collected prewouslisconfiguration usually
happens by carelessly using the default (manufachassword or a small sized WEP
key. A DoS attack in WLAN is as easy as simply gsim RE generator in WLAN
band (usually 2.4 Ghz) or by flooding bogus pack#is a access point.

Solutions to provide WLAN security include using amhentication system and data
encryption. The next section goes to details ohed¢hese methods.

3.1.1 Authentication in WLAN

Authentication is the process of verifying the itignhand legitimacy of a person
based on who they claim to be. There are sevedaki®os to provide WLAN
authentication: MAC filtering, WEP authenticatiocaptive portal, and Port-based

authentication. The first two solutions could obky used in a home or a very small

! RF: Radio Frequency
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wireless network since they are easy to crack onaoibscale. After giving some
details of this, we will examine the captive portsdlution and the port-based

authentication system that will be use in WIDERteys
MAC filtering

APs can check the MAC address of the stationsdbstciate to them. The AP can
reject packets from unauthorized stations baseti@n MAC addresses. Using MAC

filtering requires pre-configuring MAC address dfthat are allowed to this network.

MAC filter is easy to crack by using a wirelessffamito capture MAC address of

authorized interface and then spoofing MAC addrveiis one of these (for example,

using the a-Mac Address Chahgeol).

WEP authentication

WEP authentication has two modes of operation: Guehentication and Shared key
authentication. In Open Authentication mode, the afeepts associations from all
stations thus stations can connect via any availabP(s). In Shared key

authentication, all interfaces share a single kaiclvis used to authenticate into the
network. Shared key mode uses a simple version adfalenge response protocols
that need not involve a key exchange. Figure i3tilates WEP authentication in pre-

shared key mode.

Authentication Request

Challenge
/~ A g =
—— {Challenge}key Access Point
Laptop >

Success/Failure

Figure 13. WEP authentication in pre-shared key

WEP uses an RC4 stream cipher to encrypt the strafapackets. Packets are

encrypted using encryption key as follows

Encryption key = IV+ WEP key

! www.pagtool.com
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Initialization Vector (IV) is a random value thatepents to use the same session key

for multiple packets.
The data is encrypted as follows:
Encrypted stream = Packet XOR RC4 (Encryption key)

RC4 is a variable key-size stream cipher with lyrientated operations invented by

Ron Rivest The algorithm is based on the used of a pseutttora permutation.

Keystream in WEP could be reproduced if knowintadpackets) and encrypted data

as follows:

To encode: Encrypted stream = Packet XOR keystream

To decode: Packet = Encrypted stream XOR kegsn

Because of the XOR:

Packet XOR Encrypted stream = (Encrypted streamRR XEncrypted stream)
XOR (keystream)

Packet XOR Encrypted stream = keystream

WEP authentication is insecure. First, of all usdrare the same kegmnyone of them
could by accident leak the password to an atta&econd, the IV is too small value
(as 24bits means only 16 776 216 different keysteefor a WEP key), hence it is
likely that the keystream will be reused. We onéed a wireless sniffer to capture
the challenge (in plain text) and the responseiglgent in clear text; thus we know
when a keystream is reused). We don’'t need to ktiewkey, we could send the
authentication request and encrypt it using eakiggistream to send the response and
then get access to the network. Finally, WEP auitetion is not mutual
authentication. The AP only authenticates userdewlsers do not authenticate the
AP; this could be vulnerable in man-in-the-middiaek.

Captive Portal

Captive Portal is the WLAN authentication solutithrat is usually used in hotspots
and campus networks. Captive portal forces cliemes website for authentication. If
authentication is successful, clients are permittedaccess network (Internet),

otherwise, traffic is block at the captive portaintrolled gateway. Captive portal

! http://theory.lcs.mit.edu/~rivest/
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requires that the infrastructure includes: DHCPv&erFirewall controlled by an
Authentication Server, and log in via a web pageroSSL [SSLv3]. Figure 14 is
captive portal model based on a subnet that impksr@gtockholmOpémetwork and
IT-University?, Stockholm, Sweden.

A WLAN user broadcasts a DHCP request asking fdiPaaddress. A DHCP relay in
the subnet forwards these requests to the cenki@PDserver. If the MAC address is
not found in the database, the DHCP issues a teanpprivate IP address; otherwise,
it relays the request to the chosen ISP which #smngns a public IP address to the
user. If users are not in DHCP database, whengbhesumake an HTTP request, they
are redirected to the a website that asks for usechoose an ISP. After the user
chooses an ISP, the DHCP server registers thisimigbe MAC database, and leases
the IP address. The user send another broadcasPDEi§uest again, this time the
DHCP will relay directly the request to the cho$8R who will assign a public IP.

Common Services (I)SP Services

Central DHCP (I)SSP DHCP INTERNET
erve

Server MAC database =

Access
Server

Registration||=
Server

(I)SP Firewall

( BACKBONE 0
11

Subnet DHCP relay

- Router

SUBNET )

e
AT T2

WLAN user WLAN user WLAN user

-

Figure 14. Captive portal based on opening holes through a firewall from a subnet

! www.stockholmopen.net
2 www.it.kth.se
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The key is that when a user makes an HTTP requestl ibe re-direct to the ISP’s
registration page (if the user is not yet registeréf the user enters a valid user and
correct password, the access server will open a inolhe firewall to allow the user
to access the global Internet.

The captive portal approach leaves data encryptidhe application layer. It does not
do anything special to provide a secure radio llbks vulnerable to a passive attack
where the attacker intercepts and monitors sempsitlata. The captive portal’s
disadvantage is that it does not support mobiktysolution could be use firewalled
mobile IP or VPN tunneling. However, captive pdgadvantage is that it does not
require any additional software to be installedtom client side. This feature makes it

very popular for public wireless network access.

Port-based authentication

Port-based authentication, using IEEE 802.1x [8(2i4¢ a robust authentication
method that enables both authentication and keyagenent. IEEE 802.1x utilizes
the Extensible Authentication Protocol (EAP) franoekvthat supports a variety of
authentication methods, including certificate-basethentication, smartcards, one-

time passwords etc.

The IEEE 802.1x framework defines three entitiesrolmed in Port-based

authentication:
- Supplicant: User or client’s interface that watotde authenticated
- Authenticator: Controls physical access to nekwdrased on the

authentication status of the client. By defaultclibses
ports (block traffic) and only allows EAP requegisss
through until the supplicant is authenticated.
Authenticators usually are access points and 862.1x

enabled switches.

- Authentication server:  Provides authenticatiomtharization, and accounting
(AAA). Although not defined in standard, autheation
servers are usually RADIUS [RFC2865].
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Authentication

Supplicant Authenticator Server (AS)
EAP-TLS EAPOL
% =B 3=
Access Point RADIUS
Server
st || | e s as

Controlled Port

AN

Port authorized

T

( WLAN |

Uncontrolled Port

Figure 15. Physical and logic entities of 802.1x
Figure 15 shows the physical and logical entitie8@2.1x. The Port Access Entity
(PAE) is responsible for requests/responses duhaguthentication process. |If the
supplicant is authorized, then the authenticatognspthe controlled port to offer
connectivity to the network. The EAP framework alfomutual authentication and
supports several different types of authenticat@AP-TLS, EAP-TTLS, EAP-MD5,
LEAP.

After evaluating the advantages and disadvantafekfferent EAP authentication
methods, we have implemented EAP-TLS and EAP_TTu& ®VIDER. Then next
chapter goes through details of the implementimgnth Table 5 compares features of

these different EAP authentication methods.
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EAP-MD5 LEAP EAP-TLS EAP-TTLS PEAP
Server None Password | Public key Public key Public key
Authentication Hash (Certificate) (Certificate) (Certificate)
Supplicant Password Hash Password Public key CHAP, PAP, | Any EAP or
Authentication Hash (Certificate or | MS-CHAP, public key
Smart card) | EAP

Dynamic Key | No Yes Yes Yes Yes
Delivery
Security Risks| Identity exposed,| Identity Identity MitM attack MitM attack

Dictionary attack, | exposed, | exposed

MitM * attack, Dictionary

Session hijack attack

Table 5. Comparison of EAP authentication methods
« EAP-TLS

EAP-TLS is based on X.509 certificates [RFC2459]handle authentication. It
requires validating both client and server ceifes to validate. EAP-TLS provides
strong mutual authentication. It also generatesadya WEP keys after the
authentication exchange. Figure 16 shows the psooésauthentication exchange
using EAP-TLS over WIDER.

« EAP-TTLS

EAP-TTLS is actually an extension of EAP-TLS. EAPLE uses a certificate to
authenticate servers but on the user side, it allanother authentication protocol
inside an encrypted TLS tunnel. Supplicant can then usehallenge-response

user/password or token-based authentication aficatés etc.

! MitM: Man in the Middle attack, an attack where thitacker is able to read, and possible modify at
will, messages between two parties without letgitger party know that they have been attacked
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|

EAP-TLS Success :g
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< EAP-Key(WEP) 2
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=
I
DHCP query - DHCP: query
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< Traffic flows in both directions ' . Internet &

| " Web-services

Figure 16. EAP-TLS authentication exchange over WIDER
3.1.2 Encryption and integrity in WLAN

* Wired Equivalent Privacy (WEP)
WEP is weakboth in authenticatiorand in encryption and integrity. Section 3.1.1
introduces how WEP is encrypted. Here we list saeakness of WEP on encryption

and integrity.

-  WEP does not have any mechanism for key manageamehthe key

size is small (only 40 bits).

- The Integrity Check Value (ICV) is based on CRCs82that it can be
re-computed after the packet is modified.

- Encryption using weak key [S. Fluhrer] could disedshared secret.

In our implementation, we use Port-based authdrditdhat issues dynamic WEP.

Moreover, the length of the WEP key is 108 bitsstincreasing its security.

* WiFi Protected Access (WPA) and 802.1i
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Realizing the weakness of WEP, the Wifi Alliahceeamed up with the IEEE 802.11
working group to introduce new WLAN security stardta WPAv1l and 802.1i.
WPAV1 is a subset of the 802.11i security framewtidt helps to quickly deploy a
secure WLAN solution in the market before the 8QR.dtandards are approved.
Authentication in WPA and 802.11i is based on Paded authentication (see section
3.1.1). Data encryption and integrity are basedtlo®m Temporal Key Integrity
Protocol (TKIP) and Counter Mode with CBC-MAC Procobd (CCMP).

TKIP process begins with a 128-bit “temporal keyiared among supplicant and
authenticator. TKIP combines this temporal key vtk supplicant's MAC address
and adds a relatively large 16-octet initializatiector to produce a key that will
encrypt data. The method ensures that each supplisas a different key stream to
encrypt data. TKIP still uses RC4 to perform entoyp but it is different as TKIP
changes temporal keys every 10 000 packets. Thes fact reduces the risk of
exposing the key.

CCMP uses Advanced Encryption Standard (AES) innB@muMode with Cipher

Block Chaining Message Authentication Code (CBC-NMJACounter Mode is used
for data privacy and a CBC-MAC is used for datagnity and authentication. The
Message Authentication Code (MAC) provides the sdonmetionality as Message
Integrity Code (MIC), used with TKIP.

3.2 SIP Security

Voice over IP is believed to be easier to eavesdnap traditional circuit switched
telephone networks. Since voice packets transmitted public IP infrastructures can
be sniffed, recorded, and reconstructed providingomplete record of a voice
communications session. A VolP call usually inceidevo parts: Signaling and
Media. A secure voice calls requires both to beisszt

SIP signaling security is divided in two parts: @¢neend security and hop-by-hop
security. Figure 17 illustrates the security segmenthin SIP.

! www.wi-fi.org
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SIP SIP

Caller Callee
server server
c
.2
% ) G‘ ) [Client - Server security
5 VAd J | (HTTP Digest, TLS)
o

Hop-by-hop security

Q\@ o 4 /}% (TLS)

7 End-to-end security
(S/MIME, IPSec)

O ) End-to-end security
T Ad (SRTP/MIKEY,
RTP over IPSec)

Media streams Session Setup

Figure 17. SIP security segments
3.2.1 SIP digest authentication

SIP’s digest authentication is based on the sirapédlenge-response paradigm from
HTTP’s digest authentication [RFC2617]. The SIPedigauthentication is usually
only one way where the SIP proxy authenticatesSiie client, but not the reverse.
SIP’s digest authentication provides message atitlation and replay protection but
not integrity or confidentiality. There are fourauer fields that use for proxy and UA
authentication:. WWW-Authentication, AuthorizatiorRroxy-Authentication and
Proxy-Authorization. Proxy-Authentication and PreXythorization are used when a
proxy demands authentication before forwarding assage. The WWW-
Authentication header is used when authenticatinghé server that will deliver a
service. When a Proxy receives a request for aegied domain that is not
authenticated, it responds with a 401 (Unauthojized407 (Proxy Authentication
Required) which contains the WWW-Authenticate headlee mandatory fields for
WWW-Authenticate header are realm and nonce, wdptigonal fields are domain,
opaque, stale, algorithm, gop-options, and authspaihe client needs to respond to
this challenge by using the Authorization headermt@aing credential information of
the client. The mandatory fields of Authorizatioeakders are: username, realm,
nonce, digest-uri, response; while optional fields: algorithms, cnonce, opaque,
message-qop, nhonce-count, and auth-param. Bellowsngn example of UA
registering with a SIP proxy.
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SI P/ 2.0 401 Unauthori zed

Via: SIP/2.0/UDP 147.214. 160. 103: 5061; branch=z9hG4bK41. 682c. 0

To: <sip:tung@u der. se>;tag=129e870-705c. 16

From <sip:tung@u der.se>;tag=2389114-705c.0

Call-1D 72ae-a7c-2cd60@47.214. 160. 103

CSeq: 28765 REG STER

Max- Forwar ds: 70

Server: Ericsson- Sl P-Core-Reference-Server/ CXC1328365R1A010
WA Aut henti cat e: Di gest

real n¥"wi der. se", nonce="3ce60b9f 3e5b03ab682c2583h50d1lca",

al gori t hmeNMD5, opaque="d069d2b65984c25d872137ec2e583035", qop="aut h", st

al e=f al se

REAQ STER si p:wi der.se SIP/2.0

Via: SIP/2.0/UDP 147.214.160. 103: 5061; branch=z9ht4bK42. 682c. 1

To: <sip:tung@u der.se>

From <sip:tung@u der.se>;tag=22e71c4-705c.1

Cal | -1 D 72ae-a7c-2cd60@47.214. 160. 103

CSeq: 28766 REG STER

Max- Forwar ds: 70

User - Agent: PoC-client/OVAL. 0 Sl el Pner/1.08

Cont act :

<si p:tung@47. 214. 160. 103: 5061>; g=1. 0; expi r es=3600; descri pti on="Avai |
abl e"; +g. poc. t al kbur st

Aut hori zation: Digest username="tung", real n="wi der.se",
nonce="3ce60b9f 3e5b03ab682c2583h50d1ca" , uri ="si p: w der. se",
response="207f d504d0ad4ee3b351e89423f baf 09c", al gori t hm=MD5, chonce="258
3682c", opaque="d069d2b65984¢c25d872137ec2e583035", gop=aut h, nc=00000001

3.2.2 S/MIME in SIP

SIP messages can carry Secure MIME (S/MIME) [RFG268dies to provide public
key distribution, authentication, integrity protect and confidentiality of SIP
signaling data. There are two types of S/IMIME bed@ SIP: multi-part/signed that
are used to sign messages without encryption apticapon/pkcs7-mime that first
signed and then encrypted SIP message bodies. Méguires using certificates or
private keys. In multipart/signed MIME type, theeu certificate can be forwarded to
the recipient and embedded into the pkcs7-mime d&cspsignature. In
application/pkcs7-mime, it is required to know tieeipient’s public key. This often
achieved by getting the public key from a publicediory. Below is an example of
the SIP MESSAGE method that signed message by SEMIM

Contact: <sip:alice@.exanple.com5070>
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Max- Forwar ds: 70
Cont ent - Type: mul ti part/si gned; boundar y=65b6563f 5e8ef 632; \
m cal g=shal; pr ot ocol =appl i cati on/ pkcs7-si gnature
User-Agent: SIPinp.org/0.2.2 (curses)
Content - Lengt h: 1653

- - 65b6563f 5e8ef 632
Cont ent - Type: text/plain
Cont ent - Tr ansf er - Encodi ng: bi nary

H

- - 65b6563f 5e8ef 632

Cont ent - Type: application/pkcs7-signature; nane=smi nme. p7s

Content-Di sposition: attachment; handling=required;fil ename=sni ne. p7s
Cont ent - Tr ansf er - Encodi ng: bi nary

Rk b Sk b o R

* BI NARY BLOB 1 *

*kkkkhkkhkkhkhkhkhkhhkhkkkk k%
- - 65b6563f 5e8ef 632- -
3.2.3 SIP over TLS

TLS [RFC2246] can be used to protect SIP signalimgssages against loss of

integrity, confidentiality, replay protection as las integrated key-management with

mutual authentication and secure key distributiltS provides hop-by-hop security

between UAs and proxies and between proxies andiresq a public key

infrastructure for handling certificates. [RFC326&puires the use of TLS for SIP

Proxy, SIP registrars and SIP redirect server. BeealLS provides a secure and

reliable transport layer, SIP signaling over TL$ cet run over UDP but must run

over TCP. In SIP messages, a secure SIP URI isetkfivith additional “s”, e. g.

sips.user @example.com. Below is an example of secure SIP MESSAGE method

sent over TLS with a URI having SIPS and havinglA Yeader indicating TLS is

used.

MESSAGE si ps: kum ko@xanpl e. net SIP/ 2.0

To: <si ps: kum ko@xanpl e. net >

From <sips: fluffy@xanpl e. conp;tag=03de46el

Via: SIP/2.0/TLS 127.0.0. 1: 5071;
branch=z9hG4bK- d87543- 58c826887160f 95f - 1- - d87543-; r port

Call -1 D 0dc68373623af 98a@'20uY2l zY28uc2l waxXQubmv0
CSeq: 1 MESSAGE
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Contact: <sips:fluffy@?27.0.0.1:5071;transport=TLS>

Max- Forwar ds: 70

Cont ent - Tr ansf er - Encodi ng: bi nary

Content-Type: text/plain

Date: Sat, 19 Feb 2005 00:48: 07 GMI

User-Agent: SIPinp.org/0.2.5 (curses)

Identity: qKUEW/gss+FOpQHICyar b8l MoDhldlgi 1Aq51t y61bO+tug5ZQzo31xn
MAFHUe Ot zNVoy Of maUY2dl EW2i ZI G 5SEWBRF5hGNOf 0y 39i CRqQGEAE
B4UGbocUW4ARzgXf K3Dur | e/ 66r kyCaLPJQ pzgA+qW nQyt SuzewhDr D
FRr CBQ=

Content-Length: 6

Hel | o!
3.2.4 SIP over IPsec

IPsec [RFC2401] provides security at the netwosledalPsec can be used for hop-
by-hop or end-to-end security that provides auibatibn, integrity and
confidentiality. The IPsec implementation is indegent of SIP since it operates at
network layer. However, IPsec is usually used ftirsg up long-lived connections
between SIP proxies or between SIP proxies and UPsec has two protocols that
provide security services: Authentication HeaderH)Ais responsible for
authentication and Encapsulating Security Paylo&$P) that supports both
encryption and authentication. To setup a secunaexion, IPsec creates a Security
Association (SA) that contains the secret key, rdtigms, IP address, IPsec protocol
(AH, ESP) and Security Parameter Index (SPI). Nii# each SA is one-way
relationship, to set up bi-directional securityttbeender and receiver need to initiate
SAs with each other. There are two modes of operatin IPsec: transportation mode
and tunnel mode. In transportation mode, IPsecrt;isn AH or ESP header and
applies their security mechanism on certain pdrthe original IP packets. In tunnel
mode, IPsec encapsulates the whole IP packet indavgoacket with a new IP header,
and AH or ESP to provide security mechanisms. Trarisnode normally operates to
secure direct communication between two endpoii¢eviunnel mode is often used
between two intermediate gateways. In WIDER, IHAseapplied in tunnel mode to
connect the field network with the office netwonkto connect dial-up users in order
to provide both secure data and voice.

In IPsec, key management can occur automaticallymanually. Automatic key

management is used for large environments that adadye number of SAs. Internet
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Key Exchange (IKE) is used by default for this caskE has two phases: Phase 1
negotiates SA (i.e. ISAKMP SA or IKE SA) and proxach party’s identity. Phase 2

negotiates an IPsec SA (i.e. ESP or AH) so tissicaire connection is established.

IPsec sessions can be set up by SIP UAs. [J. djrinikoduces a novel way to set up
IPsec session using a SA embedded in a MIKEY [RBOB&essage within a SIP
MIME payload. His approach adds two IPsec SAs amallPsec policies in MIKEY
messages and defines a MIME content-type applivatikey.

3.3 Media Security

VoIP and real-time applications use the Real-timangport Protocol (RTP)
[RFC3550] as a transport protocol for packet voarel other real-time data. In
conjunction with RTP, the Real-time Transport CohtProtocol (RTCP) (also
defined in RFC3550) is used to provide feedbaclangigg the quality as seen from
the receiver and sender. The media layer (convay®&ITP packets) often travels in
one way and without protection, hence it is congideeasy to be eavesdropped,
injected of forged content or modified of packeisdiegrade voice quality. However,
due to restrict real-time requirements, these paciee sensitive to delay and jitter
and are therefore transmitted over UDP, thus alg smme security mechanisms are
suitable for protecting the media layer. Theseudel SRTP (Secure RTP), IPsec,
RTP over DTLS.

3.3.1 Secure RTP

Secure RTP [RFC3711] is an extension of the RTPfilprahat provides
confidentiality, message authentication, and replayection to both RTP and RTCP.
SRTP adds two fields: a Master Key Identifier (MKdnd a MAC (Message
Authentication Code). MKI is optional field thatedtifies the master key from which
the session keys were derived. The optional MAGa isryptographic checksum
computed over the header and payload of the RTRepatt protects the packet
against un-authorized modification. Secure RTCeoisstructed as the same way as
SRTP but MAC is mandatory field. The reason is totgrt against an attacker
modifying packets to teardown a session, for exampf sending a BYE in an RTCP
packet. Figure 18 shows the layout of both the &e®&II'P packet and the Secure
RTCP packet.
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\% | P | X | CC | M | PT | Sequence number

V| P|X|RC[M]| PT=RR Sequence number

timestamp Sender info 4
Synchronization source (SSRC) identifier | | ... S

- Contributing source (CSRC) identifiers Report block 1 3 %
[0} =l L
§ ............ g .E
= RTP header extension (optional) Report block 2 Q g
= I e ) 3
E: 2 RTP payload

= 1 N () v v

5 E SRTCP index

| RTP padding| RTP pad count
SRTP master key identifier (MKI, optional)
Authentication tag (recommended)

SRTCP master key identifier (MKI, optional)

Authentication tag (recommended)

a. SRTP packet b. SRTCP packet

Figure 18. SRTP and SRTCP packet
SRTP encrypts the payload of an RTP packet, thautteéncryption algorithms is

Advanced Encryption Standard in Counter-mode (AHRY In the case of UMTS,
AES-f8 mode is used. Figure 19 illustrates thergrion of an RTP/RTCP payload
with AES-CTR mode.

IV = F(salt_key, SSRC, pkt_index)

128 bits v
A
128 bits Encr ke % Keystream generator
&Y AES-CTR
RTP/RTCP Payload :@ > Encrypted payload

Figure 19. Encryption of RTP/RTCP payload with AES-CTR mode
SRTP use of AES-CTR has several advantages: thetrkayn can be pre-computed
even before sender’s payload arrives (thus reducorgputation delay and can be
used in lower processing equipment). In additidre stream cipher encrypts the
payload without needing of any additional paddimgjke block encryption. AES in
counter mode acts akaystream generat@roducing a pseudo-random keystream of
arbitrary length that is applied in a bit-wise fiashto the RTP/RTCP payload by
means of a logical XOR function, thus working aslassical stream cipher. AES
itself is a block cipher with a block size of 128kand a key size of 128, 192, or 256

bits. In order to work as a pseudo-random genefsi&S8 is loaded at the start of each
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RTP/RTCP packet with a distinct initialisation vac(lV) that is derived by hashing a
112 bit salt_key, the synchronisation source idient(SSRC) of the media stream,
and the packet index. Encrypting this IV resultamoutput of 128 pseudo-random
bits. Next the IV is incremented by one and agaicrygted, thus generating the next
128 bits of the keystream. By incrementing the By increments of one as many
keystream blocks can be generated as are requiredctypt the whole RTP/RTPC

payload. Any remaining bits from the last keystrdaotk are simply discarded.

SRTP uses HMAC-SHA1l as the default message autlaiom algorithm. The
authentication tag (MAC) has an 80-bits lengthhasresult of HMAC-SHAL (160bits
auth_key, selective header + payload RTP/RTCP).

SRTP [RFC3711] doesiot define mechanism for exchange key management.
RFC3711 only defines how to derive the session keyn master key and IV
(Initiator Vector). Figure 20 show how session keyd authentication key derived.
MIKEY [RFC3830] and [draf-sdp-descriptions] deserithe method used to exchange
a master key, a master salt, and a host identay ¢hn be used with SRTP. The
master key has 128, 192, or 256 bits and is AE®yption key. The IV is created by

a pseudo-random function based upon: a 128 bitemastlt, a 1 byte label, and a
session key number. Labels from 0x00 to 0x05 creassion keys (e.g. encryption
key, authentication key, salt key) for both SRTH &RTCP.
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IV =f(master_salt, label, pkt_index div key_derivation_rate)

v
(128 bits)
h 4 Label
0x00 .| Encryption_key
Master_key L SRTP 128 bits
(128, 192, 256 bits) session| o0, ‘ A ke
key g 160 bits
0x02 - Salt_key
d 112 bits

Key derivation

AES-CTR

.| Encryption_key

03 g 128 bits

SRTCP

session ( 0x04 > Auth_key

key 160 bits

. Salt_key

005 - 112 bits

Figure 20. Session key and authentication key derive

Because of VolP regulations in some countries Hotvaencrypted VolP, SRTP is
still not widely deployed. There are only some IRoRe products from SNOM
(www.snom.con), Cisco (vww.cisco.comp and Minisip SIP  Softphone

(www.minisip.org that supports SRTP.

[I. Abad] has measured an implementation of semedia in VoIP calls using SRTP
that was shown to increase delay 70-80ms on a 7@0 Réntium Il laptop . | have
also implemented SRTP/MIKEY and measured the dbetyween RTP and SRTP.

These results are presented in the following chapte
3.3.2 IPsec

As mentioned before IPsec can be used for securotg signalling and media.
Section 3.1.4 gaves an overview of IPsec. WhenyagpllPsec to the media layer,
the most significant effect on QoS of VoIP is tkduction in effective bandwidth due
to the larger header (AH, ESP and a new IP headertunnelling mode) and
increasing delay by processing encryption/decryptad packets. Note that this
increased packet overhead also impacts the trasismisdelay, internal router

internal, and queueing delays thus affecting jdied overall packet delay.
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Figure 21. Comparison SRTP, IPsec and voice packet overhead
Figure 21 compares the difference in packet siazésamnormal voice packet, a SRTP
packet and a IPsec voice packet. Depending on tigerof operation in IPsec, the
voice packet dramatically increases to around ¥8sbwhile a normal voice packet
is only 60 bytes (assuming payload of 20 bytes)kcdmparison with a normal voice
packet, SRTP adds 10-12 bytes for the MKI and antitegtion tag.

Computational delay is the delay needed for enmmfdecryption of the packet
voice. Table 4 compares the computational del&yden IPsec and SRTP for secure

media.

Sender side Receiver side

delay = Dec(UDP header||RTP
header||RTP payload) +
VerMAC(ESP header||UDP
header||RTP header||RTP payload

IPsec | delay = Enc(UDP header||RTP
header||RTP payload) +
GenMAC(ESP header||UDP
header||RTP header||RTP payload
SRTP computation )

SRTP| delay = Enc(RTP payload) + delay = Dec(RTP payload) +
GenMAC(RTP header || RTP VerMAC(RTP header || RTP
payload) payload)

Table 6. Comparison of computational delay IPsec and SRTP
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3.3.3 DTLS

Datagram Transport Layer Security (DTLS) was creébesolve the issue of missing
mechanisms for UDP transport layer security. DTLBnits TLS [RFC2246] but

changes some points to make it suitable for urbigiransport:

- Like TLS, all DTLS data is carried in records.tERTLS requires DTLS records to

fit within a single datagram to avoid fragmentation

- TLS uses implicit record sequence numbers (R3dtsheplay protection. RSNs in
DTLS must be explicitly specified since records barlost or be arrived out of order.

- DTLS uses CBC mode or AES-CTR. DTLS does notvalising an RC4 cipher

stream because random access is difficult for atkegm.
- Stateless cookies in DTLS prevent a Denial o¥iSe (DoS) attack.

DTLS s still a work in progress [draft-rescorldsg, but it has been implemented on
OpenSSL[www.openSSL.org] and the popular SIP  StadResiprocate

(www.resiprocate.ofg DTLS has advantages over IPsec because it ig ®as

implement from an application point of view. In cpare with SRTP, DTLS is
independent of other protocols as it does not o@lyRTP or other protocols for key

exchange.

3.4 Key management

Key management provides a mechanism to negotiate &ed security associations
between communicating parties. Depending on thexmamcation environment, there
are many key exchanges standards: MIKEY, ISAKMP,GgDetc. In a SIP/VolP

environment, MIKEY is recommend because of its glegjoals which facilitate real-

time multimedia applications.
3.4.1 MIKEY (Multi-media Internet Keying)

MIKEY is the key management protocol for multimedi@nmunications. MIKEY
was purposely designed for use in a wireless enmient to minimize the number of
round trips, hence minimize delay, consume Ilow badih, require low
computational cost and have a small memory foatpkiitKEY is an independent key
exchange protocol that can be embedded in SIP &@#8.HThe scenarios for key
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exchange in MIKEY can be peer-to-peer, one-to-mamg small-size interactive

group.

MIKEY introduces some new concepts for setting uprygpto session. The first is

Traffic Encryption Key (TEK) that used as a madtey for creating session keys

(encryption keys, authentication keys, salt key@gcond is TEK Generation Key

(TGK) that is used as a kernel to generate the Th€e that one TGK can generate
multiple TEKSs to serve in multiple media sessioii®. have the same Crypto Session,
each side maintains a Crypto Session Bundle (C8&) has common TGKs and

security parameters. To agree upon a single TGK tilo parties authenticate each
other by sending credentials that are encrypteti wishared-secret, public-key, or
Diffie-Hellman. After the same TGK is establishea@ch side generates a TEK using
a derivation function and then uses this TEK torgpicand authenticate the session.
Figure 22 illustrates the MIKEY key exchange and/lioapplies to SRTP.

Initiator Receiver

1 .
2 N
CSB » CSB
Key transport/exchange 3 > Key transport/exchange
4 .
rGKk : : TGK
| Security |
X | protocol
arameters ivati
SRTP Master key | p oolicy) | TEK derivation [4——CSID
1. Pre-shared key I I TEK
2. Public-key encryption | A 4
3. Diffie-Hellman protected by A 4 A 4 Data SA
public key SRTP Crypto Context
4. Diffie-Hellman protected by
pre-shared key and keyed hash
\ A
Crypto Session
‘ SRTP Streams (Security Protocol)

Figure 22. MIKEY operation
RFC 3870 does not specify the transport protocat ¢carries the MIKEY message. In
implementation, MIKEY is embedded in the body ofSEP message with a new
attribute a=key-mgmt: mikey [draft-kmgmt-ext] inetisIP INVITE method.

Even with only one round trip time to set up the lkexchange, MIKEY still adds
additional delay, especially when using public kagd Diffie-Hellman. The effect of
key management during call establishment was exanimé¢J. Billien]. Applying SIP
security, particular when using Diffie Hellman keyxchange, J.Billien et al. shows

that an additional approximately 80 ms is requil@dthe calling delay and answer
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delay for call establishment. This delay will beahwsmaller if pre-shared key is used

instead.

3.5 VoIP Security solution

A complete Secure VolP solution requires securesjRaling, secure media and a
secure query of a DNS server. Figure 23 is a soiutihat demonstrates a security-

enhanced SIP trapezoid.

InbouProxy

Server \ SIP over TLS
Y- 4

Laptop

Media (SRTP)

User
Agent B

Figure 23. Secure SIP trapezoid
3.6 Firewall/NAT

Firewall and NAT challenges current implementiorisMoIP over data networks.
Firewall strictly controls incoming and outgoingffic to protect the network from
unauthorized access. Typically, firewalls onlyowlloutgoing traffic that originates
from a trust zone and allows incoming traffic (fraun-trusted zones) only if the
session is initiated from a computer in the trustede. VolP, on other hand, needs to
support two way communications thus the initiatan doe in either a trusted or
untrusted zone. In addition, VoIP separates theadiigg and media, use dynamic port
numbers for the media over datagram; however, eavéil will normally block all
incoming datagrams other than those to some welvknports to prevent from
Denial of Service attacks (DoS). Opening ports YoiP traffic means opening a
pinhole during the network is insecure but mayabeeptable for a short time, for

example, during a session. An desirable solutiothi® problem must allow secure
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two-way communications without changing the firewales or reducing firewall’s

security level.

Today, NAT (Network Address Translation) [RFC163%] considered the most

obstacle to the deployment of VoIP in data netwoAT was created to ease the
shortage of IPv4 address. To do so, NAT devicesréohnect between private and
public networks. The NAT translates private IP &ddrand port number into a public
address (globally routable) when traffic traverses the private to public networks.

The problem NAT causes in two-way VoIP calls ocduesause we need to know the
IP addresses of both end-points for both transmgitthedia and signaling. However,
because the endpoint behind a NAT has private ootable IP address, the

connection will fail. Depending on the type of NAfhere are various solutions to this
problem. There are 4 types of NAT defined in [RFE34

Full Cone: A full cone NAT is one where all requests from theme internal IP
address and port are mapped to the same exterraldiess and port. Furthermore,
any external host can send a packet to the intémst, by sending a packet to the
mapped external address.

Restricted Cone: A restricted cone NAT is one where all requestsnfrthe same
internal IP address and port are mapped to the sateenal IP address and port. But
unlike a full cone NAT, an external host (with IBdaess X) can send a packet to an
internal host only if the internal host had prewlyusent a packet to IP address X.

Port Restricted Cone: A port restricted cone NAT is like a restricteched\NAT, but
the restriction includes port numbers. Specificadlly external host can send a packet,
with source IP address X and source port P, tartteznal host only if the internal
host has previously sent a packet to IP addressdart P.

Symmetric: A symmetric NAT is one where all requests from #aene internal IP
address and port, to a specific destination IPes$dand port, are mapped to the same
external IP address and port. If the same hostssanpacket with the same source
address and port, but to a different destinatiowlifeerent mapping will be used.
Furthermore, only the external host that receivpacket can send a UDP packet back

to the internal host.

The following are some current proposals to addites®NAT and Firewall problem:
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e Universal Plug and Play (UPnP)

* Simple Traversal of UDP Through NAT devices (STUN)
« RTP Relay (TURN)

» Application Layer Gateway (ALG)

e Middlebox Communication (MIDCOM)

e Session Border Controller (SBC)

e Interactive Connectivity Establishment (ICE)

Tunneling techniques
3.6.1 UPnP

UPNP [UPNnP 1.0] was created by Microsoft to all@twork devices to discover and
configure other network components, including Urm@bled NATs and Firewalls. A
UPnP-enabled client queries the NAT via the UPnégool to map a particular
public IP address:Port to the client’s IP addresd:Prhe client can than modify the
SIP/SDP message use this new mapping IP:Port topsito-way communications.
Today some products support UPnP such as: Zulty$®8 phone
(www.zultystechnologies.com), SNOM’'s 105 IP phomew{.snom.com), and
Hitachi’'s WirelessIP5000 (www.hitachi.com),

3.6.2 STUN

Simple Traversal of UDP Through NATs (STUN) [RFC9%8s aclient-server
architecture that cadiscoverspublic IP:Port mapping and also determines the NAT
type. A STUN client sends a request with severatapaters: RESPONSE-
ADDRESS, Change IP, and Change Port. A STUN seesgonded with the mapped
IP: Port in RESPONSE-ADDRESS. Depending on thesfl@gange IP and Change
Port, STUN will answer with different IP and Poralwe. The STUN client can
determine after receiving enough responses fromNs§erver if the client is on a
public Internet, behind a firewall that blocks UDdnd what type of NAT it is behind

(if any).
Many current clients and SIP phones support STUbghsas: eyeP’s Media

(www.eyepmedia.coip XTEN’s X-lite (www.xten.con), SNOM’s IP phone
(www.snom.conp Cisco’'s ATA (www.cisco.con), HotSIP {(vww.hotsip.con),
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SIPURA’s SPA-2000 ATA JWww.sipura.conp and Leadtek’s BVA Series

(www.leadtek.com).

3.6.3 TURN

One of STUN's flaws is that it does not work formayetric NATs. IETF has
proposed Traversal Using Relay NAT (TURN) [draftrjuas alternative solution to
solve the media traversal problem for symmetric NATURN relies on a server that
is inserted in the media and signalling path. TIUlRRN server is located either in the
customers’ DMZ or in the Service Provider's network. A TURN-erebISIP client
sends an exploratory packet to the TURN serverchvhesponds with the public IP
address and port (used by the NAT) to be usedhisrsession. This information is
used in the SIP call establishment messages ansubimequent media streams. The
advantage of this approach is that there is nogdhanthe destination address seen by
the NAT and, thus, symmetric NAT can be used. Feftpeones and hardphones
support TURN, such as: eyeP’s Mediawiv.eyepmedia.coin SNOM’s IP phone

(www.snom.com)

3.6.4 Application Layer Gateway (ALG)

If Application Layer Gateway (ALG) software is endoed in the Firewall/NAT
device, then it can understand the relationshigzvéen signaling messages and the
media streams. It can dynamic control the NAT/Fakviby opening ports and re-
writing SIP/SDP message or map between a privataddiess:Port to a public IP

address:Port.

A number of products implement ALGs for SIP, such duniper's Netscreen204
(www.juniper.con), Intertex’s IX66 (vww.intertex.s¢ and Ingate’s Firewall 1600

(www.ingate.com).
3.6.5 Middlebox Communication (MIDCOM)

Middbox Communication (MIDCOM) [RFC3303] utilizesdvice that is outside the
Firewall/NAT to control the Firewall/NAT for VoIPMIDCOM performs the same

role as ALG (i.e. parses VoIP traffic and instrutie firewall/NAT to open/close

! DMZ: Demilitarized Zone, in computer networkingually meaning a subnet that sits between
trusted internal network (private LAN) and unstagsexternal network (public Internet).

49



ports via MIDCOM protocol). The IETF MIDCOM WorkinGroup is in the process
to standardizing the MIDCOM protocol.

3.6.6 Session Border Controller (SBC)

A Session Border Controller (SBC) is an all-in-odielP solution that alleviates
configuring the NAT/Firewall from client’s side. 8BC is a dedicated appliance that
provides the following services: Firewall/NAT trasgal, Call Admission Control,
Service Level Agreement monitoring, and protocdeilworking. A SBC typically
includes a Signaling Proxy that acts as a highoperdnce Back-to-Back User Agent
(B2BUA) and a Media Proxy that acts as a transmiplor RTP/RTCP media stream

between UAs.

Some SBC products on the market are Newport Nesvdtk06 (vww.newport-

networks.cony Netrake's nCite Www.netrake.coryy Data connection’s DC-SBC

(www.dataconnection.com).
3.6.7 Interactive Connectivity Establishment (ICE)

Interactive Connectivity Establishment (ICE) [drafe] is a methodology for NAT
Traversal. ICE makes use of STUN, TURN, RSIP, oDMOM. ICE lists all
supported NAT traversal protocols in preferenceepahd use them to see if a host or
port are reachable. In short, ICE defines 8-stepset up two-way communication:
Allocation, Prioritization, Invitation, Allocation, Verification, Affirmation,
Verification, and Communication. An ICE-enabledleafirst allocates its resources
and collects server information (STUN server adglréddJRN, MIDCOM). After
order according to preference, ICE sends a SIP TMinessage. The SIP INVITE
will hopefully reach the callee by some mechanigfidRN, SBC etc). Then the
callee first does the same Allocation step. Thesdhllee can verify how this caller
can be reached. The callee sends an affirmatitindigddresses it allocated in the
200 OK message. Now the caller checks which adesease callee reachable in

priority order and sends ACK via that path. Fin@bdmmunication can commence.

ICE is currently a work in process; however, thare some applications supporting
ICE. These include softphone and IP Phone: M2%&p8one (vww.megapin.cor))
SNOM'’s 360 (www.snom.con), and XTEN’s eYeBeam (www.xten.com)
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3.6.8 Tunneling Techniques

VPNs can also solve NAT/Firewall problem, espegiédr corporate networks where
the SIP server is located in the Intranet. Anotheneling solution is to use HTTP’s
port (80) to carry voice and signaling traffic. Pl detects the type of network and
changes its method to transfer media from UDP t® T€ven using port 80) if users
are behind a port-restricted NAT and UDP-restrictieewall [S. A. Baset]. Both
caller and callee in this case can send and recaie traffic to and from another
Skype user (the later having a public IP addreHsis model can take advantage of
distributed RTP Proxies (i.e. the third Skype ugdro acts as a media proxy.

Table 6 compares the advantages and disadvanthgbeswe NAT/Firewall traversal

solutions.
Advantage Disadvantage
UPNnP | -Works in 4 types of NAT -Needs a router/firewall support UPnP
-No change of infrastructure | - Don’t work with cascaded NAT
- Lower delay, P2P - Opens a pinhole in firewall/router
- Suitable for residential use | - Not suitable for corporate use

STUN | - Gathers Information about the Doesn’t work for symmetric NAT

type of NAT - Needs a STUN server and client

- Lower delay, P2P - Doesn’t work if both clients are behing

- No change configure on NATs
Firewall.

ALG | -No configuration on client sidg - Not many firewall support this

- Doesn’t create a security hole - Requires a high performance statefull

- Lower delay, P2P firewall
TURN | - Supports all types of NAT - Large delay due to RTP Relay
- No change of infrastructure | - Not many available TURN clients or
servers
SBC - Support all types of NAT - Expensive

-No configuration on client side - Large delay due to RTP Proxy

Table 7. Comparison of various firewall/NAT solutions

! www.skype.com

51



4 Method and Implementation

This chapter describes secure WIDER solution, tiohit@cture of our VolP/PoC

client, and the design and implementation of aevolP system.

4.1 Secure WIDER network

The WIDER network is the field network that prowvsdghared local communications
and Internet access in a disaster and emergenpggnss area. The WIDER network
is divided into two parts: WIDER core and WIDER gamWWIDER core connects to
several relief organization head offices via sdéelinks and connects to WIDER
camps via point-to-multipoint wireless links. ThelMER service provides shared
communication including: Instant Messaging, VolRidé Conferencing, Bulletin
Board, Web services, FTP, and Proxy. Nodes atNHRER camp access WIDER
services and the Internet via Access Points orched that connects to the point-to-
multipoint wireless links. Because of the sensitinrmation to be communicated
regarding transport and logistics, the WIDER nekwmgeds to be well secured.
Such a secure WIDER network includes secures frags of wireless link:

1. Securing access network from nodes to/from thes&deeint

2. Securing the point-to-multipoint wireless link

3. Securing the satellite link.
Previously WIDER has used IEEE 802.1x EAP-TLS antication and WEP
encryption in the access network. The local wireleks use WEP encryption. There
was only a NAT box and no firewall protecting WIDERternal network. The
assumption was to leave security functions to #iellde operator for the connection
to the satellite. Figure 24 shows this prior WID&®tution.
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Figure 24. WIDER solution version 1E
We have worked on re-design WIDER to be more secume robust and, and to

better support mobility. This including:

o Adding hardware firewall to protect WIDER while gcwmtted to a
satellite link.

o Configure it to enable SIP/VoIP traversal over NRiféwall.

o Separate VLAN traffic for voice and data to ena@leS based on a
VLAN, thus providing specific QoS by type of traff{voice or data).

o Configuring a VPN to support dial-up VPN and anfie2Camp
VPN.

o Enable EAP-TLS and EAP-TTLS to support both mop#ind easy of
login with username/password.

Figure 25 show this enhanced WIDER solution.
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Figure 25. Current WIDER solution

We use Juniper's Netscreen204 firewall that hasiét-im ALG. As described in
section 3.5.4, the ALG parses each SIP messagamo Which ports will be used for
media transmission; it then creates a pinhole ligg SIP session. The following

information is needed by the SIP ALG to create saipinhole.

— Destination IP: The parser extracts the destinalf? address from the c= field in

the media or session level.

— Destination port: The parser extracts the destingport number for RTP traffic
from the m= field and calculates the destinatiort pomber for RTCP afRTP port

number + one

— Lifetime: This value indicates the length of tinie seconds), during which a
pinhole is open to allow a packet through. A paakety go through the pinhole

during its lifetime. When the lifetime expires, tis8P ALG removes the pinhole.
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After a packet goes through the pinhole within tifietime period, the SIP ALG
removes the pinhole for the direction from which gacket came.

Figure 26 illustrates a call setup between two Slients and SIP ALG creates
pinholes to allow RTP and RTCP traffic.

SIP Client A =S SIP ClientB
1.1.1.1 MetScreen Device P siPrroxy 2222
Trust Zone Untrust Zone
2. Perthe

1. Client A sends an “INVITE request destined SDP, the
for Client B to the SIP proxy through port SIP ALG
5060 on the NetScreen device e
SDP: 1.1.1.1:2000 (IP address:port number) pinhole for
g 1.1.1.1:2000 3. The SIP praxy forwards the “INVITE” request
to Client B
i 4. Client B replies to the SIP proxy with a
5. The SIP proxy forwards the “Rin |nﬁ" “Ringing” response
respanse from Client B to Client A through -
port 5060 on the NetScreen device e —
- 7. Perthe
SDP, the
?!Eaﬁal;(;a 6. Client B sends a “200 OK" re%ponse to the
inhole for SIP proxy in reply to the INVITE request
8. The SIP proxy forwards the “200 OK" 2 2.9-3000 SDP: 2.2.2.2:3000 (IP address:port number)
respanse from Client B to Client A through the - 5 -
Rt NetScreen device
9. Client A sends an "ACK" response destined
for Client B to the SIP proxy through port 5060
on the NetScreen device 10. The SIP proxy forwards the “ACK" response
- to Client B
11. Client B sends media (RTP/RTCP traffic) to
Pinhole 1 client A through pinhole 1
12. Clllientg shends':ﬂe.dﬁl ER'IZ'P."RTCP traffic) to
tEt
clien rough pinhole Pinhole 2 N
—— :_

Figure 26. Call setup established via Netscreen Firewall
We make an assumption that VoWiFi equipment witlgably be used in WIDER in
the near future, so a separation between data@oe i necessary (as recommend by
NIST* [NIST 800-58]). VLAN is a good solution since warckeep a high security
level and increase QoS priority for voice traffilde consider each relief organization
will use one VLAN. Specifically VLAN uses only faoice via a VoWIFI phone. The
RADIUS server controls authentication and authdira The user account for this
VLAN is saved in database (MySQL) and a flatfilextt file) at the RADIUS server.
Users log in to the WIDER system via port-basedhentication 802.1x in EAP-TLS
and EAP-TTLS. After successful authentication, aker receives a VLAN IP address
issued from a DHCP server. Because of centraleatitation, users in one relief
organization can utilize the same VLAN even whileving around different camps.
We implemented self-signed certificates for porsdzh authentication. Each user
needs to install a copy of the server certificatel aser certificate in case using
802.1x EAP-TLS and download a server certificateenvlising 802.1x EAP-TTLS.

1 NIST: National Institute of Standards and Techgglo
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Microsoft's Windows XP, Windows 2000, Windows Mabi2003 (efaul) supports
EAP-TLS. To enable EAP-TTLS, users can install fig@en source SecureW2 client
(www.securew2.com). Most of latest VoOWIFI phonesoadupport 802.1x.

VPNs are used by people in the home office to actes field network. This helps
the home office latest update from the field. Frarmaple, a home office user can
remotely participate in conference or access abdata of missing people. We
configured a dial-up VPN using IPsec mode ESP,qushmared IKE ID. Site-to-site
VPNs are not yet implemented due to lacking ofwak equipment to test.

Currently local and point-to-multipoint wirelessiis are encrypted using WEP. As
described in section 3.1.4, WEP is insecure. Infalere, wireless equipment should
be updated to support WPA or 802.1i.

Beyond set up and configuring secure WIDER solytibrhave developed and
implemented a Secure VoIP client. Thus the WIDERitgm includes a complete

secure voice and data network.

4.2 Secure VoIP client

4.2.1 Platform
Relief workers in a disaster area need a simpsesa and reliable VoIP that can help
them effectively communication. We searched forogen source client that could
make it easy for end-user. However, there was maipgn source VolP client running
on the Microsoft’'s Windows operating systems thastrend-users would require.
Therefore, we decided to select the SlelPner Vae/Rest client. SlelPner is a test
client from Ericsson’'s PU IMS department. It runs Windows and is a fully
functioned as VolIP client. Moreover, it includesPash-To-Talk feature that can
alleviate the issue of delay while communicatingrolng distances such as satellite
link.
The Sleipner architecture bases on a SIP stackdcaIP. The eSIP stack is a cross-
platform library that developed by Ericsson tport applications using the SIP/IP

core. Figure 27 illustrates the eSIP stack archite.
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Figure 27. ESip architect
eSIP Stack is divided into four layers as definedRFC 3261: network layer,

transport layer, transaction layer, and dialog layeBetween each layer, an
abstract interface is implemented so that diffemraiementation can be added to
the stack. For example, Sigcomp could be added dsztwthe Network and

Transport layers.

Sleipner architecture also consists of four layeBaphical user interface
components (GUI), control layer, proxy layer, anfllRe stack wrapper layer.
Figure 28 shows the high level architecture oflF8ier client

| Graphical User Interface | GUI

User Call Control Media Control

Registration Proxy| Call Control Proxy Proxy

| Esip Stack Wrapper | Wrapper

Figure 28. High level architect of SlelPner client

The GUI receives and sends message to control igedpbutput layer over the
Windows Message Queue. The control layer handlés d&0oIP controller and a
PoC controller. These controllers use their own imedesources for
communication and activate their media throughnigelia manager class. Figure
29 shows the design of a module controller foredFSier client.
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Figure 29. Media controller architect

The eSIP stack wrapper provides a wrapper fundtiothe eSIP stack. The proxy
layer provides the dynamic handling of differentveze types, by forwarding
messages to the correct Call Control function.

4.2.2 Secure VolP design

As mentioned in the previous chapter, secure Votudes secure signaling, secure
media, and a mechanism for key exchange betweenpeeos. After researching
available on the market SIP servers, we have seanmost SIP servers do not
support TLS. This makes it difficult to implemenécsire signaling. Our VolP
implementation would be vulnerable if we used SD#eusity Description to carry
key authentication in a SIP message without pretestgnaling. For that reason, the
implementation was changed to use Secure RTP MiKgY in order to secure the
VoIP client. In addition, | designed four securagptions so that the end-user could
customize their security level.

The lowest level is no security for VoIP. This makepossible to call any other SIP-
based VolP client. The second option has builteicusity function, where the master
key, the salt, and the MKI are pre-defined and geed by a strong random number.
Information about using built-in security functiorss carried by SDP message with
the new attribute: a=encryption:default. The adagat of this feature is that it
provides security between SlelPner clients. ThasSkelPner user does not need to
know share-secret or exchange certificate befor&kingaa secure call. The
disadvantage is that it is not highly secure siheemaster key is fixed, and it cannot
communicate with other client. The third and fouoitions use MIKEY and SRTP
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with a shared-secret and a public key. It provided-to-end VolP security if both
peers have a shared-secret or certificates. Ome\diatage of a shared-secret is that
if you have different shared-secret with differgreters, then the end-user will not
know who will call them with a correct shared-sédmey. A warning box is displayed
that tells the callee about the caller’s identiilwa. The callee then can know who is
calling in order to use the appropriate sharedetdaey. Public-.key will not have
same problem as a shared-secret. However, in pkéjic PKI is required to certify
that the embedded certificate in SIP is correce thplementation simplifies this by
having the client automatically generate a cedtécwhen it executes for the first
time. A certificate embedded in a SIP message reayltrin a large message (i.e.
more than 1440 bytes) that causes SIP over UDPniatation. Figure 30 illustrates
the security options in SlelPner that users cagcsel

Sleipner - Profile Properties - an x|

User I edia KeyRing |Timers| Pal I .-’-'-.dvanu:edl Trace I

— k.ey Ring bManagement

widerse an

Realms Delste |

— WalP Security

" Default enciyption and authentication

xxxxxx

{* Shared-zecret I

= Certificate I..-"an.pem

k. I Cancel Apply

Figure 30. Security option in Secure SlelPner

The Ericsson Research’s SRTP- MIKEY library hasnbeedified to integrate
with SlelPner. Figure 31 shows the security clasgeSlelPner. Two classes were
added to eSIP stack: SrtpPacket and CryptoConSitPacket is derived from
RtpPacket class purposely encrypt RTP packets dddaa authentication tag.
CryptoContext is the class that provides a basrptorcontext to the SrtpPacket

class to encrypt packets. VolpAudioModule is theassl inherited from

59



CMediaModule that handles VoIP media sessions. S&dRlass is responsible all
security functionality. It adds a MIKEY message t8DP when the

VolPAudioModule generates SDP. The VolPsec clasdsis used to encrypt and
decrypt the RTP streams in the VolPMedia classe@i®Manager queries the
VolPsec class in the SDP Negotiation class toaizé the MIKEY message and

send back a MIKEY response.

CMediaManager RipPacket
(from SMedia) (from ESip)
@AUDIO_PORT : int = 4900
@VOIP :int=1 /
@POC :int=2
Bim iType :int
 — "
S$iCMediaManager() — CVoIpAudloModuIe
$-CMediaManager() (from SMecia)
Fnitialize
’SelPocS(l)ateInIerface() <<enum>> ScvolpAudioModule()
SPreStartMedia() ENCRYPT_FLAG $-CVolpAudioModule()
SstartMedia() (fom SrtpPacket) | [————————] Sinitialize()
SUpdateMedial() SMessageHandler()
SstopMedia() S<<virtual>> medialnterfaceLocal Sdp()
$GetSupportedSdp() :<<virtuaJ>> medialnterfaceRejectOffer()
S GenerateNewOffer () <<virtual>> Stop()
§GetChoosenScpl) -m_mediaManager -m_v olpAudioModk s < irtual>> PresStart)
$UpdateC hoosenSdp() - = <virtual>> Update()
$GetRemoteSdp() VolPSec S<<virtual>> Start()
B SetRemoteSdp() (from SMedia) S<<virtual>> Talk)
'SetNeg otiatedSdp() GCSSENDER : CString = "sndid" B<<virtual>> StopTalk()
SGetNegotiatedSdp() GeSRECEIVER : CString = "revid” S GetSupportedSdp()
S GetDefaultSdpWithoutMedia() Bm_init_cert_lenb : int 8 GetChoosenSdp()
SiNegotiateSdp() &im_respond_cert lenb :int $UpdateChoosenSdp()
SLocalMediaCompleted() B%m initiate_MIKEYpublic_key_lenb : int Wz SGetType()
$Chang eMediaType() Bm_cslocal_ip : CString m selurd 5<(<)I jrtual>> UpdateMediaPort()
SGetMediaType() M_V OINER&_sender_stream id : int = g etVOIPSEC()
$Talk) Bm_responder_stream_id : int
$StopTalk() Bm_isVolPSec : bool
SUpdateL ocalMedialnformation() B3m_wipsec_mode : int
$UpdateN egotiatedM edialnformation() Bm_isinitiator : bool
$GetMedialnformation() BENumberOfKeys : int = 2
SisPortUsed
¥y etVOIPSE(()Z() S\olPSec::VolPSec()

SVolPSec::~VolPSec()

SgetinitiateMIKE Ypayload()

$getRespondMIKEY payloady()

SgetinitiateMIKE Ypublic_key()
$getRespondMIKEYpublic_key()
SgetinitCertPem()

$getRespondCertPem()

SsVolPSec()

$getVolPmode()

SsetVolPmode()

Ssetinitiator()

SsetVolPSec()

ScreateDefaultSA()
ScreateRespondMIKEYshared_key()
SicreatelnitiateMIKEYshared_key()
SVolPSec::createCryptoContextMIKEYshared_key()
SVolPSec:createlnitiateMIKEYpublic_key()
SicreateR espondMIKEYpublic_key()
SVolPSec::createCryptoContextMIKEYpublic_key()
SVolPSec::createRespondCryptoContextMIKEYshared_key()
SdeleteCryptoContext()

SinitCryptoContext()

Figure 31. Secure SlelPner class design
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4.2.3 SIP and MIKEY

MIKEY is carried in a SIP message following the dgline in the draft “Key
management extensions for Session Description €0bi{&DP) and Real-time
Streaming Protocol (RTSP)” [draft-kmgmt-ext]. A leal packages a MIKEY
message in the INVITE message with attribute: agrigmt: mikey. The MIKEY
message can be part of a session where SRTP grtitecall streams or simply at
the media level where SRTP protects a single medission. To prevent
downgrading attacks by SDP negotiation, we do Hotvathe SlelPner client to
generate a media offer with both security and remusty. End-users have to
explicitly select a non-secure option if they wamparticipate in non-secure calls.
Re-keying is not yet supported in our implementgtibowever, it should be
included in any re-INVITE messages.

4.2.4 Interaction with non-secure VoIP client

If a secure VoIP client originates a call to a s&eure VoIP client, then the non-
secure VoIP client will not understand the attrédbat= keymgmt: mikey . As
defined in SDP [RFC3237], a non-secure client igilore the unknown attribute;
and will send back 200 OK message without the kewtngttribute and an
optional warning code 306 “Attribute not understodsince there is no standard
for handling this event, and for compatiblity wittceiving 200 OK messages, we
propose the call should continue with the callexdsay an ACK message.

If non-secure client is the caller, then a seclientafter parsing the SDP will
know that the call is un-secure. We use a warnmgtb allow the secure client to
select a non-secure option. Thus the secure aemtreject or accept the call. If
the callee chooses reject, the non-secure cliehtnet know why the call is
rejected. Therefore, we issue a CANCEL message with 305 Warning:
“Incompatible media format”. If the secure cliemicapts the call, then he knows

that the call is not secure and must evaluaters risk.

4.2.5 Implementation issues

The MIKEY message is encoded in Base@Ad sent in the SIP INVITE. The
MIKEY message is an attribute in the SDP bodyh# MIKEY message has a
line feed return (in Linux “\n”, Windows CRLF), theahe SDP parse engine will

! Base64: A data encoding scheme whereby binarydetdata is converted to printable ASCII
characters.
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consider MIKEY payload only upto the line feed asidp the rest of MIKEY
body. In my implementation, | have seen that in s@mases MIKEY includes “\n”
or CRLF . For example, certificate stores in PK8@#th file structure:

“—BEGIN ENCRYPTED PRIVATE KEY---“ CRLF

<encrypted_key> CRLF

“---END ENCRYPTED PRIVATE KEY”

Because of this, the authentication will fail. Theogram recognizes it as an
incorrect shared-secret or certificates in MIKEY ssege. | have made a

temporary solution by removing line feed(s) befeneoding the text into base64.

4.2.6 Further in Secure VoIP

Secure VoIP is still not widely deployment. One tbé main reasons is that
although SRTP is mature enough; there are mangrdiit ways of handling key
management to make interoperability difficult. MIKEseems to be the right
choice to provide end-to-end security, but stikad® time to build a market.

Lack of demand for Secure VolP and concerns fofuhwmtercept (VolP to be
considered under wiretap lalysare additional reasons limiting Secure VolP
deployment.

From the end-user’s point of view, difficulties diguration and NAT/Firewall
traversal make not only Secure VoIP but even nenrgeSIP-based VolP grow
slower than Skype’s propriety internet phone.

| propose a Secure VolP solution that reducesadngputational resources needed
to allow VoIP terminals to use machine with calleaited resources. If we
assume authorized users are trusted users, calteblack caller from the block
list that it could send to its SIP proxy. AdditidiyaUAS can accept or reject the
calls from UAC manually. Secure VolP protects slgngpand media. If signaling
between two user agents is protected by TLS, tHBnsBrver could generate a
Security Association (SA) and send both user agbetsame session key, session
salt, etc via the SDP Security description methdrdff-sdp-descriptions]. If SIP
signaling is not protected, then the SIP serverdiedt could use a shared secret
key (that used for clients to REGISTER). MIKEY cdube used to set up a
session key between user agents and the SIP séhefIP server then can send
in encrypted form the same session key and salbtto clients so that both clients

! http://itmanagement.earthweb.com/erp/article. pBp0B 71
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can initiate a secure call. This method reducesdnmeputational resources needed
for public key calculation and alleviates the cguofiation on ther client side.
However, this method requires both client and gesupport.

In the future, Host Identity Protocol (HPjould replace the IP address of the UA
in SIP. Then SIP signaling would exchange Host titlea (HI)/Host Identity
Tags (HIT) between the two user agents. Followhig they can provide end-to-

end secure communications using by HIP/SRTP.

! http://www.ietf.org/html.charters/hip-charter.html
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5 Testing, Measurement and Evaluation

This chapter describes and evaluates our measutemé&he secure client

purposely uses for relief workers in disaster atwasommunicate within their

camp or to their home office. Our testing includesasuring the performance of
VoIP over WIDER, including the VoIP delay ovetedhte networks.

5.1 VolIP Performance in WIDER

The goal of this measurement is to evaluate thaagpof the WIDER solution in

terms of the number of simultaneous VoIP. Due he timited equipment

available, we only tested the performance and Qb8nwsing a single access
point. Performance testing of a wireless bridgeutthde implemented in the
future.

Two laptops connect to the WIDER core via 1 CiscAR1100 access point.
Figure 32 shows the testbed.
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Web/Mail/IM/SIP Server
10.1.0.10

RADIUS
DNS/DHCP
10.1.0.5/16

NETIQ Endpoint

'Layer 3 Extreme 48si
10.1.0.2

U

NetlQ Endpoint
NetlQ

Chariot +

Endpoint

Figure 32. WIDER testbed for performance measurements

The two laptops are follows configured :

Compagq Presario 2500

HP NCB8000

- Pentium 4 2.4 Ghz
- 512 Mb Memory
- Windows XP Operating System

- Pentium 4 Mobile 1.6 Ghz
- 512 Mb Memory
- Windows 2000 Operation System

- DLink DWL-650 WLAN card
Q NetlQ Endpoint

- Proxim Gold WLAN card
-NetlQ Chariot Assessor and Net

endpoint

Table 8. Laptop configuration

The software used to measure performance was Ngetl@iariot Assessor
(www.netig.con). NetlQ’s Chariot Assessor emulates VolP trafiollects key

call quality measurements, and analyzes the resiN&tlQ contains two
components: a VoIP NetlQ Assessor and NetlQ endpolie VolP Assessor is a

server that creates the Test Case (TC). Each Tit@mscompiled into a script and
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sent to the NetlQ endpoints. The NetlQ endpoints these scripts to generate
VolIP flows as the real application could do. ThesT¥pecify the types of CODEC

types, source IP address, destination IP addressher of concurrent calls, jitter

buffer size, call duration, and total measuremeénet etc. The VolP Assessor
receives data from each NetlQ endpoint periodicafg finally calculates the Call

Quality based on a Mean Opinion Score (MOS). [IT®H00]. MOS standard as
defined by ITU recommendation P800 describes homaruwould scores the

audio. The listener grades the audio as they hehrei different aspects of delay
or datagram loss. MOS ranges from 1 to 5, where MOSis excellent and 1 is

unacceptably bad. Table 9 summarizes the relateiwden the MOS and user
satisfaction [ITU G.107].

Mean Opinion User Satisfaction
Scor e (lower limit)

4.34 Very satisfied

4.03 Satisfied

3.60 Some users dissatisfied

3.10 Many users dissatisfied

2.58 Nearly all users
dissatisfied

Table 9. MOS and user satisfaction
The test emulates simultaneous voice sessions eettme laptops. The scenario
Is:

Two computers simulate from 15 to 20 concurrentscaach using a
G723.1-ACELP CODEC

Each VolIP call lasts random for a duration of frbrio 2 minutes.

Total test time: 7-14 hours

Jitter buffer: 50 ms, no silence suppression,aergise quality.

* Delay between datagrams: 30 ms
The two laptops are 25m distant from the accesatpd®he access point uses
channel 1 and has a transmitter power of 100mWxiRraevireless cards have a
wireless tool that can log signal level, noise lenred, signal to noise ratio. Table
10 is the average signal parameters during the. test
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Signal level (dB)

Noise level (dB)

Signal to NoRatio (dB)

-59, 5

-91,5

32

Table 10. Signal level at receiver side

During the testing, we increase the total concurcails from 10 to 20 calls using the
CODEC G723.1-ACELP. This CODEC produces has datéghatrate 5.3 kbps.

However, the actual required bandwith for two-waynmunication is higher than it
seems to be. Table 11 lists bandwidth as calculagedetiQ Assesment. [NetlQ]

CODEC | Data Datagram| Packetization Combined| Default | Theoretical
Rate size Delay Bandwith | jitter Maximum
(2 flows) | buffer | MOS
G.711u 64kbps | 20ms 1ms 174.4kbps 40ms 4.40
G.711a 64 kbps| 20ms 1ms 174.4kbps 40ms 4.40
G.729 8kbps 20ms 25ms 62.4kbps  40ms 4.22
G723.1 | 6.3kbps | 30ms 67.5ms 43.73kbps 60ms 3.87
MMMLQ
G723.1 | 5.3kbps | 30ms 67.5ms 41.60kbps 60ms 3.69
ACELP

Table 11 is grade of these QoS value.

Table 11. Practical bandwidth and MOS for CODECS

Measurement | Good Acceptable Poor

Above 4.03 4.03 to 3.60 Below 3.60
MOS
Delay (ms) below 150 150 to 400 above 400
Jitter (ms) below 40 40 to 60 above 60
L ost Data (%) below 0.50 0.50to 1.00 above 1.00

Table 12. Grade of QoS value
Figure 33 is the result of a number of total cafthsnaries.
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Unavailable
1%

Poor
44%
Acceptable

55% Poor
59%

15 simultaneous calls,
MOS = 3.59,

Unavailable
1%

Acceptable
40%

17 simultaneous calls,

MOS = 3.52,
delay = 140.833 ms, delay = 124.42 ms,
Jitter =2 ms, Jitter =2 ms

Loss = 0.023% Loss = 0.66%

Unavailable Acceptable Unavailable
4% Unavailable 2% 1%

0,
Acceptable 7%
%

Poor Poor
91% 89%

Poor
65%

18 simultaneous calls, 19 simultaneous calls, 20 simultaneous calls,

MOS = 3.51, MOS = 3.39, MOS = 3.35,
delay = 135.71 ms, delay = 130.18 ms, delay = 139 ms,
Jitter =2.14 ms, Jitter =2.63 ms, Jitter =3 ms,

Loss =0.71% Loss =1.28% Loss =1.19%

Figure 33. Call quality summary
The measurement results showed that even in igdealoaments without competing
data traffic, each access point only able to hangldo 18 concurrent calls with a
G723.1-ACELP CODEC. Users perceived VoIP QoS gaemdjuickly, as shown in
the case of 19 concurrent calls only 2% of thedks @aie acceptable. Unavailable
means the calls failed or could not be connectedthe cases of 19 and 20
simultaneous calls, there are 7% and 11% unavailaespectively, meaning almost
one in 10 calls are failed respectively. Other QI3 (G711, G729 etc) require more
bandwidth, hence should support a lower numberoaterrent calls. We could test
using the AMR CODEC since NetlQ does not suppois (BODEC. The AMR
CODEC has a variable bit rate with 8 narrowbandecochodes: 4.75kbps, 5.5kbps,
5.9 kbps, 6.7 kbps, 7.4 kbps, 7.95 kbps, 10.2 kiwpd,12.2 kbps. We expect that the
QoS of AMR is QoS better than G723.1-ACELP becauaatomatically changes its
data rate depending on the available bandwidth
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Additionally, we also measure call quality, delg@fter, and packet losper hourto
estimate the stability of system.

Figure 34 shows the average MOS per hour (overal8sh for 17 concurrent calls.
The bar graph evaluates each hour's MOS valuesdiegdo the MOS result ranges
defined for the assessment and shows the numb&oofl, Acceptable, Poor, and

Unavailable calls for each hour

Call Quality by Hour

100% 4.50
80v 1| || HpEy. || [+ 400
¢ .- v o ¢ ¢ ¢®| - 3.50
60% — [ ~ 3.00 0
40% - + 250 =
-+ 2.00
20% - 1150
0% ~ + 1.00
7PM|8PM|9PM[10PM[11PM[12 AM| 1AM | 2AM | 3AM |4 AM |5 AM |6 AM | 7 AM | 8 AM
N Good 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0%
C—JAcceptable | 50% | 32% | 25% | 41% | 32% | 31% | 38% | 37% | 50% | 59% | 53% | 37% | 37% | 47%
oo 50% | 68% | 72% | 59% | 68% | 68% | 59% | 60% | 49% | 40% | 47% | 60% | 62% | 50%
N Unavailable | 0% | 0% | 3% | 0% | 0% | 1% | 3% | 3% | 1% | 1% | 0% | 3% | 1% | 3%
——\10S 355 | 351 | 3.43 | 3.55 | 352 | 3.51 | 3.48 | 3.50 | 3.55 | 3.61 | 3.59 | 3.48 | 3.57 | 3.50

Figure 34. Call quality by hour
Figure 35, 36, and 37 show result the average dgteer, and lost packet per hour
(for the same 13 hours) for 17 concurrent callse Bhr graph evaluates each hour's
delay values according to the delay ranges defiaethe assessment and shows the
number of Good, Acceptable, Poor, and Unavailahlls éor each hour.

Delay by Hour

Delay (ms)

10 11 | 12
TPMIBPM 9PM oo oo | b |1AM|2AM|3AM|4AM 5AM 6AM 7AM | 8AM
. Good 100%|100% 97% 100% 100%| 99% | 97% | 97% | 99% | 99% 100% 97% 99% | 97%
C—JAcceptable | 0% | 0% 0% 0% 0% | 0% | 0% | 0% | 0% | 0% 0% 0% 0% | 0%
B Poor 0% | 0% 0% 0% 0% | 0% | 0% | 0% | 0% | 0% 0% 0% 0% | 0%
B Unavailable | 0% | 0% 3% 0% 0% | 1% | 3% | 3% | 1% | 1% 0% 3% 1% | 3%
e— oo 126 126 129 125 124 122 122 121 125 125 124 126 124 123

Figure 35. Delay by hour
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Jitter by Hour

100% - -3
80% -
—
4 2 0
04 |
60% E
40% - e
T1x
=
20% -
0% - -0
7PM | 8PM|9PM|10 PM(11 PM|12 AM| 1 AM 4 AM 8 AM
N Good 100% | 100% | 97% | 100% | 100% | 99% | 97% | 97% | 99% | 99% |100% | 97% | 99% | 97%
C—JAcceptable | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0%
N Poor 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
N Unavailable | 0% 0% 3% 0% 0% 1% 3% 3% 1% 1% 0% 3% 1% 3%
|—p— it 2 2 2 2 2 2 2 2 2 2 2 2 2 2
Figure 36. Jitter by hour
SAIERERERRERERRENDN B
1,40 —~
04 - ! &
80% ' ‘ L 1,20 &
60% - 1100 =
+080 B
40% - = » - 1 0,60
d AEiE=E= UL 0o 2
20% - I ‘ N + 040 o
L -i L 0,20 =
0% - " - - 0,00
7PM |8 PM |9 PM PM 1PM AM 1AM [2 AM |3 AM |4 AM |5AM |6 AM |7AM |8 AM
e Good 82% | 62% | 53% | 75% | 51% | 56% | 66% | 65% | 79% | 97%| 84% | 59% | 72% | 62%
C—1 Acceptable | 0% | 22%| 7% 15% | 29% | 26% | 10% | 13% | 9% 1% | 6% | 7% | 18% | 5%
Em Poor 18% | 6% | 37% | 10% | 19% | 16% | 21% | 9% | 0% | 0% | 0% | 31% | 9% | 21%
EE Unavailable | 0% | 0% | 3% | 0% | 0% 1% 3% | 3% 1% 1% | 0% 3% 1% 3%
| 0St Data 45 78 135 | 45 62 81 | 115 90 | 49 16 21 | 104 | 35 99

Figure 37. Lost data by hour
We go analyze in detail the changing voice qualgy hour. From the Figure 36,
we conclude that jitter does not have much of dacefon voice calls in one
access point. Probably the jitter buffer of 50mensugh to handle packet interval
time. This effect on QoS for long distance transiois is measured for VolP over
satellite calls. Figure 35 is the delay with aveaffom 120ms to 130ms. Packet
loss varies over time with value from 0.16% to ¥@3%acket loss varies because
of the IEEE 802.11 CSMA/CA medium access schemeolAsion occurs when
two laptops attempt to transmit packets simultasgouAll of the above quantity
values are within the good or acceptable rangest hieans the choice of
CODEC is an important contribution to the obser@alS. Figure 38 shows the
NetlQ calculation of factors affecting call quality
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Factors Affecting €3l Quality

Jitter
1%

Lost Data
13% O Delay

O Jitter
O Lost Data
B Codec

Codec
80%

Figure 38. Factors affecting call quality
| was surprised with these measurement results.80Bel1b access point should

carry 11Mbps/44.6kbps = 246 concurrent G723.1-ACE&ls. What prevents us
from achieving this capacity for this access point?

If we calculate the overhead of voice packet, PDP/RTP header is 40 bytes.
Its transmission time is 40*(8/11) Mbps = 29 us72G-ACELP payload is 20-24
bytes and its transmission time is 24*(8/11) Mbp4#pus. The MAC header
overhead is 34 bytes requiring 34*(8/11) = 25 pswever, the 802.11

MAC/PHY round trip transmission is more than 800 gige to the physical

preamble, the MAC backoff time, the MAC ACK, angcktimtertranmission times

of both the packet and the acknowledgement.

The 802.11b standard provides two modes of MAC apmr: mandatory

Distributed Coordination Function (DCF) and an opél Point Coordination

Function (PCF) mode. However, most commercial acpeints support DCF, as
PCF is not always interoperable and does not @ffdgtallocate bandwidth. DCF,

on the other hand, is vermgeffectivein handling voice traffic. The DCF protocol
Is based on CSMA/CA, where stations must deterrtiia¢ the medium is idle

before transmitting. The DCF mode specifies twoetypf Inter Frame Spacing
(IFS), including the Distributed IFS (DIFS) and 8-S (SIFS). Every station

that needs to send a packet first senses the dhfamred least duration of DIFS

(50 ms). If the medium is determined to be freedoration of a DIFS, then the

station transmits the packet. Otherwise, it entkes backoff phase in which it
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chooses a random backoff timer uniformly from deatlon of values known as
the Contention Window (CW). The standard specite€W from 32 to 1024
Time Slots (TSs), with TS = 20 ps. After a backoffe has been chosen, then the
station continues to monitor the medium until isetves an idle period equal to a
DIFS. Then it decreases the backoff timer aftereidie timeslot. If the medium
becomes busy during the countdown, then statiorspesuls the decrement
operation until the channel is idle (a period ofFB). When the backoff timer
reaches zero, the station transmits the packet®r Afansmission, the sender
station expects to receive an ACK within the SIFES8iqd (10 us). If an ACK is
not received within this period, then the packeassumed to be lost. CW then
doubles its duration until it reaches its maximuralue. If a successful
transmission occurs, CW is reset to its minimunugalThe sender station may
attempt to retransmit the packet up to a maximumber of times. Table 13 lists
the constant parameters in 802.11a, 802.11b, ahd Bf.

Parameter 802.11b 802.11a | 802.11g
SLOT 20us 9us 9us

SIFS 10us 16us 10us
DIFS (SIFS + 2xSLOT) 50us 34us 28us
Physical Layer Header length 192us 20us 20u
Min. mandatory data 1Mbps 6Mbps  6Mbps
ACK packet size 14 Bytes 14 Byted4 Bytes
CW (min-max) 31 -1023 15-10283 15-1023
Signal extension N/A N/A 6uS

MAC header 34 bytes 34 bytes 34 bytes

Table 13. Constant parameter in access point
Note that the PHY header takes time because taismitted at 1 Mbps. The

ACK frame is transmitted at the basic rate of 2Mbpgardless of the data rate
and takes 14*(8/2) Mbps = 56 ps. The ACK packagePilY header so that it
takes a total of 56 + 248 = 248 ps. Now we canutale the possible support
VoIP stream by an 802.11b access point. We defias e maximum number of
sessions that can be supported. Supposed that &yccemmunication requires

2*N streams. 1,q4is average time between two consecutive packetsiVLAN.
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For simplicity, we ignore the collision and increasin backoff time. [ is
number of packets sent by one VolIP stream per secalie have:
1/Tavg= 2N * Ry With Foe = Codec_rate / (payload * 8)
The packet transmission overhead is:
ToH = Tpayioadt Trrp+ Tupp + Tip + Tuac.
= (Payload + RTP + UDP + IP + MAC headeffs8aRate
Due to the CSMA/CA scheme, the additional duratieaded at the sender’s side:
Tsend = Toirs + Taveragecw™ TpHY
If we ignore collisions, then the average ContaniiVindow (CW) is
Average CW = (CWmin — 1)/2
Taveragecw= slotTime * (CWmin -1 )/2
A successful transmission with an ACK has the feilg overhead:
Tanswer = Tsirs+ Tack
So, the total transmission time is:
T=Ton + Tsend + Tanswer= Tavg= /(2N * Fo)
Then:
N=2/(2* (Br + Tsend + Tanswe) * Fpki)
With 802.11b and G723.1 codecs, datarate = 11 Mbpspayload = 20 byte, we find
that:
Fo =5,3.18(20*8) = 33
Tanswer = 10 + 248 =258 s
Tsenda =50 + 20*%(31-1)/2 + 192 = 542 us
Ton =(20+8+12+20+34)*8 /119668 us
So:
N = 18,9.

The result is vary similar to our measurement.

5.2 Delay measurements of VolP over a satellite link

A Regional BGAN (RBGAN) satellite modem is usedcbnnect with the WIDER
core network. RBGAN is ultra-portable satellitaigment from Inmarsat Inmarsat

has an operational regional broadband access sysgerhuraya satellifebased on

! www.inmarsat.com
2 www.thuraya.com
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ETS!" GMR-1 release 2 [ETSI TS 101 367-3-1]. RBGAN pouois are based on
GSM/GPRS that provides data rates up to 144 kR&BAN connects to a geo-

stationary satellite using the L-band.

In our testbed, we connect the VPN via satellitengasure the delay of the VolP call
and Secure VolP call over a satellite link. BecamseR-BGAN link does not support
a public IP address, it is not possible for the NV directly serve the WIDER
system (i.e. RBGAN needs an update service to gabhc IP address). We construct
a VPN connection via Ericsson network. Two laptepgh an installed SlelPner
secure client, a dial-up VPN client is installedtive computer that connects to the

satellite modem. Figure 39 shows our satellitebtht

£
.”.
=)

I
=

Satellite >

Satellite dish

Internet

|

Dial-upVPN \/PN gatewa'
@ client N y
————
ricsson Internal E é

BGAN Satellite e
modem

SlelPner 1.08SE

Testbed

Figure 39. Voice over satellite testbed

The two laptops have following configuration:

HP NC8000 HP NC6000
- Pentium 4 Mobile 1.6 Ghz - Pentium 4 Mobile 1.8 Ghz
- 512 Mb Memory - 512 Mb Memory
- Windows 2000 Operation System - Windows 2000 Operating System
- SlelPner_receiver 1.08 SE - SlelPner_sender 1.08 SE
- OS Non-Proxy Atomic Syn 2.5 - OS Non-Proxy Atomic Syns 2.5

RADCOM Netsafe VPN client

- Ericsson SIP Server

Table 14. Laptop configuration for Voice over satellite testing

! ETSI: European Telecommunication Standards Institu
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Each laptop installs the OS Non-Proxy Atomic Syrsyachronize the time with
time server (nist.time.gov). RADCOM Netsafe VPNent is a dial-up VPN
client that connects to the company site. VPN tlieses IPsec ESP mode.
SlelPner client was modified so that it logged tiofeeach RTP packet with a
resolution of 1us. In this test, both sides corentty send RTP/SRTP packets. A
consistent test can be done by repetitively sendimgave file. To reduce the log
file processing, | only utilize a log in one direect of sending or receiving. |
defined the SlelPner_sender logged voice packethaat sends the time when
each RTP packet is prepared to be encrypted toT&3Rcket . On the receiver
side, the SlelPner_receiver logs the time afterivty SRTP packets and
decrypting them into RTP packets. For non-seculte, ¢dbe log time on both sides
indicates the time before sending and after rengiATP packets.

To reduce the actually “RINGING” time and waits #ocallee to pick up the call,
I modified SlelPner to support auto-answer modé¢hst it immediately sends a
SIP message 200 OK upon receiving the first INVITE.

Before the test, we measure the R-BGAN bandwidffacidy. According to the
R-BGAN specification, it supports maximum of 144pkhin shared channel. We
have tested this bandwidth by connecting to the Biivww.zdnet.com) and
CNET? (www.cnet.com) bandwidth meter test service. Aftersamples, we saw
that the available bandwidth is around 54-76 kdpss is much lower than the
maximum R-BGAN capacity. However, this bandwidtlemough for our test as it
has only a single two-way voice call.

We have done some trials with non-secure callssacdre calls. Figure 40-47 are
the results that we measured with normal non-semall@and secure calls.

Type of calls:

Un-secure (RTP), sender terminate

Sender call duration:

53. 927 s ( 12:58:04.5215888.448)

Receiver call duration:

53.977 s (12:58:04.9832:58:04.962)

Average delay time:

731 ms

Table 15. Summary of the first non-secure VolP over satellite call

! http://reviews-zdnet.com.com/Bandwidth_meter/70@54_16-0.html
2 http://reviews.cnet.com/7004-7254_7-0.html
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Figure 40. Relative RTP delay of the non-secure call
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Figure 41. Interarrival jitter of the first non-secure call
Type of calls: Un-secure (RTP), receiver terminate

Sender call duration:

58. 364 s (113:09:02.437 ¥1:80.801)

Receiver call duration:

57.202 s (13:09:02.7713:09:59.973)

Average delay time:

739 ms

Table 16. Summary of the second non-secure VolIP over satellite call
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Figure 42. Relative RTP delay of the second non-secure call
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Figure 43. Interarrival jitter of the second non-secure call

Typeof calls:

Securecall (SRTP/MIKEY), receiver ter minate

Sender call duration:

309.845 s (113:01:41.373:068:81.218)

Receiver call duration:

308.824 s (13:01:41.708:06:50.531)

Average delay time:

762 ms

Table 17. Summary of the first secure VoIP over satellite call
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Figure 44. Relative SRTP delay of the first secure call
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Figure 45. Interarrival jitter of the first secure call
Type of calls: Securecall (SRTP/MIKEY), receiver terminate

Sender call duration:

288.555 s (112:49:43.51054:32.065)

Receiver call duration:

289.016 s (12:49:43.8842:54:32.900)

Average delay time:

793 ms

Table 18. Summary of the second secure VolP over satellite call
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Figure 46. Relative SRTP delay of the second secure call
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Figure 47. Interarrival jitter of the second secure call

The delay of VolP over VPN over a satellite is quitigh. Three major factors
contribute to this total delay: propagation del@sec encryption delay, and SRTP
encryption delay. The propagation delay plays arkdy in the total delay. An
uplink to the GEO satellite and downlink from GE&dlite totals around 500 ms
(see section 2.5). SRTP adds 20-70 ms of additidelaly compared with RTP.
We calculate the delay based on packets’ arriveganmdless of the sequence

number and timestamp. Average delay varies fromm2do 740ms with a non

79



secure call, and from 760 ms to 800ms for a setaiteFigure 40, 42, 44, and 46
show our measurement of relative delay.
Jitter is calculated continuously as each datagtaskreceived from source SSRC
according to the fomula:
J=J+(D(-1,i)—-J) /16

Where D(i, ) is the jitter between two RTP pasketj. D(l,j) can be calculated:

D(i, J) = (Rj —Ri) - (Sj- Si) = (Rj - §}) - (Ri 4)S
Where: Si, Sj: RTP timestamp from packets @spectively

Ri, Rj: Time of arrival in RTP timestamp units fpacket i, j respectively

We do not calculate to the jitter value for comelealls but figure 41, 43, 45 and
47 show inter-arrival jitter value. We saw thateitvalue changes frequently over
satellite.

We count the packets lost by calculating numbethef packets sent and the
number of packets received. During a VolP sessfter one side terminates the
call, the other side still sends packets until acaives a BYE message. By
comparing the sequence number, we can excludedtieets sent after one side
terminates the session. Our results show thatatie of packet lost is around 1,5
to 3%.

In addition to quantitative measurements, we hanedtsome subjective
measurements. The clients that we tested were:Pigte] Xten's X-Lite,
Microsoft's Windows messenger. Our first impressignthat when we have
conversations with VolP over a satellite link, theality is pretty good with
SlelPner (using AMR CODEC) and Xten’s X-Lite (usitgg GSM CODEC). The
delay does not seem really relevant to our contiersaVhen we counted from 1
to 10, we recognize the effect of delay becausetimeber heard on the softphone
is lower than the number that speaks. Microsoftimdiws messenger, on other
hand, has very bad quality and high delay, it tadeaseral seconds to deliver the
voice. The reason is that Windows Messenger ugdd @ODEC that requires

174 kbps bandwidth for two-way communication (ss®e 10).
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6 Conclusions

Designing a solution that provides both secure dathvoice is a challenge. In my
thesis, | have improved upon and implemented a VRBBlution that can support

security in voice and data, allow user mobilityd aase to use the system.

From my point of view, the security perspective idbddbe recognized on both sides:
end-user application and network infrastructuree Tetwork infrastructure should

provide basic security with authentication, authation, encryption, integrity, and

confidentiality. Authentication refers to the preseof verifying the user’s identity.

Our implementation of authentication provides bwtbbility and ease of logging in

by setting up IEEE 802.1x Port-based authenticatging EAP-TLS and EAP-TTLS.

EAP-TLS has the advantage that it supports molalitg automatically logins via the
system, but has a disadvantage of distributedficates, especially in disaster area.
EAP-TTLS alleviates this issue by using a TLS tunti@at can be done using
user/password (MD5, PAP over EAP).

Separating data and voice in the same infrastregtunecessary for enhancing both
security and quality of service. A VLAN was chosenthe solution to split data and
voice. VLAN Voice always has higher priority tharLXN data. We configure a
VLAN for each relief organization; however, thispaeation is transparent from the
user’s view point. VLAN purposely reduces the saguisk in a collision domain,

not for separating communication between reliebargations.

A firewall is an effective tool that protects adted network from the outside. The
firewall has been configured to support specifitigegs and to enable NAT so as
accessible to make the internal WIDER network ®dhtside world. Using an ALG

in the firewall allows two-way VoIP calls, but $tthaintains the same security level.
Setting up a VPN allows dial-up user or headquantsr to remotely access the

internal WIDER network.

VoIP today is not secure since packet voice isstratied without any encryption or
authentication. This can be solved by implemenanfiexible Secure VolP client.
Hence we have integrated SRTP/MIKEY in a SlelPhient Beyond the shared key

81



and public key using key management (MIKEY), arsgreandom master key and salt

are generated to support the built-in Secure Va#nic

Thorough measurement of performance and QoS is riano before practical
deployment. Our measurement includes determiningP \@pacity in each access
node and the QoS when transmitting voice calls avaatellite link. We conclude that
the capacity of VolP over WLAN is limited due tcetphysical layer design of IEEE
802.11, in particular its CSMA/CA scheme. Delayhs most significant factor with
regard to QoS, especially when sending a voiceasat a VPN over a satellite link.
Our measurements have shown that the delay is; |laoyeever, subjective tests give
us the impression that this not really damage cmation. Secure VolP has added
greater delay than non-secure call. This is duthéoprocess of encryption packets
and decryption them; however, again the effect do¢slamage the conversation.

82



7 Future work

7.1 Further improvements of the WIDER solution

WEP encryption is currently used via the wirelesdde and access point. However,
WEP is not a secure protocol and will soon be daisolUpdating equipment to

support WPA and 802.1i in the access point andlegsebridge isiecessary.

WiMax could be an alternative solution to providesadband wireless access. This
solution should be investigated for future deplogtee especially when WIMAX
products are available on the market.

Ericsson Response currently deploys a MiniGSM smiuand a WIDER solution

separately. This MiniGSM and WIDER solution can itegrated to support
communication between GSM and VolP. My suggestiotoiuse a GSM gateway to
WIDER side that connects to the miniGSM via wirslasterface. This solution

provides mobility via two communications systemgtiAthis integration, EAP-SIM

can be an alternative method to login to WIDER mekw The VoIP server used in
WIDER only allows SIP over UDP. It needs to be upddo support TCP and TLS.

Security should be end-to-end at the applicatiorerlaSecure FTP, secure email,
secure instant messaging and conferencing have itmfdlemented in WIDER. Video
over WIDER and GIS information could be additiosatvices for WIDER.

WIDER is based on infrastructure model. This molda$ the disadvantage that a
failure of the WIDER core causes a complete WIDERwork failure. The WIDER
core and WIDER camp are connected by a wirelesigérihat requires Line of Sign
(LoS). This is not suitable in the case of a demastea because of has the complicated
geographic structure (mountain, forest, etc). Mestworks or ad hoc networks could
be an alternative WIDER solution. In ad hoc mo@eheWIDER entity has the ability
to operate independently as well as to automayicalhnect to other WIDER entities
while they are within range. Security and routimg eoncerns in ad hoc mode. Each
WIDER entity considers a trusted entity that has agent to synchronize its
authentication database, application service databtr.
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7.2 Improving VoIP client

SlelPner client needs to be improved in both iterusterface and stability. Auto
configuration and a friendly user interface makesasy to use. There is still a small
memory leak in the Secure SlelPner client. Thisdede be fixed in the future. The
SlelPner client already supports Instant Messagimg Push-to-talk. In the future,

Secure Instant messaging and Push-to-talk neeel toflemented.

Secure SlelPner client uses AES-CTR for encrypteemd HMAC-SHA1l for
authentication of the RTP stream. Secure RTCP 98 &tquired in next stage of
development. AES-f8 encryption could be an option the next Secure SlelPner
client release. Certificates used in the SlelPrhienicare self generated; it should
possible to import certificates from other sourc88DER is a small and dynamic
wireless network, hence PKI is not really necessHigwever, some end-users uses
certificates that were issued for login with EAPS.LThese certificates should be
reused by the Secure SlelPner client in order doge the complexity of distributing

and installing certificates.

NAT traversal is still an issue for SlelPner clieAtSTUN/TURNY/ICE client needs to
be integrated into SlelPner. Currently AMR is orthe CODEC that SlelPner
supports; however it should be possible to comnaieiavith other popular VolP
clients: Xten’s X-Lite, Microsoft's Windows Messesry SlelPner should be
modified to allow plug-in CODECs. Speex, G723.116,/GSM and EVRC needs to
be added.

While we have measured the performance for an aqu@at and QoS over a satellite
link, thus the performance of the whole WIDER sygstshould be evaluated,

especially the wireless bridge and to/from satellitks.
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