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Abstract

Traffic in the Internet today is routed on the shortest path to the destination. This is considered to be the quickest path, but if traffic congestion occurs on the route, packets are dropped and the traffic slows down due to the retransmission of missing packets. If the network resources could be more evenly utilised, some congestions could be avoided and the problem with retransmissions could be reduced. In order to balance the load evenly over a network, the load variation has to be known and predictable.

Other studies of IP traffic have shown that a small number of flows carry the main part of the network traffic; these flows are referred to as elephants. This finding is studied in this report and the stability of these flows is examined. By aggregation with respect to the source and destination networks of the traffic, individual flows are easily identified. This report also discusses how to identify large flows during runtime in order to use their properties when calculating the stability for the future traffic demand. The traffic prediction is based on analysis of logged Internet traffic. The report concludes that the phenomenon with elephant and mice flows can be observed when aggregating traffic artificially by different lengths of their network prefixes. When calculating future stability of flows the network aggregation does not have a major impact.
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Appendix A - Glossary
1 Introduction

Internet users want high reliable and throughput on their traffic. Traffic problems with Internet today include congestion and ineffective utilisation of network resources. This leads to retransmissions and lower throughput for the users of the network. Backbone operators have so far acted on the problem by applying rules of thumb. In reaction to the increasing bandwidth demand they have doubled their network bandwidth capacity every 12-18 months. Network resources, such as routers and physical links, are expensive and it would be economically desirable to make optimal use of existing resources before upgrading them. If not a proper analysis of the network traffic is made, there could still arise situations with traffic congestion when there exist alternative links that are not fully used.

Routing algorithms within operational networks of today are based on a shortest path algorithm where the link leading to the least costly path is chosen. They are configured with little or no consideration of the current traffic intensity. Load balancing is applied, but is made in a static and manual way, based on rules of thumb. To minimise delay and the risk of congestion a flow optimisation algorithm for internal routing has been devised [Abrahamsson, et al. 2000]. An algorithm that evenly balances the traffic over a network has to be based on a correct prediction of the actual traffic flow in order to dynamically avoid unwanted oscillations and traffic congestions in the network. IP traffic behaviour is known to be very complex and volatile. The predicted network traffic is used as input for the flow optimisation algorithm. The bandwidth demand between two boundary routers varies considerably over time.

The purpose of this master thesis is to analyse flow behaviour of Internet traffic with focus on stability over different time scales. The existence, stability and identification of the believed few flows carrying the main part of the traffic volume are examined. These flows are referred to as elephants. The properties of these flows are discussed and studied by examining existing Internet traffic logs. How to measure stability is discussed and is modeled as a predictive measure.

Research is done at SICS AB on how to balance more evenly the traffic load over an intradomain network, suffering from congestion and delays. In order to optimise the routing, the stability and predictability of the traffic must be known. The optimisation process would consist of constant measuring of traffic, e.g. through statistical sampling at the boundary routers. The results of the measurements is used as input for a load balance optimisation algorithm. The optimisation algorithm produces how to transfer traffic on the most heavily loaded links to links with more available capacity. When the costs are applied to the network the process starts over again, see Figure 1.

![Figure 1. The load optimisation process.](image-url)
2 The Internet infrastructure

The Internet is composed of inter-connected networks, built on different technologies, to which computers are attached. Computers attached to the Internet are called hosts and computers forwarding traffic are called routers. Networks are often represented and modeled as graphs. Hosts and routers on the Internet, creating or forwarding data, are referred to as nodes. Traffic between two nodes on a network is transmitted over a link. A link is a communication path of some medium between two nodes.

In general, each host on the Internet is connected to any other computer. The traffic is passed between routers that are configured to know how to forward the traffic closer towards its destination. Information about the shortest path through Internet is calculated, exchanged and updated using routing protocols. A protocol is a set of rules, defining how a certain task is carried out.

Networks are used in different organisations throughout the world and differ in size and technologies. To be able to develop and improve communication between the heterogeneous networks in a structured, efficient and distributed way, the technology of network communication has been divided into different layers of abstraction. The lowest layer deals with low-level technologies like physical interfaces for cables. Each layer gives service to the layer above and should have a well-defined functionality. Responsibilities in one layer can be specified in several different protocols.

In each protocol a Protocol Data Unit format, PDU, is specified. A PDU is often constructed with protocol specific information in a header and in an optional tail part and is referred to as a packet, see Figure 2. A PDU from a protocol in a higher level is encapsulated in the data part of the lower layer PDU. When a layer receives a PDU from the layer above, it attaches its own header and possibly a tail with control information and passes it to the next lower layer. If a layer receives a PDU from a layer below, it reads and acts on the information in the header and tail. Before it passes the PDU onto the layer above, it strips off the header and tail. The following two sections describe the two most important network reference models, the OSI reference model and the TCP/IP reference model.

| Header | Data | Optional tail |

Figure 2. A Protocol Data Unit, PDU, consists of a header and an optional tail part with control information needed by the protocol. The data part could be comprised of a PDU from a protocol in a higher layer.
2.1 The OSI reference model

The International Organisation for Standardisation, ISO, proposed the Open System Interconnection Reference Model, OSI, in 1983. The model consists of seven layers, see Table 1. There exists a family of protocols related to the OSI model, but they are not widely used today.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Responsibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>User authentication, constraints on data syntax, passwords etc.</td>
</tr>
<tr>
<td>Presentation</td>
<td>Converts data into different kinds of presentation to the user.</td>
</tr>
<tr>
<td>Session</td>
<td>Deals with the specification of a conversation.</td>
</tr>
<tr>
<td>Transport</td>
<td>End-to-end flow control and error control of transmitted data.</td>
</tr>
<tr>
<td>Network</td>
<td>Routing and forwarding of data.</td>
</tr>
<tr>
<td>Data link</td>
<td>Flow control and error correction on bit level.</td>
</tr>
<tr>
<td>Physical</td>
<td>Transmission of bits and the physical link.</td>
</tr>
</tbody>
</table>

Table 1. The OSI reference model.

2.2 The TCP/IP reference model

The extended TCP/IP reference model was designed from the ideas that Vinton Cerf and Robert Kahn presented in 1974 [Cerf, Kahn. 1974]. The responsibilities of the original TCP protocol were separated into the TCP protocol and the IP protocol. The abstracted responsibilities of networking were then formulated in the TCP/IP reference model, see Table 2. Its design goal was to facilitate the connection of heterogeneous networks. A short introduction to the data link, network and transport layer of the reference model follows below.
Layer | Responsibility | Protocols
---|---|---
Application | Interface towards the user. | Telnet, FTP, SMTP, HTTP, DNS
Transport | Ensures reliable connection over a network. | TCP, UDP
Network | Interface from a host to a host in another network. | IP, ICMP, ARP
Data link | Interface from host to network. Error correction on bit level. | ATM, Ethernet, token ring, FDDI
Physical | Interface for cables and physical equipment used. | Ethernet, token ring, FDDI

Table 2. The extended TCP/IP model consists of five layers. The levels represent different degrees abstraction.

2.2.1 Data link layer

The purpose of the data link layer is to provide somewhat reliable and efficient data communication between two physically connected machines. There is a limitation of the rate at which data can be sent and errors could occur. Some protocols of the data link layer divides the data into frames with a checksum, in order to be able to detect errors and possibly correct them with packet retransmission. Flow control is also considered in some protocols at this layer in order not to send frames faster than the receiver can handle them. All error handling is made with best effort and should not be considered as reliable.

2.2.2 Network layer

The network layer provides mechanisms for delivering packets to the right destination; this process is referred to as routing. The most used protocol on the Internet today is the Internet Protocol version 4, IPv4. IPv4 has a lot of shortcomings and a new version of the protocol is under deployment (IP version 6, IPv6). It will take time before it has replaced IPv4 as the main Internet protocol.

The Internet protocol

The Internet protocol, IP, specifies the format for an IP datagram, the packet format used to send IP packets. It consists of a header of at least 20 bytes, see Figure 3, and the data received from the transport layer. The type-of-service field, TOS, is a field used to let special traffic get privileges in a router. Routers are however not required to pay attention to the TOS field. IPv4 supports fragmentation of packets if they enter a network whose lower level protocols cannot handle large packets. The fragmented packets are reassembled at the final destination.
The time-to-live value, TTL, in the IP header was initially an indication of the maximum actual lifetime of a packet in seconds. It is however difficult to make a precise estimate of the time spent in router queues and links and the time spent there is generally very low. Today, most routers just decrement the TTL value by one, as the packet passes. The value is still a good indication to detect packets in a possible loop. These are discarded so that the network is not filled with unnecessary traffic. If the maximum initial TTL value is set too low, the packet could be discarded before it reaches its destination.

Internet address format

Every computer or network node on the Internet must be uniquely identified by an address. IPv4 uses a 32-bit address, usually notated as divided in groups of bytes separated by dots, decimally represented, e.g. 198.32.64.12. The address format identifies the first N bits as the network identifier and the rest 32-N as the host identifier. Thus, the length of the network identifier decides the number of possible hosts on the network. An organisation wanting to connect their network to the Internet gets a range of IP addresses that correspond to the size of the network. The IP address format constitutes an address space of \(2^{32}\), a little less than 4.3 billion possible IP addresses. Since most organisations request more IP addresses than they need, in order to be able to expand their network in the future, there are many unused IP addresses allocated and the Internet is running short of unallocated IP addresses.

Local Internet Service Providers, ISPs, allocate a range of IP addresses to offer customers. The IP addresses are often dynamically distributed in order to be able to reuse an address when a customer no longer needs it.
Another way of sharing, and thus saving addresses is by using network address translation, **NAT**. Part of the IP address space is reserved for private addresses. These cannot be used as identifiers on the Internet, but are used by private networks in order to identify local hosts. On a network where the hosts are addressed by private addresses, a NAT server is connected to the Internet. The local network is identified only by the one IP address assigned to the NAT server. The NAT server then translates the addresses of incoming packets and forwards them to the correct computer on the network. This is not an optimal solution since the NAT server has to know to which computer on the internal network incoming packets are destined for. In TCP sessions the NAT server could easily store the mapping between the internal port and the destination, but if the NAT server times out the connection and throws away the mapping the connection will be broken. Applications communicating via e.g. the transport layer protocol UDP send the source IP address encapsulated in the data stream and the NAT server never gets a chance to translate the address and the returning packets could be lost. The very common File Transfer Protocol, **FTP**, also sends transport layer information in the data stream. Temporary solutions have been proposed to get around these disadvantages.

**The Address Resolution Protocol**

Every computer on a network has to be identified with an address on the link layer level. The address is called the *medium address*, and consists for Ethernet of 48 bits, usually written with hexadecimal representation in six groups of bytes, divided by colons. When a host has an IP packet destined to a host on the same network, with a destination IP address, the corresponding medium address must be found. The address resolution protocol, **ARP**, is used to find the medium address from an IP address. The host sends out a request to all the hosts on the network containing the destination IP address. It receives an answer from the destination host, containing its medium address. If the packet is destined outside the network, the host has to find the medium address for the preferred router and sends the packet there.

**2.2.3 Transport layer**

Packets handled by IP in the network layer are sent with the policy of best effort, and they have no guarantees of reaching their destination. Packets are dropped when routers get their buffers full or when the TTL values of the packets have reached zero. The transport layer uses the transmission control protocol, **TCP**, to ensure a reliable connection and the user datagram protocol, **UDP**, for a best effort connectionless communication. TCP takes care of packet reordering and the retransmission of lost packets.

**Transmission Control Protocol**

The transport control protocol, **TCP**, was designed to provide a reliable communication channel between processes on two hosts. It creates a connection between the process on the destination computer and the client process on the computer. Before it passes the data on to the network layer, it divides the data into discrete entities. The TCP handles buffers and reorders packets arriving out of order before it passes them to the application level. It also makes sure to resend lost packets and to reduce the transmission rate if the receiving computer is slow [Cerf, Kahn. 1974].

The transmitter and receiver are recognised as two *sockets*, where a socket corresponds to one IP address and a 16-bit port number for the communicating application. A TCP connection is defined over one pair of sockets.
TCP also handles congestion control on the network. If a packet is lost during a connection TCP reduces the transmission speed to half and then gradually increases it again. In this way the available bandwidth capacity is shared with the other connections and traffic on the link. The congestion control works fine as long as the link capacity is not exceeded. When the link is fully used, the transmission speed gets slower the more traffic that is being loaded on the link. TCP lacks mechanisms to handle this problem and the problem is solved first when the traffic is reduced. TCP in its original implementation is not well suited for situation where packets are lost for any other reason than congestion, e.g. when bit error occurs often. If for example the connection is wireless with a loss of packets due to poor channel quality, the TCP will still slow down the transmission rate. The TCP header format is shown in Figure 4.

<table>
<thead>
<tr>
<th>Source port</th>
<th>Destination port</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence number</td>
<td>Acknowledgement number</td>
</tr>
<tr>
<td>TCP header length</td>
<td>Window size</td>
</tr>
<tr>
<td>URG</td>
<td>ACK</td>
</tr>
<tr>
<td>Checksum</td>
<td>Urgent pointer</td>
</tr>
<tr>
<td>Options (zero or more 32-bit words)</td>
<td></td>
</tr>
<tr>
<td>Data (optional)</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 4. The TCP header format.*
**User Datagram Protocol**

The user datagram protocol, UDP, provides the ability to send IP datagrams without establishing a connection. It does not provide error correction or congestion control. It identifies the host port with its 32-bit IP address and a 16-bit port number see Figure 5. Some applications are dependent on receiving the packets in time, e.g. telephony applications or other streaming media. It is better to receive some of the packets in time, rather than wait for retransmission and receive all of the packets after a while. Thus, they use UDP for the data transfer.

<table>
<thead>
<tr>
<th>Source port</th>
<th>Destination port</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDP length</td>
<td>UDP checksum</td>
</tr>
</tbody>
</table>

*Figure 5. The UDP header format*

### 2.2.4 Communication between two networks

The purpose of the TCP/IP reference model is to be able to let networks built on different technologies to communicate with each other. In Figure 6 the two example networks N1 and N2 are pictured with a router R connecting them. The two hosts A and B are connected to N1 and N2 and have established a connection between two applications over TCP. N1 uses the fiber distributed data interface technology, FDDI, whereas N2 uses an Ethernet technology.

*Figure 6. N1 is a FDDI network with the hosts A, X and Y. N2 is an Ethernet network with the hosts B and Z. The two networks are connected through router R.*
When host A sends data towards host B over an established connection, the data is passed through all the layers in the TCP/IP reference model in Figure 7. The physical layer is omitted in the figure. Host A processes the data through all the layers and sends it in a frame on the FDDI network frame packed in a correct FDDI header and tail. Router R unpacks the data from the physical network frame up to the network layer and sees that it is destined for N2. It properly packs the data in the Ethernet frame format before it sends the frames onto network N2 addressed to host B.

![Figure 7](image)

*Figure 7. The data gets processed by all layers in the TCP/IP reference model at the hosts A and B, whereas the router R only needs to unpack the data to the network layer.*

Figure 8 shows how the data is encapsulated on its way through the different layers. The protocols in the different layers add information in headers and tails as the data passes. A router checks the destination information in the network layer. It then constructs the appropriate header and tail for the data link layer, depending on the network technology used on the network where it sends the packet.

![Figure 8](image)

*Figure 8. A packet is sent from host A to host B through router R, h means header, t means tail.*
2.3 Routing algorithms

The main task for a routing algorithm is to calculate how to forward an incoming packet closer to its destination. The Internet routing algorithms are designed to be adaptive to topology changes in the network. Thus there are many alternative routes for each packet.

Networks connected to the Internet must be administered and maintained by some organisation or individual. An administrative set of networks is called an autonomous system, AS, and is identified by a 16-bit number. Every AS and its administrators are registered at the Internet Assigned Numbers Authority, IANA. Each AS can implement their own routing policies and provide different network services. The number of AS's constituting the Internet is growing and available AS numbers are running short.

2.3.1 Shortest path

In order to choose between different routes, a routing algorithm has to be able to rank the alternatives. To be able to compare different paths, the administrator often assigns each link a cost related to its capacity. The sum of these costs adds up to the total cost for the path, which is used for the calculation of the least costly or “shortest” path to the destination. Routing algorithms based on this additive path metric are called shortest path algorithms.

Problems with shortest path routing

Since the cost is statically configured and does not take the dynamic traffic characteristics into account, the algorithm itself cannot adapt the routes to traffic load. The main part of the traffic could be routed through a subset of all links, while other links are minimally used. Problems with congestion arise if traffic gets routed through a node with insufficient capacity.

Statically configured load sharing

To solve the problem with load sharing over network resources, different solutions have been proposed. These are mainly implemented on a local basis with mechanisms in the internal routing configuration.

To achieve splitting of traffic onto multiple paths in SP algorithms, a mechanism called equal cost multipath, ECMP, has been deployed. The mechanism can balance traffic over paths assigned equal costs, thus spreading the traffic over a larger set of nodes. The configuration is however done statically and knowledge of the traffic characteristics is required in order to make an even distribution. It is often hard to manually configure a network to an even distribution and the configuration becomes very sensitive to changes in the traffic pattern. Small changes in the configuration could lead to unexpected changes of the traffic flow through the network and cause even more traffic congestion and delays [RFC 2702].

2.3.2 Intradomain routing

Within an AS, the traffic is routed using an interior gateway protocol, IGP. Every router keeps a routing table with information about where to forward incoming packets. The router tables could be statically configure, but it in order to respond quickly to link failure or other changes of the network topology, a dynamically configuring routing protocol should be used in larger networks.
There are different types of intra domain routing protocols, e.g. distance vector routing protocols, distance path routing protocols and link state routing protocols, these are discussed in the following sections. The routing information protocol, **RIP**, is a distance vector protocol, which is easily implemented, but very limited in its performance and should only be used in smaller networks. The open shortest path first protocol, **OSPF**, is an example of a link state protocol, more powerful and complex than RIP and is commonly used in both small and larger networks [Huijema, 2000].

### Distance vector routing protocols

In a distance vector routing protocol, every router has only local knowledge about the network. It keeps track of the distance to each router through its neighbors. The routing information is flooded through the network in distance vectors. Each distance vector contains information about the distance for the routers in the network. Every router increases the distances in the vector received, by one. If router C is reached in a distance of two through router A and a distance of one through router B, the router B is preferred to send packets addressed to router C. Traffic is sent on the shortest path calculated by the Bellman-Ford shortest path algorithm.

In order to avoid inconsistent routing information, the protocol specifies a maximum length of the worst path through a network. Every router in a path is added to the total cost of the path. In **RIP** the length of the worst path is 15 and when paths exceeding this limit are detected the information is discarded and a new network map is created. This is limiting the network size.

If a link failure would occur and the connected routers have not managed to update their routing tables at the same time, inconsistent information might be spread and could cause pairs of routers sending packets between each other. A network in this state only converges when the worst path mechanism detects the inconsistency and resets the routing tables. This is called the **bouncing effect** and **counting to infinity**.

A distance vector routing protocol is simple to implement and use, but on the other hand it has several problems and limitations regarding the network topology and should only be used for smaller networks.

### Link state routing protocols

The Internet began as a military research project for Department of Defense in the USA. The first test network was named **Arpanet**. A link state routing protocol was deployed within the Arpanet in order to avoid the problems with distance vector protocols. Instead of exchanging distances to different nodes, every node keeps track of the whole network topology. Updates are flooded through the network only when a change has been made. The traffic is sent on the shortest path to the destination using Dijkstra’s shortest path algorithm. Since all the nodes share the same information about the network topology, the routing tables will quickly become stable after a link failure. It takes a little longer to calculate the shortest paths through the network using the Dijkstra algorithm than with the Bellman Ford-algorithm, but in return, the protocol is more stable and converges more quickly after a topology change. The open shortest path first algorithm, **OSPF**, is an example of a link state routing protocol.

Another enhancement with link state protocols is that cost functions other than the amount of hops to a destination could be used, e.g. the link capacity. This opens up possibilities for policy routing and load balancing.
2.3.3 Interdomain routing

The traffic exchanged between AS’s is routed with an exterior gateway protocol, EGP. The EGP used on the Internet today is the border gateway protocol, BGP.

BGP is a path vector protocol, similar to the distance vector protocols and routes the traffic on paths constituted by AS’s. Loop prevention is implemented by checking the path for the same AS number appearing twice. Every path has a set of attributes, with information of how preferred the path is from the current AS. Different routing policies are implemented using different preferences for the attributes. This enables for the administrators to prioritise transit for paying customers or letting traffic on a heavily loaded link to be split up on several links.

Two BGP routers exchanging information are called BGP peers. They communicate over a TCP connection. This has the advantage of letting TCP handle retransmission and reordering of packets in the network. One disadvantage is that routing information is treated as ordinary Internet traffic. If congestion occurs and the routers are trying to reconfigure their routing table, the information about the update could be queued and delayed in the same congestion that it was going to solve.

BGP is using incremental updates that are only sent when a change has occurred. This is an advantage, as the network does not get unnecessary loaded with routing information.

Information about how to reach every node on the Internet is fully stored in the routing tables of each BGP router. By saving the current routing table, the Internet configuration could be saved for future research. Each routing table contains enough information to derive paths to every AS available at the time, see Figure 9. This is used when analysing Internet traffic.

```
<table>
<thead>
<tr>
<th>Network</th>
<th>Next Hop</th>
<th>Metric</th>
<th>LocPrf</th>
<th>Weight</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>*4.0.0.0</td>
<td>134.24.127.3</td>
<td>0</td>
<td></td>
<td></td>
<td>1740 1 i</td>
</tr>
<tr>
<td>*</td>
<td>194.68.130.254</td>
<td>2</td>
<td></td>
<td>5459 5413 1 i</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>158.43.133.48</td>
<td>0 10</td>
<td></td>
<td>1849 702 701 1 i</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>193.0.0.242</td>
<td>0</td>
<td></td>
<td>3333 286 1 i</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>144.228.240.93</td>
<td>0</td>
<td></td>
<td>1239 1 i</td>
<td></td>
</tr>
</tbody>
</table>
```

Figure 9. Extract from a BGP table generated by the command “show ip bgp” in a router with the IOS operating system. There are several ways to reach the destination network 4.0.0.0. The path consists of ordered AS numbers. The last AS number shows the origin AS. The i indicates that the information originates from the internal BGP configuration. The attributes LocPrf and Weight are attributes used by the BGP prefix election algorithm.

2.4 Problems and constraints

The Internet is made up of independently administrated subnetworks. Every administrator has individual policies and economical constraints to attend to. This makes it difficult to get an overall picture of the Internet structure and its behavior. Different factors affect how and at what rate the traffic propagates through the network. Some of these factors can be predicted, but others are dependent on the individual configuration of every network. The choice of routing protocol and implementation of the protocol also affects the overall performance.
2.4.1 Propagation delay

Propagation delay between two nodes in a network is dependent on the physical medium between them, but can in most cases be approximated at the speed of light, 300 km/ms. Further delay is added in each router, while deciding where to forward incoming packets.

When comparing delays between nodes in a network, the round trip time, RTT, is used. RTT is measured as the time between sending a packet towards a node and until receiving the acknowledgement that the packet has arrived.

2.4.2 Traffic congestion

Traffic congestions could cause delays and packet losses. Traffic congestion occurs if too many packets are routed through the same router at the same time. When router buffers get full, and the router starts to throw away packets. The transport protocol takes this as an indication to reduce the transmission rate. As the packets are buffered within routers, further delay is also added to the traffic.

2.4.3 TCP flow

All the packets belonging to the same TCP flow should be routed along paths with equal propagation delays. If the packets get routed along paths with considerable differences in propagation delay, they could arrive reordered at the destination. If the TCP window size is small, the reordering could cause unnecessary retransmission. For that reason, many routers are configured to forward packets belonging to the same TCP flow on the same path.
2.4.4 Asymmetric routing

An operator of a transit domain might want to route the traffic out from its own network as soon as possible, in order to give the best service to traffic generated from its own paying customers. This policy is called “hot potato routing”. If the domain has many adjacent peering domains, it is easy to let traffic exit early. This could cause packets taking a different path back from a destination, so-called asymmetric routing, see Figure 10. Asymmetric routing could lead to difficulties in deriving the traversed path for packets afterwards.

Figure 10. Asymmetric routing. The operators of the subnets want to route the traffic out of their networks as soon as possible. This could cause additional delays and difficulty in deriving the path of a packet.
3 Traffic engineering

Since 1994 when the Web traffic began to grow rapidly, the size and complexity of the Internet has increased considerably [Floyd, Paxson. 2001]. As a consequence of this, it is hard to get a complete overview of the Internet structure and its behaviour. It is important to do research in order to understand the factors affecting traffic and how to optimise utilisation of existing network resources. It is important to develop models of the behaviour in the different kinds of networks composing the Internet. These models are used when developing the future technologies of Internet.

3.1 Traffic engineering working group

The main goal for traffic engineering is to achieve optimal performance of operational networks [RFC 2702]. The Internet Engineering Task Force, IETF, has appointed a traffic engineering working group, TEWG, with the task to lead the work for efficient and reliable networks and optimisation of network resource utilisation [TEWG]. The underlying network topology is assumed to be relatively static and the goal is to map an existing traffic demand optimally onto it.

TEWG works with the measurement, characterisation, modelling and control of Internet traffic, but does not work with issues concerning the network, e.g. network design. Network engineering could be said to work with long term traffic changes, while traffic engineering works with short term traffic changes [NWG].

Traffic engineering has two objectives in traffic oriented and resource oriented issues [RFC 2702]. Traffic oriented work concentrates on aspects concerning the quality of service in networks. This includes minimising packet loss and delay while maximising data throughput. Resource oriented work concentrates on optimising the resource utilisation. Bandwidth is a primary resource in a network and it is important to efficiently manage bandwidth resources. Load balancing is resource oriented work and aims at utilising all of the network resources evenly.

One of the most important goals within traffic engineering is to avoid traffic congestion where packets are lost and delays are added. The problem can arise in situations where the network resources are insufficient or inadequate or where the network resources are suboptimally utilised. When the network resources are inadequate or insufficient, adding more resources to the network is the most common and obvious way to solve the problem. Another approach is to apply traffic congestion control techniques in order to fit the traffic to available resources.

Traffic engineering tries to solve the problem with unevenly utilised network resources. One approach to solve the problem has been to apply of load optimisation. This will increase the throughput and decreases the packet loss and delay.

The behaviour of the different routing protocols has a major impact on the performance of the network. There are also other characteristics with Internet traffic that needs to be considered, for example that the packets generated by a TCP flows needs to be kept together in order to avoid reordering and thus receiving a lower performance.
3.2 Load balancing

The main goal with intra-domain load balancing is to make better use of available network resources within an AS in order to minimise the risk of congestion. Hopefully this leads to data transmission with less delay and packet loss. It could however lead to additional propagation delay if the alternative routes are badly chosen. Some applications are very sensitive to delays e.g. voice over IP, VoIP; others are more sensitive to packet loss.

Load balancing in this report is considered within an AS or networks controlled by the same operator. Interdomain load balancing is not considered and the problem there is more complex due to poor control and overview of different network configurations.

In SPF algorithms, load balancing cannot be done over links with different assigned costs. When manually configuring load balancing, the traffic demand must be predictable to avoid unanticipated traffic congestions. The administrator responsible for the load-sharing configuration will have to be attentive to changes in the traffic pattern. These changes could come from a change of routing policy in a peering network, a link failure, a change of topology or a sudden change of popularity for an application [Elwalid, et al. 2001]. As a result of this instability in traffic flows, the administrator will have to devote a lot of time tuning the configuration to achieve a stable network load balance.

A network is modelled as a graph $G$, with a set of nodes $V$ representing the routers and a set of edges $E$ to represent the links between the routers, see Figure 11. Each edge is bidirectional. The interior routers are not expected to give any contribution to the traffic flow. Only the flow between boundary routers is taken under consideration.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{network_diagram.png}
\caption{The network is modelled as a bidirectional graph $G$.}
\end{figure}
The traffic in a network can be represented in a *traffic matrix*. It consists of the actual bandwidth demand between the boundary routers averaged over some period of time. The predicted future traffic demand is modelled in a *traffic demand matrix* see Figure 12. The row entries correspond to nodes with incoming traffic, called *ingress nodes*. The column entries correspond to outgoing traffic, *egress nodes*. Each matrix entry corresponds to the expected traffic demand, between an ingress node and an egress node. To get a wider understanding of the traffic demand, each entry could be complemented with an estimation of the traffic intensity variation.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>-</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>2</td>
<td>-</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>E</td>
<td>5</td>
<td>6</td>
<td>23</td>
<td>12</td>
<td>-</td>
</tr>
</tbody>
</table>

*Figure 12. The demand matrix expresses the expected demand of total bandwidth capacity between every pair of boundary routers in the nearest future.*

The optimisation algorithm for load balancing, developed at SICS AB, takes a graph $G$ with the demand matrix $D$. Each link is associated with a cost. The algorithm calculates how to reroute traffic from congested parts of the traffic to links with more capacity. In the network, the links must not be loaded too much, in order to be able to handle unexpected bursts in traffic volume. The optimisation algorithm is trying to minimise the total cost of distributing the traffic flows over the network. The algorithm should only reroute traffic on a longer path if a link is heavily loaded.

### 3.3 Stability measure

To know how long the optimisation is valid, a stability measure must be developed. The stability measure should be applied to the actual traffic demand in the network and determine if the traffic is stable enough to do a valid optimisation over a certain amount of time. If the balanced load is not stable enough, unanticipated congestions could arise in the network.

Stability of IP traffic could be measured in many different ways. Different views of IP traffic stability are described in Section 4. It is important to distinguish features of IP traffic to be able to predict future traffic load.
4 Related work

There are many different research teams studying traffic engineering issues. Many of them think that traffic engineering will play a bigger role in the future than it does now. There are also researchers and networking people who are sceptical against traffic engineering, and who have the belief that network traffic will be more unpredictable in the future and that measuring and optimisation will only slow down traffic in the networks. In the following section some of the work on traffic engineering will be presented. The different research teams try to understand the underlying factors affecting the traffic.

4.1 Concepts and research models

In the search for stable properties of IP traffic flow, the analysis has to be made with respect to different parameters. Every parameter has different impact on the traffic behaviour. Some are known, but their impact is further investigated to see how they interact, e.g. the behaviour of the TCP congestion control, in different situations.

Brownlee and Murray made a classification of the traffic through a network [Brownlee, Murray. 2001]. They refer to flows as traffic between the same nodes of a network. Streams are defined as the traffic between specific ports on two nodes. Torrent is the total amount of traffic on a link. Flows, streams and torrents are aggregates of traffic in both directions between two nodes. They further discuss how to measure traffic on the Internet and how to analyse the data. In their study they have access to more data and information of the network than in this study, therefore their methods could not be adopted or examined here.

Roberts examined the traffic with respect to traffic over TCP and traffic over UDP [Roberts. 2001]. He refers to TCP as elastic traffic, since the congestion control adjusts the traffic flow continuously. Streaming media carried over UDP is referred to as inelastic traffic since UDP lacks the congestion control.

Feldmann and her colleagues presented a methodology and model for traffic demands on IP networks [Feldmann, et al. 2001]. They measured traffic demands as the traffic load observed at the ingress nodes and mapped the load against the set of reachable egress nodes. Reachable egress nodes are derived from information in the forwarding tables of the internal routers. If the internal routing configuration is altered, flows could be addressed towards any of the possible egress nodes. If the model only had included one egress point, it would have been dependent on the current routing configuration. Instead, the model is now valid as long as the flow is destined to one of the egress points in its reachable egress set. Feldmann informally divides the traffic based on its origin. Domestic consumers, domestic business users and international traffic are examined separately. The international pattern is recognised as time-shifted business traffic.

You and Chandra examined the traffic from a campus site [You, Chandra. 1999]. They state that it is necessary to identify a level of traffic aggregation that allows a robust traffic characterisation in order to implement services that will give the correct privilege to the right kind of traffic. They look for stable properties in traffic by identifying applications that introduce non-stationary features in the traffic and filter them out from the traffic. Their resulting traffic stream is comprised of 60-70% of the total traffic and can be modeled as a nonlinear threshold autoregressive process.
Bhattacharyya and his colleagues from Sprint Laboratories, California, presented a paper with a study of traffic demands in an IP backbone [Bhattacharyya, et al. 2001]. The aim was to evaluate the traffic granularity levels for improving load balancing. They examined if there exist a stable traffic demand between two locations in a backbone. In their model they only described the demand between two points in the network without consideration of the actual routing in between.

4.2 Self-similar properties

IP traffic in general cannot be modelled as a Poisson process as e.g. telephone traffic can. The traffic shows burstiness on many time scales. Paxson and Floyd discuss the possibilities of self-similar properties in their paper from 1995 [Paxson, Floyd. 1995], also Abrahamsson discusses it in his article [Abrahamsson. 1999].

Roberts found self-similar properties with the packet arrival process in his study [Roberts. 2001]. He describes the extreme variation in the size of the observed flows and points at the even more extreme variation caused by the amount of large TCP flows at a millisecond time scale. He therefore suggests describing traffic in terms of larger aggregated flows.

4.3 Elephants and mice

Different researchers [Bhattacharyya, et al. 2001, Feldmann, et al. 2001] have independently concluded that a small number of traffic flows carries a large amount of the transferred traffic, see Figure 13. This is an important characteristic of Internet traffic that facilitates optimisation. The few larger flows are referred to as elephants and the larger amount of smaller flows are called mice. This is a very important characteristic and is useful in deciding how to do load balancing.

![Figure 13. Distribution of traffic aggregated on identical first eight bits in the IP address for a Web-host access link. The streams are sorted by volume and plotted against the cumulative volume distribution. The graph shows the existence of a few streams that carries the main part of the traffic. Figure presented in [Bhattacharyya, et al. 2001]](image)

Anja Feldmann and her colleagues concluded in the experimental analysis that the traffic showed the impact of the elephant and mice phenomenon [Feldmann, et al. 2001]. They discuss implications to routing considering only the largest demands. If these large demands should change due to changes in the internal routing configuration or reduced popularity, an unwanted imbalance could come up.
Roberts did also observe a heavy-tailed distribution with elastic traffic in his study of traffic over a backbone link [Roberts, 2001]. He emphasises the difficulty in determining the distribution of the traffic size and suggests implementing traffic control insensitive to the precise size of the transferred document.

### 4.4 Stability measure

You and Chandra examine stability as the variation in packet intensity in different time windows [You, Chandra, 1999]. They separate packets from different applications and calculate the probability that the traffic could be modeled as a stationary process against different confidence intervals.

Feldmann arranged the traffic streams in descending size order and divided them evenly into numbered quintiles [Feldmann, et al. 2001]. Each quintile thus consists of the streams carrying 5% of the total volume. After a time period $b$ the demands are measured and ordered again and the proportion of demands that changed quintiles are calculated, see Figure 14. In the first diagram, $b$ has the value of 30 min; in the second diagram $b$ has the value of 24 hours. The streams in the first quintiles, and thus the largest ones, are the most volatile. The variation increases as the time period $b$ extends towards 12 hours and decreases subsequently as $b$ approaches 24 hours. In general, streams seem to keep their relative position in size indicated of the fact that jumping between quintiles is generally low and most of the jumps are less than 5 quintiles, 25%. The $x$-axis represents the quintile the streams where placed in at the first point of measurement. The $y$-axis reads to what quintiles the traffic has been found in at the second point of measurement.

![Figure 14. (a) Demands at 1pm and 1:30pm, $h=30$ minutes. (Nov 3) (b) Demands on Nov 3 and Nov 4, $h=24$ hours (1pm) Stability of the measured traffic demands across time (two-dimensional histograms). The jumping of streams between different quintiles is considerably low. Figure from article presented at the ACM/SIGCOMM 2000. [Feldmann, et al. 2000]](image-url)

The largest demands show a substantial variation in size over the time-of-day. They also seem to vary in their time of day pattern [Feldmann, et al. 2001].
Bhattacharyya and his colleagues at Sprint labs in California searched for properties of IP traffic [Bhattacharyya, et al. 2001]. The analysis of the traffic showed that a small number of the aggregated streams generated a large fraction of the total traffic. In the examined traffic trace they found that approximately ten streams held more than 80% of the total traffic. They denote an aggregated stream with identical first $N$ bit of the network prefix as a $pN$-stream. If a $pN$ stream is further divided into smaller streams, the phenomenon with a few streams contributing a big proportion of the traffic is again observed. It appeared as if the large aggregates behaved in stable way throughout the day. In the study they compared different types of access links and concluded that traffic from an ISP, a Web host and a peering link behaves considerably different.

Bhattacharyya et al. measured stream stability by ranking them with respect to their carried volume [Bhattacharyya, et al. 2001]. The order of rank changes over time is then used as a stability measure. From a plot where the cumulative distribution of rank changes is drawn, it is shown that 70% of the rank changes is less than the order of five for a $p8$ stream, see Figure 15. They also show that 70% of the top 15 largest streams remain in the top throughout the day. This shows that the largest flows stay large throughout the day and the smaller flows stay small.

![Figure 15. The cumulative distribution of rank changes for $p8$ traffic stream. The different lines describe time intervals ranging from 30 min to 5 hours. Figure in [Bhattacharyya, et al. 2001]](image)

### 4.5 Static load balancing

Maintaining a load-balanced network only with the load sharing mechanisms of an IGP has been considered demanding. To facilitate the management, the Multi Protocol Label Switching technique, MPLS, has been deployed.

With MPLS, virtual circuits are created within a specified part of a network, referred to as a cloud. Each packet entering the cloud gets one or more circuit labels attached to it, identifying its total path through the network. Every router identifies each path with one of its interfaces. This makes the traffic flow faster through the network, since forwarding is made faster due to the shorter circuit identifier and smaller router tables [RFC 2702]. A disadvantage of MPLS is that a circuit has to be calculated for each source/destination pair. MPLS is still not fully deployed or tested [Fortz, Thorup. 2000].

There exist algorithms achieving load balancing by calculating appropriate weights to the OSPF routing algorithm. Optimising the weights setting shows to be a NP-hard problem but Fortz and Thorup have developed a method that takes advantage of a local search heuristic. They are using a simple model of the daily traffic demand. The model does not take into consideration unpredictable bursts in traffic, but treats the difference in morning and evening traffic intensity as two different problems [Fortz, Thorup. 2000].
Roberts found intensity levels in a 5-10 minutes time scale to be predictable from day to day. He modelled the traffic as a random process with a constant intensity, see Figure 16 [Roberts, 2001].

Figure 16. The traffic variation during a day in a backbone link. Figure published in [Roberts, 2001]
5 Problem statement

If some network resources are congested with packet loss and lower throughput as result, the performance could be improved if some of the traffic were routed over parts of the network with less load. The routing mechanism has to have knowledge of the current network traffic load, in order to reroute traffic without creating congestion somewhere else in the network. The estimated future traffic load can be determined from analysis on measurements from the network traffic.

The most important characteristics of the traffic load is its predictiveness and its stability. If the load is too volatile and unpredictable, it can lead to oscillations in the network traffic and cause more instability and cause more traffic congestion.

The purpose of this master thesis is to study the nature of stability with IP traffic on a smaller time scale that can be used for load balancing in a network.

IP traffic is assumed to be comprised of a few larger flows carrying the main part of the traffic called elephants, together with a large number of smaller flows called mice. The existence, identification and stability of the elephants are studied. IP traffic has also shown to possess self-similar properties, thus having sudden bursts in traffic volume.

The analysis of elephants has three objects to determine their
• existence
• identification
• stability

The analysis of elephant existence involves the discussion of how to aggregate traffic into flows. The topological structure of the network should be taken into consideration.

Elephant identification discusses if the same elephants that can be found on a larger time scale also can be seen on a smaller time scale.

Elephant stability involves finding a stability measure that reflects the duration and stability of larger flows. The discussion includes the definition of “stable” properties.

Different stability measures show different characteristics. The stability of IP traffic has been the subject of prior studies, but different requirements apply in the case of dynamic load balancing. There are mainly three different kinds of measures used in the related works:
• Absolute volume variation [Roberts. 2001]
• Change of rank [Bhattacharyya, et al. 2001]
• Change of relative size [Feldmann, et al. 2001]

Since the traffic intensity is changing with the time of day, an absolute measure of the intensity variation is hard to use. If the stability measure is relative to the intensity at each interval, it is possible to relate and compare values from different intervals.

The identification of elephants is important to sort out all the smaller flows that have occasional peaks in intensity. Smaller flows with sudden bursts could otherwise have too large impact when calculating the actual stability. The identification of these flows is in this study done in a static way that is not considered final and needs to be developed into a more dynamical method.
6 Method

In order to measure stability, the concept itself has to be defined. IP traffic is shown to have bursty properties on many time scales. It is important in this case not to balance the traffic flow based on short bursts. As earlier presented, it is believed that a few flows are carrying the greater part of the traffic volume. Other known properties of IP traffic are useful in the search of ways to determine any stationary behaviour of IP traffic, e.g. the impact of IP traffic carried by TCP.

Traffic could be aggregated in different ways, such as by application, protocol, or network topological endpoints.

In this report the topological locations of the source and destination hosts are used as aggregation parameters. Since the routing configuration is not known, the topological location is artificially approximated by different lengths of the network prefix. Shorter network prefix is used to approximate larger networks. This approximation is not optimal, but it gives a feeling for the impact of traffic from different sizes of networks. The method also abstracts the need of knowing the current internal routing configuration in the network.

The data that is analysed comes from recorded traffic from boundary routers. The first 60 bytes of data from each packet are written to a file for further analysis. The recorded data shows information about each packet such as when it passed the router, how large it was.
6.1 The packet frames

The first data set consists of traffic traces collected at a router connecting the SICS network to the rest of the SUNET AS via KTH-LAN backbone, see Figure 17. The BGP router table from the same date is downloaded in order to perform a correct mapping of IP addresses against destination network or AS. The internal routing configuration from the time of logging is not known. The traffic log consists of a timestamp, the Ethernet, IP and TCP headers of each packet routed through the boundary router. The source and the destination address together with the length of the IP packet are determined from the IP header. Henrik Abrahamsson collected the traffic at the boundary router. The SICS trace is 24 hours long and was taken on April 14, 1999.

![Figure 17. The 24-hour long trace taken from the link connecting the SICS network to the rest of the SUNET AS. The traffic is shown in bytes per minute against every logged minute.](image)

The second trace was taken in Japan on a link over to the USA, see Figure 18. It consists of 67 hours of IP traffic on the 4 Mbps link, logged on May 10-13, 1999. The IP addresses in that trace have been anonymised with the prefix preserving method tcpdriv [Xu, et al 2001]. Since the trace has been anonymised the mapping between IP address and corresponding AS cannot be done.
6.2 Parameters

6.2.1 The flow concept

Aggregation level

The traffic is analysed with respect to the global network topology. The traffic is divided into *flows* where a flow is every packet to the same network or AS. A network is artificially identified as the addresses sharing the same first bits in the IP address. Packets with addresses sharing the same first $N$ bits are referred to as a $pN$-flow; i.e. all packets to 193.x.y.z are collected into one $p8$-flow. $N$ takes the values of 8, 16, 24 and 32. The flow ends when there is no traffic between the endpoints in an interval. It is registered as a new flow if the traffic would resume. In the SICS trace the traffic is also aggregated with respect to its destination AS.

Time interval

The traffic is recorded over several hours. The interval is divided into smaller intervals where the traffic is aggregated and analysed. The flows are sorted by volume and elephants are extracted as the largest flows relative to the total traffic volume in the smaller interval. The threshold of when to consider a flow as large depends on the traffic trace. Analysis should first be done to see what ratio there is between elephants and mice. In this study the threshold is set at 80 percent, i.e. the largest flows carrying 80% of the interval traffic is considered as large and their characteristics are further analysed.

In order to analyse the traffic pattern on a larger timescale, the elephant and mice properties of the whole interval are analysed. The interval is treated exactly as one of its smaller interval and the largest flows are extracted and analysed.
6.2.2 Prefix-AS mapping

In order to find the origin AS of a prefix, a mapping is done with the help of the BGP routing tables collected from the Oregon Routeview project site [Oregon Routeview]. A routing table from 1999 has in the order of 100,000 entries with each entry representing an announced prefix and its AS.

To make the look-up process efficient, the routing table was read into the structure of an LC-trie. The LC-trie structure is a trie based on strings with both level and path compression. An uncompressed trie would have had, in this case, an approximate depth of 32 and a width of $2^{31}$ with variation in density. The information in each node is represented in a 32-bit word that also makes the structure economical in memory. This method of longest prefix match was developed by Stefan Nilsson and Gunnar Karlsson [Nilsson, Karlsson. 1998]. The purpose was to make a fast next hop look-up in routers on the Internet. The structure was modified to produce the corresponding origin AS number to a specific IP address.

6.3 Stability measure

The first traffic trace taken from the SICS access link connecting to the SUNET AS in 1999, is divided into discrete time intervals ranging from 1 second, 60 seconds, 300 seconds, 900 seconds and 3600 seconds. The second trace between Japan and the USA is divided into discrete time intervals with the lengths of 1, 10, 30, 60, 300, 900 seconds. In each smaller interval, the packets are aggregated into flows and their total volume over the time interval is calculated. The largest flows carrying a fraction $b$ of the total traffic volume is further examined. The threshold $b$ has to be configured for every different network and routing configuration; it is assigned the value of 0.8 in this study.

For the optimisation it is interesting to know if the flows that have been considered large for a number of time periods are going to be large in the nearest future. It is interesting to observe the traffic during some time period and from its behaviour earlier be able to derive how stable the traffic will be during the nearest future.

To avoid paying attention to sudden bursts in traffic and smaller flows having a sudden burst in traffic intensity, the main focus is laid on flows that have been considered large for several smaller intervals.

The probability that a flow that has been large in at least $x$ time intervals is large in the next interval is calculated as the quotient between the number of occurrences where a flow could be measured with length $x+1$ and the number of occurrences where it is measured as with the length of $x$. 
Example: Only one flow is found and it is considered to be large for six time intervals, see Figure 19. There are two occasions when the flow could be measured with a length of five. Only at one of these occasions it has also the length of six. This makes the possibility for a flow being of length six if it already has the length of five $\frac{1}{2}$.

![Figure 19. One flow of length six is found. The flow is measured with length five in both occasion A and B. Occasion A is the only time the flow is measured with the length of six. Thus, the probability is $\frac{1}{2}=0.5$ that the flow is large in the next interval if it is found large in five consequent intervals.](image)

The probability that a flow that has been large for $k$ time intervals to be large in $k+x$ time intervals is calculated in a similar way.
7 Analysis

7.1 Elephant existence

7.1.1 Computing flow volume

The pN flows are aggregated on the first N bits in the network prefix of the destination address. The volume of each flow is measured as the sum of the volume from each of the first k sec interval and all the subsequent intervals where the flow shows non-zero volume. Note that this leads to the existence of different flows with the same pN-identifier, when the flows have stopped and started again. The volume of a flow s is shown in Formula 2.

\[
\text{Vol}(t) = \{\text{Vol}(t_1) + \text{Vol}(t_2) + \ldots + \text{Vol}(t_n) : \text{Vol}(t_n) = 0, \text{Vol}(t_{n+1}) = 0\}
\]

Formula 2. The total volume of a pN-flow s. The flow is n interval long.

The flow length is used when calculating the flow stability.
7.1.2 Elephants in the whole interval

In Figure 20 a-d the elephant and mice relationship from the Japan trace is indicated for different time intervals. In each diagram, the flows in the whole interval have been ranked by volume in descending order and mapped against the cumulative volume distribution. The x-axis is shown with the percentage of the amount of flows. Since the graph is steep at the left part of the diagram it shows that the largest 10% of the flows stands for an 80%-90% of the total volume, thus indicating the correctness of the elephant and mice assumption. It is also evident that the phenomenon appears independent on the choice of aggregation. The phenomenon is more prominent with longer time interval.

Figure 20. The cumulative volume percentage distribution from the MAWI trace. The flows are ranked in ascending order with respect to their size. (a) Every interval is 1 second long. (b) Every interval is 10 seconds long. (c) Every interval is 30 seconds long. (d) Every interval is 60 seconds long.
7.2 Identification of the elephant flows

In a real-time situation when the traffic is going to be analysed there must be a method of identifying the number of elephants present in order to make use of the stability results. The traffic must be filtered in some way. In Figure 21 a-g the total number of flows in each interval from the MAWI trace is described. A daily recurring pattern is evident here when looking at the total number of flows per interval. The number of flows seems to decrease during nighttime and increase during daytime in a regular pattern. The anonymisation of the traffic could have caused the mapping of some p16, p24 and p32 to the same network prefix, thus explaining the evident division of p16, p24 and p32 flows against the number of p8 flows. There exists fewer P8 flows than the finer aggregation flows in each interval.
Figure 21. The number of flows in each interval is pictured for different values of interval length. (a) 1 second interval. (b) 10 second interval. (c) 30 second interval. (d) 60 second interval. (e) 120 second interval. (f) 300 second interval. (g) 600 second interval.
The elephant flows discovered in the whole examined interval carried 80 percent of the total traffic, but that need not be the case in each smaller interval. To examine if the same relationship exists in the smaller intervals, the number of flows carrying 80 percent of the total traffic is compared against the total number of flows in the interval. The y-axis shows in Figure 22 how large part of flows in each interval that carries 80% of the interval volume. The results are presented in Figure 22 a-e and it is evident that the elephant and mice phenomenon exists even in the smaller intervals, there is a low amount, ca 6-24% depending on interval length of the total number of flows that are carrying 80% of the total interval volume.
Figure 22 a-e. The amount of flows that 80 percent of the interval traffic volume. The diagrams show the differences between different interval lengths. (a) 1 second interval length; (b) 10 seconds, (c) 30 second, (d) 60 second, (e) 120 second.
Stability of elephant flows

The elephants extracted in the smaller intervals are examined for how long they are regarded as being large. If the flow is not regarded as large in one interval, the flow is considered as to have ended. Aggregation seems not to have any major impact on the probability distribution in the MAWI trace as seen in Figure 23.

![Graph showing probability of a flow staying large after being considered large for at least 5 minutes for P8-flows.](image)

*Figure 23. The probability that a flow stays large after being considered to be large for at least 5 minutes for P8-flows. The interval is 60 seconds long.*

The diagram and the distribution and mutual relationship between the network aggregation shown in Figure 23 is representative for the other diagrams showing the other interval lengths. Since no difference in aggregation level can be seen, the different interval length over the same pN-aggregation is shown in Figure 24. Here, a more evident distinction can be made between the impact of interval length on the probability. The probability of a flow staying large \( x \) seconds after being considered as large for 5 minutes is shown. It seems that the probability is larger when using longer intervals, which is intuitive since there is larger probability for a flow getting interrupted if there is a short interval.
Figure 24. Probability for p8-flows that have considered as being large for 5 minutes staying large for the next $x$ seconds. 1, 10, 30, 60 and 300 seconds interval length.
8 Conclusions

Predicting Internet traffic is a complex and wide field of research and this study has approached the idea of how to find stability in Internet traffic by identifying and analysing the largest flows.

The elephant and mice phenomenon exists independently on the network aggregation level. The same phenomenon appears in the smaller intervals as in the larger ones and this could be used for identification of the larger flows. The larger flows show a matter of stability that could be used when predicting traffic with load balancing. There is a larger probability to find stability when using a longer interval length. The probability that a flow stays large for the next period of time does not seem to be dependent on the network aggregation level. If some distinction between the network aggregation should be made, it seems that more coarse aggregation shows better probability of staying large. The interval length seem to have greater impact on the result. The longer the interval length, the more stable the result. For flows that had been considered large for 5 minutes were the probability 0.5-0.6 that the would stay large for the following 10 minutes, depending on interval length. When looking for probability further into the future, the probability drops fast. Looking at the flows 15 minutes after the first 5 minutes gives a probability of 0.35 to 0.45 that the flows still are considered large and after that the probability drops quickly.

When making a load balance, it is not specific flows that are being moved. The traffic is considered as homogenous and it is only a certain partition of the traffic that gets rerouted. If the link is heavily used, the congestion controls of TCP could have suppressed the actual demand of the TCP flows. When traffic is moved and the capacity is increased, the flows could take up the extra capacity when the occasion is given.


9 Future work

This work has addressed the problem of stability in IP traffic characteristics. Some suggestions and hints have been made in order to continue the work of traffic engineering and stability measurement. Some interesting topics for study are listed below.

- Examine how the total traffic intensity in the interval could be used as a trigger for load balancing.
- How fuzzy logic could be applied in the search for stable large flows, i.e. to measure the probability that a flow will continue to stay large for a certain time.
- With more access to traffic logs and routing configurations, examine the relationship between endpoints and volume of flows.
- Examine how to tune the threshold from which the large flows in the small intervals are going to be separated from the rest. This could be derived from the amount of flows carrying the large part of the traffic in the large interval.
- How the length of each smaller interval influence the extraction of large flows.
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## Appendix A - Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>RFC Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS</td>
<td>Autonomous System</td>
<td></td>
</tr>
<tr>
<td>BGP</td>
<td>Border Gateway Protocol</td>
<td>RFC 1771</td>
</tr>
<tr>
<td>ECMP</td>
<td>Equal Cost Multi Path</td>
<td></td>
</tr>
<tr>
<td>EGP</td>
<td>External Gateway Protocol</td>
<td></td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
<td></td>
</tr>
<tr>
<td>ICMP</td>
<td>Internet Control Message Protocol</td>
<td>RFC 792</td>
</tr>
<tr>
<td>IGP</td>
<td>Internal Gateway Protocol</td>
<td></td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
<td></td>
</tr>
<tr>
<td>IPv4</td>
<td>Internet Protocol version 4</td>
<td>RFC 1812</td>
</tr>
<tr>
<td>IPv6</td>
<td>Internet Protocol version 6</td>
<td>RFC 2460</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organisation for Standardisation</td>
<td></td>
</tr>
<tr>
<td>MPLS</td>
<td>Multiprotocol Label Switching</td>
<td>RFC 2702</td>
</tr>
<tr>
<td>NAT</td>
<td>Network Address Translation</td>
<td>RFC 1631</td>
</tr>
<tr>
<td>OSI</td>
<td>Open Systems Interconnection</td>
<td></td>
</tr>
<tr>
<td>OSPF</td>
<td>Open Shortest Path First</td>
<td>RFC 2178</td>
</tr>
<tr>
<td>PDU</td>
<td>Packet Data Unit</td>
<td></td>
</tr>
<tr>
<td>RIP</td>
<td>Routing Information Protocol</td>
<td>RFC 1723</td>
</tr>
<tr>
<td>RTT</td>
<td>Round Trip Time</td>
<td></td>
</tr>
<tr>
<td>SUNET</td>
<td>Swedish University Network</td>
<td></td>
</tr>
<tr>
<td>TCP</td>
<td>Transport Control Protocol</td>
<td>RFC 793</td>
</tr>
<tr>
<td>TEWG</td>
<td>Traffic Engineering Work Group</td>
<td></td>
</tr>
<tr>
<td>TOS</td>
<td>Type Of Service</td>
<td></td>
</tr>
<tr>
<td>TTL</td>
<td>Time To Live</td>
<td></td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
<td>RFC 768</td>
</tr>
</tbody>
</table>