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Abdtract

With the increasing popularity of devices such as mobile phones and PDAS, thereisa higher
demand for wirdess access to the Internet. Mobile IP was proposed to provide such access. This
report gives a brief introduction and some background to Mohile IP and then focuses on handoffs
(i.e. when the mobile node moves from one base gation to another) in Mobile IP ad espedidly
on how to diminate the loss of packets during such a handoff.

In particular, this report focuses on handoffs when dedling with red time gpplications such as
voice traffic where there is an upper limit on the ddlay between incoming packets before the
qudlity of the sesson becomes unacceptably poor.

We propose a solution for how to iminate the loss of packets and we compareit to other
exiging solutions. The proposed solution isto have buffers a every base gation (foreign agent)
where dl the incoming packets are saved. If the mobile node moves to another foreign agent, the
packets in the buffer for that mobile node will be sent to its new foreign agent where they are
ddlivered to the mobile node. Thus, the packets will not be lost. Wewill andyze and compare
different buffering management solutions to get the best result. Also, the performance of this
proposed solution is andyzed during a handoff to verify that its delay does not exceed the above
mentioned upper limit.
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1 Introduction

Dueto the increasing use of PDAS, portable computers and cdlular phones, there has been an
increasing demand for wireless Internet access. However, some problems need to be solved
before mobile access to the Internet can become widespread. A first problem is caused by the
way the Internet Protocal (IP) routes packets to their destination according to IP addresses. These
addresses are associated with a fixed network location and would not work in awirdess
environment snce when the mohbile node moves it will eventudly reach anew network, with a
new network number and anew IP address [§].

Mobile P [3] was designed to solve this problem (and other problems associated with mobile
networking) by dlowing the mobile node to use two IP addresses: afixed home IP addressand a
temporary care-of |P address that changes at each new point of attachment (i.e., at each new
network thet the mobile node vists).

There are however severd additiond problems that need to be solved to make Mobile IP
efficent. One of the mgor problemsis the loss of packets during handoffs (i.e., when the mobile
node moves from one base gtation to another). Wewill describe this problem in more detall in
section 2.3.2 Wewill in thisthes's concentrate on this problem of loss of packets during
handoffs and propose asolution for this problem. In particular, this report focuses on handoffs
when dedling with voice treffic where there is an upper limit on the delay between incoming
packets before the quality of the session becomes unacceptably poor.

Thisreport is organized as follows. In chapter 2, we first give abrief overview of Mohile IP and
then discuss problems that this protocol faces. Chapter 3 describes related work that has been
done in the same area and their suggested solutions. In chapter 4, we explain what smooth
handoffs are, explain different solutions for achieving them and discuss
advantages/disadvantages with these solutions. We dso propose a solution for diminating the
loss of packets during handoffs. In the next chapter, Chapter 5 we discuss the protocols that are
used in smooth handoffs. In Chapter 6, we introduce and discuss two different buffer
management schemes. We dso have a buffer sze analysis and we compare the two different
olutions. Chapter 7 presents an andysis of the performance of the proposed handoff scenario. In
this chapter, we will dso cdculate the number of lost packets when a handoff is performed. The
conclusions describe some problems we faced during this work and discuss future work that can
be doneinthisarea
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2 Mobile IP Overview

In this paper we will concentrate on IP verson 4 (IPv4) when discussng Mobile IP. Thereason
for thisisthat IPv4 isamore current topic than 1Pv6 which lies more in the future and we
believe that it is therefore more interesting to concentrate on |Pv4. The god of Mobile IPisto
provide mohility support for amobile host connected to the Internet without having to change its
| P addresses. The mobile nodeis usudly attached to the Internet by awirdesslink. Thislink
may thus have amuch lower bandwidth and higher error rate than the wired links in the Internet.
It istherefore agoa of Mabile IP to minimize the number of messages sent over thelink by
which the mobile node is atached to the Internet and to keep these messages as smdll as
possible. Since the mobile nodes are likely to be battery powered, doing S0 aso reduces the
power consumption of the mobile node.

2.1 Operations

Aslong as the mobile node (MN; for details about the terminology, see 11 - the Appendix - at
the end of the report) is on itshome network, it receives and sends packets according to normal
I[P mechanisams. The home network has an agent, cdled the home agent (HA) that maintains
information about the location of the MN. The HA aso relays packetsto the MN wheniit is
outsde its home network, aswe explain below.

When the MN moves outside its home network, to whet is caled aforeign network, it obtainsa
care-off address (COA) in the locd address gpace of the foreign network from an agent in this
network caled the foreign agent (FA). The MohileIP protocol can use two types of COA. Inthe
first case, the COA isassgned to the MN. In this case, we say that the COA iscalocated. In
thesecond case, the COA is assgned to the FA and is called aforeign agent COA. A foreign
agent COA isthe IP address of the foreign agent with which the mobile node is registered while
aco-located COA isan |P address temporarily assgned with the mobile node. Sinceit is
complicated to deal with both cases, we choose in this work to only ded with foreign agent
COAs. Unless otherwise specificaly mentioned, when we talk about COA in this report we

mean foreign agent COA.

After having obtained a COA, the MN sends a Registration Request to its HA informing it about
its new location. In the firgt case (co-located COA), the MN sends this Regidiration Request
directly to the HA. In the second case (FA COA) the MN sends the Regidtration Request viathe
FA.

The HA then sends back a Registration Reply, acknowledging the regigtration request. For more
details about the regidtration procedures, see chapter 4. Any node on the Internet (referred to asa
correspondent node, CN) sends packets destined for the MN to the MN's home addressin its
home network. The HA intercepts these packets and tunnds them to the COA of the MN. The
end of thetunnd isthe FA if the MN hasaFA COA or the MN itsef if itisacolocated COA.

A more detaled description of Mohbile [P can be found in[3].
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Figure 2-1 MN moving to aforeign network in Mobile I P.

2.2 Procedures

The Mobile IP propasd can be thought of as the cooperation of three mgor subsysems[10]:

Discovery of the Care-of-Address: The discovery mechanism when the
MN finds its new |P address outsde its home network as it movesdong in
the Internet.

Regigtration with the HA: Once the MN knows the IP address & its new
point of attachment, it has to regigter that 1P address with its Home Agent.
Tunnding to the Care-of-Addr ess: The ddivery of datagramsto the
mobile node when the MN is away from home.

We provide a brief description of these three subsystems below.

2.2.1 Discovering the Care-of Address

Home Agents and Foreign Agents broadcast agent advertissments[4] at regular intervas. These
agent advertisements make the HAs and FAs known to amohbile node. If aMN can no longer
hear agent advertisements from aFA that previoudy had offered a COA to the MN, the MN
presumes that the FA is no longer within its range and sarts searching for anew COA. There are

now two possibilities for the MN: it can either register with an existing FA or search for anew
one.

2.2.2 Registering the Care-of Address

Aswe explained above, once the MN getsanew COA it hasto inform its HA by ssnding a

Registration Request. The HA then denies or approves the request. and sends a Registration
Reply back to the MN. If the request is gpproved, the HA updatesits cache bindings. If the
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request is denied for some reason (for example if the authentication failed or if the HA does not
have enough resources), thisis dso sated in the Registration Reply. Obvioudy, the maiter of
authentication is very important here. We do not want amadicious host to pretend being aMN,
sending a phony Regidration Request and having dl the datagrams for aMN sent somewhere
else. We discuss security in Mobile [P in chepters 5.4and 5.5.

2.2.3 Tunneling to the Care-of Address

The HA uses IP- in-IP encgpsulation [11] to tunnel the datagrams it receives to the MN. This
means that the HA inserts anew |P header (also cdled the tunnd header) in front of the received
datagram’s |P header (see Figure2-2). In this IP header, the MN’'s COA is the detination IP
address and the HA is the source address. As explained above, the end of the tunnel can either be
the FA (if the MN hasaFA COA) or the MN (if it is a co-located COA). Once received by the
other end of the tunnd, the tunndl header is removed and the origind datagram is delivered to the
MN (in the case of FA COA).

New Original IP Payload
IP header I P header

Figure 2-21P-within-1P Encapsulation.

2.3 Problems Facing Mobile IP

There are severd problemswith Mobile IP . Two mgor problems are the routing inefficiency
problem and the loss of packets during handovers. We will talk about these two problemsin the
following two subsections.

2.3.1 Routing Inefficiency

In Mobile IP, when a CN wants to send a packet to aMN, it first sends the packet to the HA of
the MN. The HA then sends the packet to the FA which ddiversthe packet to the MN. When the
CN isvery closeto the current location of the MN and the HA is very far away, this procedure
results in a packet path that is much longer than necessary (see Figure 2-3). It isdesirableto
overcome this problem by some sort of routing optimization and there have been severd
suggestions for how to achieve this routing optimization. Some of these suggestions are
overviewed in chapter 3 However, we do not focus on this problem in this report.

2.3.2 Loss of Packets during handover
When the MN moves, it will eventudly get out of its present FA’s reach and have to register

with anew FA, aswe explained earlier. When the MN is outsdeits old FA’ s reach and before
the HA has received the MN’s new COA, the HA sends packets destined for the MN toitsold
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FA and thus the packets are most probably lost. Thisiswhat “loss of packets during handoff”
means.

Thisloss of packets is the problem that we focus on in thiswork. We firg briefly describe other
work within this area to solve this problem and then state our proposa to overcome the handoff
problem. Findly, we andyze the performance of the suggested solution.

Figure 2-3 Routing I nefficiency Problem.
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3 Related Work

This chapter briefly describes related work thet has been donein thisarea

3.1 Routing Optimization

Mohile IP route optimization [12] was designed to provide a solution for the problems mentioned
insection 2.3 The solution is as follows.

Any hogt on the Internet that wishes to participate maintains a binding cache. When the HA
receives apacket for aMN that isaway, the HA sends a binding update message to the source of
the packet (the CN), informing it of the MN'’s current COA.. The source then updates its binding
cache and sends other eventua packetsto the MN directly to it without bypasing the HA. This
way, we can avoid the triangular routing problem.

FAs can dso make use of the binding updates to reduce packet loss during a handoff. When a
MN changesits COA from one FA to ancther, the new FA may send a Binding Update message
to theold FA, informing it of the MN'’s new location. The old FA then updatesiits binding cache
and re-tunnels any incoming packets for the MN to its new COA. This processis cdled a smooth
handoff. However, according to this scheme, packets that arrive at the old FA before it has
received a Binding Update message are lill lost.

3.2 FA Buffering

Perkins and Wang proposein [6] asolution for the problem mentioned in section 2.3.2 (loss of
packets during a handoff). The solution is asfollows: In addition to the smooth handoff scheme,
the FAs should have a buffering mechanism. Besides decgpsulating packets and ddivering them
to the MN, the FA should dso buffer these packets. When it receives a Binding Update message,
the FA re-tunnd s the buffered packets to the MN’s new FA. With this solution, packet loss
during a handoff can be completdy eiminated unless the MN takes too much time to find anew
FA (after it loses contact with the old one), in which case the buffer at the previous FA may
overflow. A mgor Sde effect of this buffering scheme is however the duplication of packets.
The new FA may get packets from the old FA that the MN has dready received from the CN
(whileat theold FA).

To prevent these duplications, Perkins and Wang propose that when the MN receives an IP
datagram, it buffers the pair of the source address and the identification (origindly used for IP
fragmentation) field of the datagram given in the IP header. When the MN requests a smooth
handoff, it includes the source address and the identification field of the packetsit has dreaedy
received in the Binding Update message. The previous FA then uses these buffered pairsto drop
those buffered packets that have dready been sent to the MN and only sends the res of the

packets.
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3.3 Hierarchical FAs

In order to have faster handoffs and dso decrease the registration overhead that increases traffic
in the Internet (thisis gpecidly gpparent in base Sations with small cdls where frequent handoffs
occur) ahierarchica FA management (see Figure 3-1) was proposed in the same report[6] . The

FAsin adomain are organized into a hierarchy (or more precisdy, atreeof FAS) to handle locd
movement of MNs insgde the domain. A FA includesin its Agent Advertisements a vector of
COA, which are the IP addresses of dl of its FA ancestors aswell asits own.

WhenaMN arivesa anew FA, it regigerswith its HA that FA aswell asdl theFA’s

ancestors.

PEEEN PR

1 A ( \
«-- -+ !
N \ /
\_’/ rd

N

Figure 3-1 Hierarchical FAs.

When a packet for the MN arrives a its home network, the HA tunnelsit to the roat of the FA
hierarchy. When theroot FA (FALin Figure 3-1) receives such a packet, it retunndsit to its
next lower leve FA. Findly thelowest level FA ddivers the packet to the MN.

When a handoff occurs, the MN compares the new vector of care-of addresses with the old one.
It choosesthe lowest level FA that gppearsin both vectors and sends a Regidration Request to
that FA. The higher-leve FAs are not informed of this movement since it does not concern them.
For Example, In Fgure 3-1, when the MN moves from FA7 to FAG, FA3 isthe target of the
registration request, and FA1, without knowledge of this movement, Hill correctly retunnels
packets to FA3. In the meantime, the HA has no knowledge of these local movements (it ill
tunndls packets for the MN to FA1 as usud) and none of these regigtrations reaches the HA.
Thus, regigration overhead in the network is reduced.

There are severd other reports that aso look into hierarchical mobility management [9) and[17].
These papers focus on the handoffsin a hierarchical scheme.

A. Stephane et d [17] look into and compare the two different scenarios when we have intra
domain handoffs (handdffs within the same domain) and inter domain handoffs (handoffs
between two different domains).
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4 Smooth Handoffs

In this section, we look into different solutions for achieving smooth handoffs and discuss
problems and advantages/disadvantages with the different solutions. Findly we describe our
proposd for achieving smooth handoffs.

4.1 What is a Smooth Handoff?

When the MN moves, it may get out of its present FA’ sreach and have to register with anew
FA. This change of FA isreferred to as a handoff. During the time that the MN is outsdeits old
FA’sreach and before the HA has received the MN'’s new COA, the HA will send packets
dedtined for the MN to itsold FA and thus the packets are most probably logt.

Smoath handoff deds with how to minimize and hopefully totaly eimineate the loss of packets
during a handoff.

4.2 Different Solutions for achieving Smooth Handoffs

There have been severd proposds for how to achieve smooth handoffs. This chapter deds with
different solutions to achieve these smooth handoffs.

4.2.1 Multicasting Packets

Oneway to have smooth handoffsis to multicast the packets. Besides sending the data to the FA
wherethe MN is a the moment, the datais also sent to dl adjacent FAs. The other FAs will
buffer incoming packets and can quickly forward them to the MN if a handoff occurs. This
solution is especidly ussful when we have Red-time services such as sending audio (Internet
telephony, video conferencing etc) when there is a condraint on the delay between subsequent
packets. The downsde with this solution is thet it uses additiond network resources and memory
pace by sending datato all adjacent FAs and buffering the data there. Another problem is how
to know which FAs are adjacent each other in order to know to which FAs a packet should be
sent. We will discuss advantages and disadvantages with multicasting packetsin section 4.4.1

4.2.2 Buffering at the HA/FA

Two other solutions are buffering of al incoming packets a the HA or & the FAs When the MN
movesto anew FA, the new FA sends an update message to the HA or old FA (depending on
whether the buffering is at the HA or the old FA) tdlling it to send incoming packets for the MN
to it's new location. Packet |oss during a handoff can then be completdly diminated, unlessthe
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MN takestoo long time to find anew FA dfter it loses contact with its previous FA, in which
case the buffer at the previous FA or the HA may overflow.

4.3 Problems with Buffering at the FA/HA

A mgor Sde effect of this proposed buffering scheme is the duplication of packets. The new FA
may get packets from the old FA/HA that the MN has dreedy received from the CN (while & the
old FA). Modern implementations of TCP [1] assume that duplicated TCP acknowledgements

are caused by logt data packets and will in that case invoke some sort of congestion control
mechaniamg[5]. Because of this, duplicated acknowledgement packets due to handovers may
cause upper layer protocolslike TCP to dow down more than necessary , degrade performance
[1] and dso waste network resources. Thisis obvioudy not wanted and we would like to avoid
this.

We could overcome this problem of acknowledgement packet duplication by having the MN
send an acknowledgement to the FA/HA for every packet thet it receives whereby the FA/HA
would delete that packet from its buffer. In this case, the only packets that are eft in the buffer
are the ones that have not been ddlivered to different MNs (remember that severa MNs usudly
are connected to one FA/HA). When the old FA/HA recaives an update message for acertain
MN, it Smply sends dl buffered packets intended for that MN to the new FA. These
acknowledgements are however sent on the link layer level and are outside the scope of this
work.

Another solution could be to use some sort of sequence numbering on al the packets and save
that numbering in the buffer together with other information. We discuss the information thet
needs to be saved in the buffersin section 6.3.2 The MN could then send the sequence numbers
of dl the packetsthat it has received together with the Binding Update message, and the old FA
would then discard those packets and just send the other packets thet it didn’t receive a sequence
number for. The Identification and fragment offset fields of the IP header could for example be
used as the sequence number for the saved packets.

The disadvantages of this scheme are severd: to sart with, the MN now needs to keep track of
the sequence numbers of dl the packets that it has received (remember that the packets can arrive
out of order a the MN, so it is not enough to keep the sequence number of just the last received
packet.). Also, since the packets are not deleted from the buffer when the MN recelves and
acknowledges them, the buffer becomes full faster and there are more unnecessary packetsin the
buffer. This could be amgor drawback snce new arriving packets could be discarded because
the buffer isfull with packets that have dready been delivered to the MN and are not redly
needed in the buffer. This could aso hgppen to other packets in the buffer that have not been
ddivered, depending on the chosen dgorithm in case the buffer isfull. Conddering these points,
we beieve the best solution would be to have the MN send alink layer acknowledgement for dl
the packets that it receives.

As Perkins and Wang mention in[6] “whether and how much packet |oss can be avoided depends
on how quickly an MH finds anew FA, and how many packets are buffered a the previous FA.
Thisin turn depends on how frequently FA's send out beacons, or agent advertisements, and how
long the MH gays out of range of any FA. A large buffer at an FA can tolerate less frequent
beacons and longer period of loss of contact. On the other hand, more frequent beacons take up
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more wireless bandwidth and denser coverage requires more FAS (i.e. more equipment).
Baancing these factors isimportant for achieving optima smooth handoff.” Wewill look into
some of these factorsin chapters6and 7 .

Thefirg question to consider about buffering incoming packets is whether to have the buffering
a the HA or a the FAs. Hereisashort summary of the advantages and disadvantages of the
different schemes

4.4 Advantages and Disadvantages of the Different Solutions

In this section we discuss the advantages and the disadvantages of the earlier discussed solutions
for achieving smoath handoffs.

4.4.1 Advantages/Disadvantages of Multicasting

The disadvantage with multicasting the data to al adjacent FAsisthat it uses additiona network
resources and memory space by sending datato all adjacent FAs and buffering the deta there.
Ancther disadvantage is the problem of how the new FA issupposed to know which was the last
packet received by the MN at the old FA. Y et another problem is how to know which are
adjacent Fes.

The advantage is that the packets will dreedy be at the new FA when the MN moves so thet the
handoff will be much fagter.

4.4.2 Advantages/Disadvantages of Buffering at the FA

The IP distance (distance that packets on the IP level have to travd; thisis not the same as the
physicd dstance) between the old FA and the new FA should probably be less than the one
between the new FA and the HA. Thus, the packets will haveto trave less, the dday will be
less and there will be lesstraffic in the network if the buffering is a the FAS.

Thisis an important reason for having the buffering a the FAs. The mgor problem with
buffering a the FAsis security and authentication between the new and old FA. How do you
vdidate the authenticity of the new FA 0 that a malicious node can't pretend to be serving the
MN and have the old FA send dl the buffered packetsto it insteed of to the new FA? Thisisa
very important issue that needs to be looked upon. We discuss authentication and security during
handoffs in chapter 5.5. Another disadvantage is that the FA might not have enough resources
that are needed for buffering packets for dl MNs connected to it at different times. For example,
the FA might be able to serve and buffer amaximum of 100 MNs. At acertain time, maybe 110
MNs are in the coverage area of that FA and want to register with that FA. The FA will then not
be able to provide sarvice for dl these MNs and some incoming packets might not be buffered
due to lack of resources and thus be discarded. The HA on the other hand has to guarantee thet it
will provide sarvice to dl MNsiin its domain and thus, thet problem would not occur if the
buffering is a the HA indtead.
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If the buffering is a the HA, the packets are saved in a centralized way instead of having them
distributed among several FAsin a decentraized fashion. The disadvantage of having a
centrdized system isthat should the HA crash for some reason dl the information gets log.
Also, the HA could become a bottleneck if the traffic is very heavy.

4.4.3 Advantages/disadvantages with buffering at the HA

One advantage with buffering a the HA isthat there is no need for sending a binding update
message to the old FA. In this scheme, the binding update message can be included in the
registration request that is sent to the HA. Thus, instead of sending two messages (one update
message to the old FA and one regidration request to the HA) it is enough to send only one
message. Thisis however only avery smdl advantage. More importantly, the authentication
problem ismuch eeser 0lved here since the HA and MN dready have away of authenticating
with each other (see[3] pages 65-66) and can usethat. A mgor disadvantage of buffering at the
HAsiswhen the MN is sending acknowledgements for received packets. These
acknowledgements have to go through the Internet dl the way back to the HA. If the
acknowledgements are sent on the link layer, thisisimpassible (link layer acknowledgements
can't be sent through the Internet to the HA). Also, there would be atriangular path snce the FA
sends data to the MN, but the acknowledgement is instead sent to the HA

Ancther mgor disadvantage of having the buffering a the HA isthat the distarce between the
HA and the new FA is probably longer than the distance between the old FA and the new FA
(seed.4.2).

All in dl, congdering the arguments mentioned above, we believe thet it is better to buffer a the
FAsthan a the HAs. Also, in the literature ragarding buffering that | have read, the researchers
who have sudied this question shared this opinion [6]-[7].

4.5 The Smooth Handoff Scenario

In our handoff scenario, we are assuming that there are no “dead zones’ between two adjacent
FAs, which meansthat the MN is dways within the cell of at least one FA. However there can
be some overlaps between the cdlls that adjacent FAs cover which means that the MN could
receive agent advertisements from severd FAs. See section 7.1 for different solutions on which
FA touseinsuch acase.

Let’s assume that the solution is based on signd strength and that there is some overlap between
the cells of adjacent FAs. Asthe MN starts moving it notices thet the sgnasit is recaiving from
the FA are getting weeker. The MN then startslooking for another FA. When it recelves agent
advertisements from this new FA, the MN initiates a handoff by sending a Regidtration Request
(see section 5 for details about the handoff protocols) to this new FA that forwardsit to the MN's
HA.. The new FA aso sends a binding update message to the old FA informing it about the MN's
new location and its new COA and asking the old FA to send buffered packets for the MN to this
COA (see FHgure4-1). Theold FA then sends an acknowledgement for this update message and
then re-tunnels dl the buffered packets to the new FA. The new FA then decapsulates these
packets and delivers them to the MN.
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When the HA receives the registration request it processes the request and then sends a
regigtration reply back to the FA that relaysit to the MN. The regidration reply holds
information about whether the request was accepted or denied and the reasons for that.

MN S
‘ X !
NP
. . v _r
Binding | Handoff
Update I
message !
Registration
Request

Figure4-1 The Smooth Handoff Scenario.
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5 The Proposed Handoff Protocols

There are five messages that are exchanged to complete a handoff. These messages are the
fallowing:

1. Agent Advertisement: Sent by FAsand received by MNs.

2. Registration Request: From the MN to the HA viathe FA.

3. Registration Reply: From the HA to the MN viathe FA inreply to a
registration request.

4. Binding Update: From the new FA to the old FA noatifying the old FA of the
MN'’s new location (its new COA) and telling it to send buffered packets for
the MN to that address.

5. Binding Acknowledgement: Sent from old FA to new FA to acknowledge

the binding update message.

We will discuss these messages in more detall in this chapter. Of these five messages, the three
first ones are exactly the same as proposad in the Mobile IP protocol specification [3] and the
last two are my proposas. The only addition to the three firgt protocols is that the registration
request should dso contain the MN’s old FA P addressin itsextensons. If the MN had a shared
secret with its previous FA, this authentication key should be sent in the regigtration request asa
mobile-foreign extenson. These two pieces of information need to be sent from the MN to its
new FA so that the new FA knows where to send the Binding Update message and to be able to
authenticate with the old FA. However, thisinformation is not needed to be sent to the HA. The
FA could e@ther remove these two fields before forwarding the registration request to the HA, or
judt leaveit asit isin which case they would just be ignored by the HA. Fore more details about
authentication and other security concerns, see sections 5.4and 5.5

Before discussing the different protocolsin detail, we need to answer the following two
questions

Question 1. What information does the MN need to carry with it when it moves from one FA to
another?

Firg of dl, the MN needs to know the IP address of its HA in order to know who to regiser with
every timeit moves. The MN needsto carry the address of the FA that it was previoudy attached
to s0 that the new FA learns where to send the Binding Update message. The MN aso needsto
cary itshome address. Thisinformation isincluded in the registration request thet is sent from

the MN to the HA viathe new FA. Also, the previous FA needs to know the home address of the

MN s0 that it knows which packets from the buffer to send to the new FA. Thisinformation
should be included in the binding update message sent from the new FA to the old FA.

Findly, depending on what authentication scheme was used between the MN and the old FA and
what solution is chosen for authentication between the new FA and the old FA, the MN might
want to pass the authentication key it was sharing with the old FA to its new FA. The new FA

can then use this authentication key to authenticate with the old FA. Specificdly, the new FA
sends this authentication key to the old FA that checks whether it matches with its own
authentication key.

Question 2. What information does the new FA need from the old FA?
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Besides the data in the huffer, the MN carries dl other information that the new FA needs about
it, S0 there is no important information thet the new FA needs from the old FA.

We now describe the above-mentioned protocols. Since the three first protocols are identical or
amodgt identical to the Mohile | P specification protocols, we do not go into detall describing
those but refer ingtead to[3].

5.1 Agent Advertisements

This protocal is as mentioned earlier exactly the same as proposed in the Mohile IPRFC[3].

Mohility agents (HAs and FAS) tranamit advertisements to advertise their services on alink.
MNss use these advertisements to determine their current location in the Internet. An Agent
Advertisement is an ICMP Router Advertisement [4] that has been extended to dso carry a
mohbility Agent Advertisement Extenson which isshown in Figure 5-2. Thelength fidd isequd
to (6 + 4*N) where N isthe number of care of addresses advertised. The Sequence Number

fidled contains the number of Agent Advertisement messages sent since the agent wasiinitiaized.

The Regidration Lifetime contains the “longest lifetime measured in seconds thet thisagent is
willing to accept in any Regigration Request”. The code part in the protocol includes among
othersinformation on whether the mohbility agent isaFA or aHA and if the FA is busy and will
not accept regidrations from additiond MNs. For more information, see(3)].

0 7 8 15 16 23 24

31

Type L ength Sequence Number

Registration Lifetime Code Reserved

Zero or more Care-of-Addresses

Figure5-1 Mobility Agent Advertisement Extension.

5.2 Registration Request

As mentioned earlier, this protocal is the same as proposed in the Mohbile IP RFC[ 3].

The Regidration Request and the Regidration Reply are both sent to UDP port 434. The overdl
sructure of these regidration messages is shown in Figure 5-2 where the Mobile IP message
header looks like either Figure 5-3 (if it’ s aregidration request) or Figure 5-4 (regidration
reply).
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IP Header UDP Header Mobile IP Header Extensions

Figure5-2 Data structure of aregistration message.

Theregidration process is amos the same whether the MN hasaFA COA or a colocated COA.
In the former case, the MN basicaly sends the request to the FA which relays the request to the

HA. In the latter case, the MN sendsiits request directly to the HA, using its co-located COA as
the source | P address of the request.

Figure 53 shows the protocol formet for a registration request according to the Mobile IP
specification.

0 7 8 15 16 23 24 31

Type Code Lifetime

Home Address

Home Agent

Care-of-Address

Identification

Extensions

Figure 5-3 Registration Request Format.

The code part contains among other things information about whether the MN isusing a co-
located COA or aFA COA. Thelifetime contains the number of seconds remaining before the
regigration is consdered expired. A vaue of zero indicates de-registration and a vaue of Oxffff
indicates infinity. The home address contains the fixed home IP address of the MN. Home Agent
isthe IP address of the MN’s home agent. The identification is a 64-bit number constructed by
the MN, used for matching regigtration requests with regidration replies. For more detalls,
see[ 3]. The Extenson part should include the old FA address of the MN (the IP address of the
MN’'sold FA). It could alsoincude the Authertication key that the MN was sharing with its
previous FA. It is sent from the MN to the new FA for authentication purposes between the new
FA and the old FA. The information in these two fidlds are of no interest to the HA and will
therefore beignored by the HA.
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5.3 Registration Reply

Figure 54 shows the protocol format for aregidration reply according to the Mohbile IP
specification. The code field contains avaue indicating the result of the regigtration request (see
below). If the Code field indicates that the regidtration was accepted, the Lifetime fidd is set to
the number of seconds remaining before the registration expires. If the code fidd indicates that
the regigration was denied, the content of the lifetime fidld is unspecified and should be ignored
by the MN on reception. The other fields are the same as in the regigtration request protocol.

Thefollowing vaues are defined for use within the Code field:

5.3.1 Registration Successful

0 registration accepted
1 registration accepted, but simultaneous mobility bindings unsupported

5.3.2 Registration Denied by the FA

64 Reason Unspecified

65 Administratively Prohibited

66 Insufficient Resources

67 MN failed Authentication

68 HA failed Authentication

69 Requested Lifetimetoo long

70 Poorly formed Request

71 Poorly formed Reply

72 Reguested encapsul ation unavailable

73 Reguested V an Jacobson compression unavailable
80 Home network unreachable (ICMP error received)
81 Home agent host unreachable (ICMP error received)
82 Home agent port unreachable (ICMP error received)
88 Home agent unreachable (other ICMP error received)

5.3.3 Registration Denied by the HA

128 Reason Unspecified

129 Administratively Prohibited

130 Insufficient Resources

131 MN failed authentication

132 FA failed authentication

133 Registration Identification mismatch

134 Poorly formed Request

135 Too many simultaneous mobility bindings
136 Unknown home agent address
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0 7 8 15 16 23 24 31

Type Code Lifetime

Home Address

Home Agent

| dentification

Extensions

Figure 5-4 Registration Reply Format.

5.4  Security During the Registration Procedure

As mentioned earlier, the regidration in Mohile IP must be secure so that false registrations can
be detected and rgected. Otherwise, amalicious host could for example pretend being the MN,
send afake Regidration Request and have dl the datagrams for that MN sent somewhere else.

In order to solve the authentication problems, as C. Perkins mentionsin [8] “each MN and HA
mugt share a security association and be able to use Message Digest 5 with 128-bit keysto cregte
unforgeable digital Sgnatures for registration requests [14]”. This security associaion (aso

cdled an authenticator) isincluded in the authentication extensons (see explanation further
down). Further on, as mentioned in [8] “the Sgnature is computed by performing MD5's one-

way hash dgorithm over dl the data within the regidiration message header and the extensons
that precede the signature. To secure the registration request, each request must contain unique
data so that two different regidrations will in practical terms never have the same MD5 hash.”

The method to do thisis to include a unique value dong with the regidtration request (in the
identification field) that changes with every new regidration. There are two ways of making the
identification fidd unique. The first way isto use atimestamp. In that case, every new
regigration has alater timestamp and thus differs from previous timestamps. The other way isto
generate a random number (anonce) and insart it into the identification field of the regigtration
request. With enough bits of randomness (usudly 32 bits are used), it isvery unlikely that two
independently chosen vaues for the identification field will be the same.

There are three authentication extensions that are defined for use with Mobile IP. These
authentication extensions are included at the end of the regidtration requests and regigtration

replies. They are the following:

The mobile-home authentication extension: thisextenson isrequired in
al regigration requests and replies.

The mobile-foreign authentication extension: Thisextenson may be
included in the regidration requests and replies in cases when amobility
Security association exigts between the MN and the FA.
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The foreign-home authentication extension: This extenson may be
induded in the regidration requests and replies in cases when amoability
Security association exigts between the FA and the HA.

The format for these extensons can be seen in Figure 55.

0 7 8 15 16 23 24 31
Type Length SPI
SPI Continued Authenticator

Figure 5-5Mabile | P Authentication Extension.

All these three authentication extensions have smilar formats. The only difference isthat they
have different type numbers.

5.5 Security During the Binding Update Procedure

Whenever abinding update message is tranamitted, it has to be accompanied by an
authentication extenson. However, the authentication process is alittle bit trickier in the case of
handoffs than during the regigtration procedure. The reason for thisis that the MN and the FA
might not share any specia secret that can be used to build a security association (which then
could be used for authentication purposes).

Even without a shared secret, the new FA has to persuade the old FA that the binding update
message has not been forged. The overdl procedure for the authentication processislike this

The FA uses agent advertisement flags and extensons to provide
information about the style of the security thet it is prepared to offer the
MN.

The MN then chooses one of theses available services.

The FA responds to the MN’ s request and if necessary, it cooperates with
the MN to provide a smooth handoff operation and to obtain aregigration
key from the HA.

If asecurity association exigts between the MN and the old FA, the MN can cregte aregigtration
key by picking arandom number and encoding it using their shared secret. The MN would then
send this regigtration key to the new FA (in the regigtration request) which would then include it
in the binding update message. In this case, the regidration request has to incdlude a mobile-
foreign authentication extenson (see chapter 5.4).

However, in most cases, a security association will not exist between the MN and the FAS. In
those cases, the MN will insteed rely on the HA to pick and provide for aregistration key to be
used by the MN and the FA. This can be done in two ways If the FA and the HA share a security
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asociation, the FA can request the HA to encrypt a certain selected regigtration key using their
security association and send back the result to the FA as part of the regigtration reply. The HA
will aso natify the MN of this regigtration key vaue by using the mobility security associaion
that aways exigs between aMN and itsHA.

On the other hand, if the FA does not have a security association with the HA but instead has a
public key, it can send this public key to the HA in the regigration request, and more or less
achieve the same result as explained above.

Ladtly, if the FA does not have a public key, or a security association with either the MN or the
HA, thereis gill achance of aDiffie-Hdlman key exchange. | will not in detall explain how this
works but will ingteed refer tg 15].

5.6 Binding Update Message

Figure 56 shows the protocol formet for a binding update message. As explained ealier, it is
sent from the MN's new FA toitsold FA natifying the old FA of the MN'’s new location (COA)
and tdling it to send buffered packets for the MN to that address. The Authentication extension
isfor authentication between the new FA and the old FA and can for example contain the SPI
and Authenticator that the MN shared with itsold FA (which the MN will send to itsnew FA in
the Regidration Request). For more details about this, see section 5.5. A possible problem could
occur if thereis no connection between the old FA and new FA (eg. thereis afirewdl). How do
you solve that? However, a requirement for this work isthat there is a connection between the
old FA and the new FA. This problem is therefore outside the scope of this work.

0 7 8 15 16 23 24

31

MN Home Address

Care-of-Address

Authentication Extension

Figure 5-6 Binding Update M essage For mat.

5.7 Binding Acknowledgement Message

Figure 57 shows the protocol format for a binding acknowledgement message. Itissent in
response to a binding update message o that the sender of the binding update message will know
that the old FA received the update message. The code part of the protocol will contain the result
of the update. The reason why an acknowledgement to a binding update should be compulsory is
that otherwise, if the new FA sends an update message and does not get any buffered packets
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sent beck to it, how will it know if thisis because there were no packets for that MN in the old
FA’s buffer or because the binding update message somehow was lost and never received by the
old FA?If abinding acknowledgement is not received after acertain time, the new FA should re-

send a binding ypdate message until it receives an acknowledgement.

15 16

23 24 31

Code

Reserved

MN Home Address

Authentication Extension

Figure 5-7 Binding Acknowledgement M essage For mat.
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6 The Proposed Buffer Management Schemes

There are severd issues that need to be considered regarding how the buffering of incoming data
a the FAs should be managed. In this section we will look into these issuesin more detail. The
following are some of the matters that need to be worked on:

How do you save (buffer) the incoming packets? For example, what
information besides the actud data needs to be cached? Should incoming
packets for different MNs be cached separately or al together at the same
place?

What kind of dgorithm or solution should be used in case the buffer
becomes full? Should the incoming packets just be discarded or should they
be switched with a packet in the buffer? And in thet case, what dgorithm
should be used (FIFO, priority, randomly ec.)?

If saverd MNs are connected to one FA, how does the FA decide which
node to serve? Doesiit dlocate a certain time dice to esch MN and then send
al packetsin the buffer for that MN to it? Or does the FA take one packet at
atime from the beginning of the buffer (in the case of having only one
buffer) and send it?

If the FA takes a packet from the buffer and triesto send it to aMN but the
MN has moved to another cdll (i.e. a handoff has occurred), what happens?

What do you do if apacket is sent for aMN but no acknowledgement is
received? This could happen due to severd different reasons. one reason
could be that the packet islost on itsway to the MN and never reechesthe
MN. Another reason could be that the packet arrives a the MN but the
acknowledgement is logt and never reaches the FA. Y et another reason
could be that the MN moves to another cdll which resultsin that the packet
never reechesthe MN.

If an acknowledgement is not received, should the packet be retranamitted
after a certain maximum roundtrip time or not?

6.1 Implementation of Wireless Networking in Real Devices
Before we sart discussing the different possible buffering schemes, we need to gain alittle bit

more knowledge about how networking (and specialy wirdess networking) isimplemented in
rea devices. Inthefallowing section, we will discuss thisin more cetail.
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6.1.1 Network Adaptors

According to [20], normaly when ahost (in our case the FA) recelves an | P packet, the packet is
sent to alower layer in the network architecture (such asthelink layer) whereby the packet isno
longer avalldble a the IP layer. 1t isthen up to the lower layers to send the packet to the network

link where it is sent to its destination (@ MN in our case). See [20] for more details about this.

Each hogt is connected to the network viaa network adaptor. The network adaptor usually stson
the system’s |/O bus and delivers data between the host’ s memory and its network link. Figure
6.1 (copied from [20], page 71) shows this.

CPU
N Networ k
Cache
Adaptor To Network
I
[
Memory 1/0 Bus

Figure 6-1 Thearchitectureof a host containing a network adaptor.

The normd behavior isthat whenever a host wants to send packets on its network, it first sends
the packets to the network adaptor (and the packet is thereby no longer avallable a the IP levd),
which then sends the packets on the network link. If the network adaptor cannot send a
frame/packet (e.g. when the MN that the frame is for has moved to another cdll) it will natify the
upper level whichisthe LLC(Logicd Link Contral) and it is up to the behavior of the LLC to
check if the frame will be sent again or not. It isimportant to notice thet there are two different
memory paces involved here: onein the hogt and one in the network adaptor. If apacket is
moved from the host memory to the adaptor memory without saving a copy in the host’ s memory
(which isnormaly the case), the packet is basicaly lost when transmission fals. Thiswould
mean that packets would be lost during handoffsin our case.

To solve this problem, a solution isfor the FA to save a copy of the packets sent to the network
adaptor in the hogt to dlow retransmission and forwarding to anew FA. These copied packets
are deleted from the buffer in the host when the network adaptor confirms that the packet was
transmitted successfully. For more information about the implementation details, see [20] and
[2].
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Another thing that isimportant to pay atention to is that the network device is a serid device, it
dedls with one message a a time (even though it can Store saverd messages interndly). This
impliesin our case that when a packet has been sent on the network link, no other packet can be
sent before either an acknowledgement for that packet has been receivedor the packet just sent is
declared logt (there are several mechanisms to detect that a tranamitted packet was lost and they
mainly depend on the link layer technology).

6.2 Possible Solutions

There are two ways of saving the incoming deta packets. they can ether be saved dl a the same
buffer or we can have one buffer for every MN. In the following sections we will discuss
advantages/disadvantages and other issues concerning these two solutions. We will discuss

issues about the buffering management scheme for both cases. We will aso discuss which of
these two solutions thet is the fastest, talk about parameters that affect the buffer sze and
possible solutions if the buffer(s) isare full. Findly, we will give one example for each solution

of what happens garting when a packet arrives at the FA and ending when the MN receives the
packet and sends an acknowledgement for it to the FA.

6.3 Having only one Buffer

Congdering that up to 50 or 200 MNs can be and usudly are attached to one single FA, it seems
much easer to implement and maintain only one buffer insteed of having a buffer for each MN.
The question is however which solution thet isthe fastes, i.e. has the shortest lookup time and
which one that utilizes the buffer/buffers more efficiently. We will look into this question in
section 6.7. In the following sections, we will discuss other issues about having only one buffer

a the FA.

6.3.1 The Buffer Size

The question of how big the buffer should beis a pretty complex question that depends on alot

of factors. It dependson how many clock cyclesit takes for the FA to take one packet and send
it, the lifetime of the packets and the sSze of the packets. It dso dependson the rate by which
packets arrive a the FA which in turn depends on how many MNs are connected to the FA, how
frequently packets for the MNs are sent in average, and how many MNs that are recelving data
packets a one time.

Another factor is how often the MNs move to another cdl. Thiswill tell us how often the FA
receives binding update messages in which case the FA hasto interrupt sending packets and
ingteed look through its buffer. There are alot of other factors influencing how fast the buffer
becomes full. We will discuss these factors and other issues concerning the buffer Sze in section
6.6.
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6.3.2 Buffering of Incoming Packets

If we only have one buffer a every FA where dl the incoming packets are saved, we need away
to distinguish between different MNs. The way to do thisis by the MNs home addresses This
address can be accessed from the inner (the original) IP header where it is the destination address
of the packet.

Also, acertain lifetime must be chosen for every FA or possbly dl FAsin acertain domain. Al
incoming packets for that FA (or dl FAsin that domain) would then have thislifetime. When the
lifetime for a packet expires, the packet is removed from the buffer. For thisto work, every
pecket will get atimestamp when they arive. Also, the FA must have atimer.

Hereis an example to illugtrate how thisworks assume that the lifetime for acertain FA is
chosen to 2 seconds. The FA will then search its buffer in even intervals (eg. every 5ms) and
subtract the timestamp of every packet from the current time. If thisvaueis equd or greeter than
2 seconds, the packet is deleted from the buffer and can be replaced by another (incoming)

packet.

Figure 62 shows how packets are buffered at the FA. For every packet we have atimestamp and
then the de-capsulated Mobile IP packet.

Timestamp Mobile | P Packet

Figure 6-2 How packets are cached in the buffer.

6.3.3 Sending Packets to the MN

The packets in the buffer are served in aFIFO order. That means that the FA takes packets from
the top/beginning of the buffer and sends them to the right MN. Arriving packets are dways

saved at the end of the buffer (caled bufferl). After a packet has been sent, the FA takes the next
packet from the top of bufferl and sendsit. If alink layer acknowledgement for a sent packet is
not received after a certain maximum roundtrip time (which istechnology dependent), the packet
should be retrangmitted.

Of course, if the lifetime of a packet in the buffer expires before an acknowledgement is received
(which could happen because the packet for some reason never was delivered to the MN or that
the acknowledgement was lost), the packet will be deleted.

In the cases where packets are dropped, e.g. if the lifetime of a packet expires or if the buffer is
full and incoming packets are ignored, it is up to higher layers (like TCP) to notify the sender

that the packet never was ddivered a its destination, and we will not focus on thet problem in
this report.
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6.3.4 A simple Example

Thefdlowing is an example to briefly illustrate what happens at the FA when packets arrive and
especialy when a handoff occurs. When packets for MNs arrive at the FA that they are currently
connected to, they are first de-capsulated and then saved at the end of the buffer (as mentioned
above). The FA takes packets from the beginning of the buffer and sends them to the
corresponding MN. Lets assumethat 20 MNs (MN1, MN2, MN3, .... ,MN20) are connected to
aforeign agent called FAL. Let'saso assume that 5 of these 20 MNs are ective & a certain time.
The buffer could for example look something like Figure 6-3. In this figure, the packets on the
right Sde are the ones that arrived fird.

OZNI
OZNIN
TNIN
VININ
¢NIN
VININ
VININ
STNIN
¢NIN
¢NIN
TNIN
OZNIN
OZNIN
TNIN

Figure 6-3 Example of a buffer at aFA.

Of course, packets for acertain MN can arrive out of order at the FA. For example, the second
packet for MN1 (the fourth one from the right) might have been sent before the first one and
needs to be ddivered before that one. This reordering is however done at the mobile nodes and is
outsde the scope of thiswork.

At time zero when the buffer looks like Figure 6-3, the buffer isfull and dl incoming packets are
ignored and not saved. FA1 tekes the firgt packet (MN1) and sends it to mobile node 1. When the
acknowledgement for MN1 isreceived, it is deleted from buffer1 and the next packet can be
sent. Now thereis an empty space in bufferl and the first incoming packet could be saved & the
end of bufferl. FA1 now takes MNZ20 and sendsiit. If an acknowledgement is not received, MN1
is resent after acertain time (this goes on until MN1' s lifetime expires). The same procedure
occursover and over. The interesting thing happens when a handoff occurs and one of the MNs
moves to ancther cell. For example, MN14 moves to another cdll after it has received the firgt
packet for it (the saventh packet from the right) but before the second packet. FA 1, unaware of
this move, sends packets for MN14 as norma. The only differenceisthat there are no
acknowledgements for these packets. Instead, after awhile, abinding update message is received
from the new FA (cdled FA2) that MN14 now is connected to. FA 1 sends an acknowledgement
to this update message and then searches through its buffer for packetsfor MN14. Next, FA1
encapsul ates these packets (meaning that FA 1 puts another 1P header in front of the datagram
with the MN'’s new COA as the destination address and FA1' s | P address as the source address)
and sends them to FA2. When FA2 recaives the packets, it de-capsulates them and sendsthem
right away to MN14. This means that packets coming from other FAs (i.e. packets that are sent
in reply to abinding update message) would have higher priority snce they are not saved in the
buffer where dl the incoming packets are saved (referred to as bufferl), but instead sent right
away before packets from bufferl.

Thisis of course only one solution. Another solution would be to put the packets at the end of
FAZ2 s buffer and ddiver them to MN14 when the packets turn comes. A problem then occurs if
the buffer isfull when the packets for MN14 arrive from FA1 whereby they are dropped. Also, if
this solution is chosen, the handoff time will increase and that might disturb the qudity and the
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performance of data delivery during the handoff. Since we want to minimize the handoff timein
our case, we choose the firgt solution in thiswork.

Y et ancther solution would be to buffer packets arriving from other FAsin aspecid buffer. This
buffer (buffer3) should then be given higher priority than bufferl in order to reduce the
probability of lasng handoff packets

6.4 Assigning One Buffer to each MN

In this section we will look more carefully into the solution of having one buffer for every MN a
aFA. Figure 6-5 shows what this scheme looks like

MNs arive and leave the cdll of acertain FA dl the time, which means that the number of MNs
that are connected to a certain FA is not congtant. This rises the question of how many buffers
that should be a the FA. If the number of buffersistoo small, arriving packets for some MNs are
not buffered which is unacceptable. On the other hand, if there are too many buffers, there will

be extra cogts for maintaining these buffers that are empty and unnecessary resources are wasted.
The easiest and probably best solution is to have as many buffers as the maximum number of
MNs thet the FA is able to serve smultaneoudy. In thisway, al MNs atached to the FA are
aways guaranteed to be serviced.

Here are some of the things that we will discussin more detall in this section:

What to do if abuffer isfull.

When a new packet arives, how does the FA know in which buffer to save
the packet?

An example on the course of events from when a packet arrives until it is sent
to the corresponding MN and an acknowledgement is received.

The buffering management scheme This incdudes discussng quedions like
for example what to do with packets that have been sent and are waiting for an
acknowledgement or what hgppens when an acknowledgement or a binding
update message from another FA isreceived.

6.4.1 Buffering of Incoming Packets

The FA needs an index for every buffer to be able to know which buffer belongsto which MN
and in which buffer an incoming packet should be saved. The home address of each MN is
perfect as such an index. Also, we need to have aflag to indicate if the buffer isin use by aMN
or if it isavalable. Whenever abuffer bdongsto aMN and isin use theflag is st to one. When
the MN movesto another FA, abinding update message is received and dl the packetsin the
buffer belonging to the MN are sent to its new degtination thus making the buffer empty. Then
the flag is et to zero. Thisindicates that the buffer is empty and can be used by ancther MN in
case one arrives and wantsto register with FAL.

Figure 64 shows the index (the MN'’s home address and the flag hit) followed by the actua
buffer for arandom MN. Each packet shown in Figure 64 would look like Figure 6-2. .
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When packets arrive @ the FA, they are first decgpsulated. The FA then does alookup trying to
meatch the incoming packet’ s mobile node home address with the buffer having that addressas an

Figure 6-4 What an index and a buffer lookslikeat the FA.

index. When the right buffer is found, the packet is saved a the end of that buffer. Wewill
discuss disadvantages and advantages with this scheme in section 6.7.
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Figure 6-5 The Scheme of having one Buffer for every MN.

6.4.2 A simple Example

Thefdlowing is an example to briefly illustrate what happens a the FA when packets arrive and

especialy when a handoff occurs.
As mentioned above, when packets for MNs arrive a the FA (cdled FAL in this example) that

the MN is currently attached to, they arefirg decapsulated. The FA then does alookup trying to

—

802.11b
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meatch the incoming packet’ s mobile node home address with the buffer having thet addressas an
index. When the right buffer isfound, the packet is saved at the end of that buffer (this buffer is
referred to as bufferl in this example). Every MN is given a certain time dice. During thet time
dice, packets are taken one at atime from the beginning of bufferl belonging to that MN and
sent to the MN in question (we cdl thisfor MN1 in this example). When an acknowledgement
for the sent packet is received, the next packet is sent. At time zero when the buffer looks like
Figure 66, the buffer isfull and dl incoming packets are ignored and not saved.

CTx3d
TTRX%d
0TIX%d
619%ed
811%ed
119%%ed
918%ed
g1 J%ed
XIed
g1%ed
21%ed
TX%d

Figur e 6-6 Example of what one of the bufferslook like.

FA1 takesthe first packet (packetl) and sends it to MN1 (and keegps a copy of it). Whenan
acknowledgement for packetl isrecaived, it is deeted from bufferl. Now thereis an empty
poace in bufferl and the first incoming packet for MN1 could be saved at the end of that buffer.
FA1 now takes the next packet (packet2) and sendsiit..

If an acknowledgement is not received for a sent packet, the packet is resent after a certain time.
The same procedure occurs over and over until the time dice of MN1 is up. Then the FA moves
on and sarvesthe next MN, MN2.

The interesting thing happens when a handoff occurs and one of the MNSs moves to another cell.
For example, MN2 moves to another cdll before FAL sarts sarving it (or while FA is serving
it). FA1, unaware of this move, sends packets for MN2 as norma. The only differenceis that
there are no acknowledgements for these packets. Instead, after awhile, abinding update
message is received from the new FA (caled FA2) gating that MN2 now is connected to FA2.
FA1 sends an acknowledgement to this update message and then takes dl packetsin bufferl
belonging to MN2, encapsulates them and sends them to FA2. When FA2 receives these packets,
it de-capsulates them and sends them right away to MN2. After acertain time (see section 6.8),
FA1 setsthe flag to zero, which indicates that the buffer is empty and can be used by ancther

MN in case one arrives and wants to register with FA L. This procedure goes on and on dl the
time.

There are other events besides incoming acknowledgements and binding update messages that
interrupt the FA from taking packets for the MN that is being served and send those packets to
the MN. Below are sone of these events that cause an interrupt:

- When anew MN wants to register with the FA.

- When packets are recaived from another FA in response to a sent binding
update message.

- When a packet is sent and no acknowledgement for that packet is received

after acertain time. In that case the FA hasto interrupt whatever it isdoing
and re-send the packet.
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- When anew packet arives. The FA hasto interrupt whatever it is doing, find
the right buffer and save the packet in that buffer.

- When the lifetime of a packet expires and the FA hasto deleteit.

6.5 Issues When the Buffers are Full

In this section we discuss issues about what to do when the buffer/buffersisare full. Thisisa

very important question since the loss of packets and the handoff time for a certain buffer size
depends on the chosen dgorithm here.

The arguments here are vdid for both the case when we have only one buffer and the case when
there is one buffer for every MN.

Aswe mentioned earlier, there are severd solutions for our problem of what to do when the
buffers are full. The easiest solution to implement isto ignore incoming data and not save them
in the buffer when the buffer becomes full.

A consequence of this chosen dgorithm is that the buffer Sze does not have an impact on the
handoff timein our case: if the buffer is pretty small and becomesfull quickly, theincoming
packets are just dropped. Since we are dedling with UDP datagrams here (voice traffic) where
thereis no rdiability and no guarantee thet the datagrams will make it to their destination, no
specid action isteken. Thus, asmal buffer sze will not have an impact on the handoff time.
However, it will have an impact on the qudity of the voice traffic.

In the case of only one buffer, another consequence of this solution isthat it could hgppen - if the
lifetime for the packetsis very big - that a certain MN receives alot of packets at a certain time
and occupies the whole buffer. This would then stop the other MNs from receiving data (Snce
incoming packets for the other MNs will be discarded since the buffer isfull). In order to prevent
this from hgppening and to divide the space in the buffer somehow equally between the MN's
atached to the FA (0 that packets for one sngle MN don't take up dl the space in the buffer
and garve the other MNs), the lifetime of the saved packets should be chosen with care and
should not be too big. Thereby, the packets would be erased after their lifetime has expired, and
other data (from for example other MNs) could be saved in the buffer.

6.6 Buffer Size Analysis

In this section we will discussissues about the buffer sze. We will look into the parameters that
have an impact on how fast the buffer becomes full, thus affecting how big the buffer sze should
be. The discussons are made for the case with only one buffer but are dso vdid for our other

case Where a buffer is assigned to each MN.

There are two factors that determine how fast a buffer of a cartain size becomes full. These
factorsarecdled thearrival rate? and the service rate 1.

The arivd rateis defined as the number of packets arriving a the FA per time unit. The service
rate is the number of packets served by the FA per time unit.
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If u>7?;i.e thepackets are served at afaster rate than they arrive, the buffer would never get
full and there would not be aneed for a buffer if the packets were arriving a a constant rate. This

is however not the case most of the time. Usudly the incoming data does not arrive a a congtant
rate: there could be heavy traffic a certain times and then the traffic could be very dow. Thus,

evenif u > ? at certain times, we dill need a buffer.

Figure 6:6 shows the connection between the arriva- and service rate and the buffering scheme
a the FA.

Buffer for FA
IN ouT
I:> FA |:‘>
Arriva Rate

Sarvice Rate

Figure 6-7 The connection between the arrival- and servicerate and the buffering
schemeat theFA .

One parameter that adso affects how fast the buffer becomes full but has nothing to do with
neither the arrival rate nor the service rate isthe lifetime of the packets. Obvioudy, if the lifetime
islonger, unsent packets will reman longer in the buffer and the buffer becomes full fagter.

The following two sections discuss the parameters that affect the arrivd rate and the service rate
in more detall.

6.6.1 Parameters that Affect the Arrival Rate

The following are the parameters that determine the arrivd rate:

- The number of MNsthat are connected to the FA.

- The number of the MNs connected to the FA that are active a the same time
inaverage.

- How frequently packets are sent for the MNs. Of course, the rate by which
packets are sent for aMN is not congtant. At certain times, the traffic is very
heavy and sometimes non exigen.

6.6.2 Parameters that Affect the Service Rate

Beow are the parametersthat determine the servicerate:
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How many clock cyclesit takes for the FA to take one packet from the
buffer and put it on one of its wirdess channd's and send the packet to its
dedtination.

The sze of the packet that is being sent (Snce the bigger apacket is, the
longer it takesto send it).

Other events that consume the processor’ s timefresources interrupting it
from taking packets from the buffer and sending them. Here are some of
these events:

- When an Acknowledgement for a sent packet is received from aMN. The FA then hasto
search its buffer and delete that packet fromiit.

- When abinding update message is received from another FA The FA then hasto search its
buffers for packets belonging to the MN that triggered the binding update message and send

those packetsto the new FA.
- When anew MN wants to register with the FA.
- When packets are received from another FA in response to a sent binding update message.

- When apacket is sent and no acknowledgement for that packet isreceived after acertain
time. In that case the FA hasto interrupt whatever it is doing and re-send the packet.

- When anew packet arrives. The FA then hasto interrupt whatever it is doing and save the

packet in abuffer. Thisis even more time consuming in the case when we have abuffer for
every MN where the FA hasto find the right buffer to save the incoming buffer in.

- When the lifetime of a packet expires and the FA hasto delete it.

6.7 Comparison of the two Solutions

In this section we discuss advantages and disadvantages with our two proposed solutions.

Aswe mentioned in section 6.4.1, one disadvantage with the solution of having one buffer for
every MN isthe extratime that is consumed to find the right buffer to save the incoming packets
in. Thisextratimeis however very smal and can be ignored. The main advantage of this scheme
is that when an acknowledgement or a binding update message from another FA isreceived, it
will be much fagter to find the right packet/packets. Thisis because we don't have to search
through the whole buffer like we do in our other case. For example, when a binding update
message is recalved, the FA finds out which MN the message belongs to and takes al packetsin
the buffer belonging to that MN and sends them to the new FA. In the case of only having one
buffer, we would have to search through the whole buffer for packets belonging to the MN. If the
Sze of the buffer israther big, the time it takes to search the buffer is noticegble and would
among others deteriorate the handoff time.

In the case of having one buffer for every MN, if separate memory space would be used for the
buffer of every MN, the buffer resources would not be used efficiently. Here is an example to
illudrate why: if we can have amaximum of 10 MNs connected to a FA and the total number of
packets that can be buffered at the FA is 100, each buffer would have place for 10 packets. Let's
assumetha 5 MNs are active & a certain time. This means that 5 of the buffers (with place for a
total of 50 packets) are empty and their buffer space is not used. If the traffic to one of the active
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nodes would be heavy and the number of ariving packets would be 20 more than the number of
packets served (which means that we would need to have a buffer sze of 20 to be ableto save dl
the incoming packets), 10 of the incoming packets would be logt. This hgppens even though the
FA has the resources to save those packets (remember that 5 buffers are empty and their buffer
space is not used). In order to avoid this, the buffersin a FA should use a mutua memory space.
Thiswould mean that in practicd one buffer could have dl the memory.

The concluson of this section is that having one buffer for every MN isfaster and givesus a
better handoff time but it does not use the buffer spaces efficiently if not amutua memory space
is used for the buffers belonging to the FA. We believe however that the best solution isto only
have one buffer a each FA. The arguments for this condusion is mentioned in chepter 7.3 where
we have caculated the number of lost packets during a handoff if no buffer existed.

6.8 Possible Problems and Suggested Solutions

In our test bed, thereis ill a scenario where there is a chance that packets will be lost during a
handoff. The scenario islike the following: after a handoff occurs, some packets may be sent
from the HA to the old FA befor e the new registration request is received by the HA. However,
these packets might arrive a the old FA after the old FA has recaeived a binding update message
and dready sent buffered packets to the new FA. Thisis pretty likely since the distance between
the new FA and old FA isusudly much smdler than the distance between the new FA and the
HA. As a consequence, these packets will not be sent to the new FA and are logt (deleted when
therr lifetime expires).

To avaid this, for acertain timet after the binding update message is received and buffered
packets for acertain MN (MNX) are sent to the new FA, the FA should forward new incoming
peckets for MNX to its new FA as soon asthey arrive. The timet should be chosen so thet the
registration request with certainty has reached the HA (o that the HA is aware of MNX's new
location and incoming packets for MNXx are sent to its new FA, thusinsuring thet the above
explained scenario won't hgppen). t should be in the range of about 500ms (or less).
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7 Performance Analysis

In this section we will andyze the performance of the Mobile IP handoffs. We are going to
cdculate the performance of our Smooth Handoff scheme for some Redl time audio services
(voicetraffic in our case). We would like to measure the packet inter-arriva time & the MN
(whichisthetime it takes for subsequent packets to arrive a the MN), especidly when a handoff
occurs. The anadlyssis vaid for both our suggested buffer management schemes (see chapter 6).

Our test bed looks like Fgure 7-1. UDP packets are sent from a correspondent node (CN) over a
wired network to the MN viathe HA and the FAs (FA1 and then FA2 after the handoff).

Our wirdesslink is wirdess LAN 802.11b with an average bandwidth of 5 Mbps [21] [22] [23].
For our audio source, we choose in our scenario the pulse code modulation (PCM) formet as the
Internet telephony audio coding format. With this coding format, the packet size of the sent data
is 200 bytes and the packets are sent every 20ms from their source[18]. The beacon period (i.e.
how frequent agent advertisements are sent) is chosen to be 10 ms. (see section 7.3 bdow). We
will in section 7.3 discuss the beacon period and its Sgnificance for the handoff time and the
buffer sze. The distance between two neighboring FAsis goproximatey 50m (WLAN 802.11b).
The MN has amaximum speed of about 30 /s (thisisfor aperson in for example acar).

—O

v

277N

/
<-- ___N MN \:
! )

Figure 7-1 The handoff scenario.

Asmentioned in section 4.5, in our handoff scenario we are assuming that there are no “dead
zones’ between two adjacent FAs, meaning that the MN is alwayswithin the cdl of at least one
FA. There are two cases here that we have to consider:

Case 1. Handoff timein the case where there are cdll overlgps.

Case 2. Handoff time in the case where there is no overlgp between adjacent cdls, i.e. one cdl
darts where the other ends (as shown in Fgure 7-5).

Fgure 7-2 shows the case where there are cdll overlaps (the dotted circlesin Fgure 7-2 show the
cells covered by each FA). Asit is evident from Figure 7-2, this overlgp is conddered to be a
maximum of 10m. Having cdll overlgps means that the MIN sometimes could receive beacons
from severd FAs Wediscussin section 7.1 different solutions for which FA touseinsuch a
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case. We will caculate and compare the packet inter-arriva time both for the scenario with
overlgpping cdls and the case where there are no cell overlgpsin section 7.2
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Figure 7-2 Overlap between adjacent cells.

Figure 7-3 shows what happens during a handoff when datais being sent from the CN to the MN
in the case of no cdl overlaps. Figure 7-4 shows the same procedure but in the case of cdls
overlgoping.

From the beginning, the MN is attached to FA1 and packets for the MN are sent to it through its
HA and FA 1. Packets are sent from the CN every 20ms. They will arrivea FA1 every 20ms+
?t (?t isthejitter in our network). We will discussthisjitter alittle bit |ater.

At timetl, the MN moves within the cell of anew FA (FA2). If thereis no overlap between
adjacent cdls (see Fgure 7-5), the MN has moved outside the cell of its previous FA (FAL) and
isthus not able to receive packets from that FA. If there are cell overlgps as shown in Figure 7-2,
the MN can il receive packets from itsold FA (possibly even &fter it has sent aregidration
request). After acertain time t3-t1 (which isthe FA detection time; i.e. thetime it takes for the
MN to receive an agent advertisement from the new FA after the MN has entered the cdll of the
new FA), the MN sends aregigtration request to the new FA, FA2. In the case with no cdll
overlaps, the maximum FA detection time, tyetect-max OF

(t3tD)max isthe beacon period (which in our caseis 10 ms as mentioned above). This means that

0<(t3t1) <10 ms
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However, in the case when we have overl gps between adjacent cdlls, the FA detection timeis
equa to zero(with the speed we have in our case) sncethe MN is recalving Sgnas/packets
from the old FA when it receives an agent advertisement from the new FA and sendsa
registration request to it.

CN HA FA1l MN FA2

i

Figure 7-3 Time Sequence graph of the MI P Handoff Scenario in the case of no cell overlaps.

When FA2 receives the regigtration reques, it forwards it to the MN’s HA. The HA receivesthis
registration request at t5 whereby al new incoming packets for the MN are sent to FA2 insteed
of FAL (the first packet doing 0 issB and it arrives at the MN at t7).

FA2 dso sends a binding update message to the MN’s old FA (FA1), which FA1 recelves a time
t4. As can be seen from Figure 7-3 none of the packetsthat arrive at FA1 between t1 and t4
(packets S3 to 6) arrive a the MN. Ingstead, these packets are buffered at FA 1. When the binding
update messageisreceived by FAL, FA1 will send dl these buffered packets to FA2 whereby
they are immediately ddivered to the MN (the first one arrives a t6). As mentioned in section

6.8, for acertain timet after the binding update message is received and buffered packets for the
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MN are sent to FA2, FA1 should forward new, incoming packets for the MN to FA2 as soon as
they arrive. Thiswould for example ensure that s7 is sent to FA2 and delivered to the MN.

Asmentioned, Figure 7-4 shows what happens during a handoff when data is being sent from the
CN to the MN in the case when we have cdlls overlapping. The only difference between this case
and the case of no cdl overlaps (as can be seen from the two figures) isthat in this case, even
after the MN entersanew cdl at t1 (and possibly even after it sends a regidtration request & t3),
the MN is gtill able to recelve packets from FA 1 (packet s3 and possibly even packets s4s6
depending on the radio technology of the MN). For more detalls, see section 7.2.1). Thiswas not
the case when the cdls didn't overlap.

CN HA FA1 MN FA2
sl

ZOmS{Z

Figure 7-4 Time Sequence graph of the M I P Handoff Scenario when cellsoverlap.

The time from when the MN receaives the last packet from its old FA (before a handoff occurs)
until it receives the first packet from its new FA isreferred to here as the handoff time and is
shown asT1in Figure 7-3 and Figure 7-4. This is the packet inter-arriva timeat the MN during
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ahandoff and it is very interesting to know what thistimeis. Various human factor gudies have
shown that the maximum tolerable delay by the human ear for an interactive conversdtion is
goproximatdy 200ms[18] ,[25]. Thisdelay is dso sometimes referred to as the“mouth-to-ear”
delay and is defined as “the time between the moment the sending party has spoken aword and
the moment the receiving party has heard the word' . If the mouth-to-ear delay is larger than 200
s, it Sarts affecting the quaity of the interactive conversation noticegbly.

The mouth-to-ear delay can be thought of as the combination of the delay at the sending codec,
the dday in the wired network plus the ddlay of sending the packet in the wirdess network and
the ddlay a the receiving part’s codec. If we choose our wired network to be as shown in figure
7-7 where we have 4 hops between the HA and FAL/FA2, we have the delay in the wired
network from the HA to FAL/FA2 and vice versato be 20 ms (see section 7.3.1for the detalls).

If we assume the delay at each codec to be 20 ms (see[18]), that would give usthat thetime
from when a packet arrives & aFA until the time when the packet is ddlivered a the MN should
be lessthan 200 — (20 + 20 + 20) = 140 ms. Thistimeisshown as T2 in figures 7-3 and 7-4 and
we will refer to thistime as T2 for the rest of this section

We have concluded that in order to not deteriorate the quaity of the voice conversation, T2 has
to be less than 140 ms. As can be seen from figures 7-3 and 7-4, T2 issmdlerthan T1 (whichis
the handoff time). If we have T1 lessor equd to 140 ms, that would guarantee that T2 isless
than 140 ms and we would then have reached the QoS limit. We will discuss and cdculate the
handoff time in section 7.2

7.1 Movement Detection Algorithms

To decrease the FA detection time and thereby decrease the handoff time, different movement
detection agorithms can be used. There are three known movement detection dgorithms that we
are consdering here. For more details about these dgorithms, see [2][13][19]. These three
methods are explained in the following subsections.

7.1.1 Lazy Cell Switching (LCS)

The LCS method has the main characteridtic that after the MN has registered a COA with itsHA,
it holdsontoit - even if the MN is receiving beacons from other FAs - until it “leaves’ the cell

of the FA offering the COA (by leaving we mean that the MN no longer is able to receive any
sgnas such as agent advertisements or data packets from that FA). The MN decidesthat it is
outside the cell of the FA serving it, when it misses three consecutive agent advertissments from
that FA. The MN could for example have atimer and know what the beacon period is, and in

that way be able to cdculaeif it has missed three consecutive agent advertisements. When this
heappens, the MN sarts looking for another FA offering it anew COA by for example sending
agent solicitations and listening for agent advertisements.

In other words, assuming that MN movement is rare, this dgorithm chooses not to handoff and
ignores any newly discovered agents.
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7.1.2 Pattern Matching (PM)

In this method the MN compares the subnet prefixes of mohility agentsthet it is receiving
advertisements from to determine new agents and eiminate agents within the same subnet.

Normaly, agent advertisements do not contain information about the sending agent’ s subnet

prefix number. Therefore, in order for the MN to use this method, dl agents are required to
include a prefix-length extenson in their agent advertisements. This extenson incdudesthe

prefix length of the agent’ s address. If this method indicates that the MN has moved (when anew
agent is discovered), the MN will register with the newly discovered agent after the lifetime of

its current binding has expired.

Thismethod is useful in multiple agent sub networks where there are severd FAsin the same
subnet. In the case of Sngle agent sub networks (only one FA in a subnet), which we are dedling
with in this report, the PM method’ s advantages are cancelled and it operates more or lesslike
the LCS method.

7.1.3 Eager Cell Switching (ECS)

The ECS method works in the opposite way of the LCS method. It assumes that mobile nodes
change thar direction of movement very dowly. That is, if aMN is moving forward in one
direction, it is unlikely thet it will sop or changeits direction. Thus, MNs should handoff
immediately upon discovering anew FA. Compared to the LCS method where the MN waits
until it has missed three consecutive agent advertissments before it gartslooking for anew FA,
this method reduces the movement detection time and thereby manages faster Mobile IP
handoffs.

7.1.4 Movement Detection based on Signal Strength

Anacther method for the MN to detect movement is by measuring the strength of the Sgnasit is
receiving. If the sgndsit is receiving from its current FA are getting weeker, the MN should
assume that it is moving away from that FA and start looking for ancther FA (by for example
sending agent solicitations). If the MN is receiving multiple beacons it can decide which oneto
chooseby comparing the srength of the Sgnds.

Thismethod isthe best solution and the one that ssems most logical. The problem with
implementing this method is then how to measure and compare the strength of different Sgnds.
However, Snceit is difficult to use this method in mathemeticd caculations, | will use the ECS
method in the fallowing caculaions (Snceit is — in our scenario - the best one out of the three
firs mentioned methods).

7.2 Handoff time

As mentioned above, the handoff time is the time from when the MN receives the last packet
fromitsold FA (before a handoff occurs) until it receives the first packet from its new FA. Inthe
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fallowing cdculations, | am assuming that when the MN attempts a handoff and sends a
registration request, the request is dways granted by the new FA. Thisis however not the casein
redity where it could hgppen that the new FA denies a registration request for different reasons
(e.g. not enough resources or authentication denied; see section 5.3.2for alig of dl possble
reasons).

Asmentioned in the beginning of section 7, there are two different cases that we have to
condder:

Casel. Handoff time in the case where there are cdll overlaps.

Case 2. Handoff time in the case where there is no overlap between adjacent cdls.

We will now cdculate the handoff time in both casesin the following subchapters.

7.2.1 Handoff time in the case of cell overlaps

The handoff time in the case of overlapping cdlls depends on whether the MN is ableto receive
packets fromits old FA after it has sent aregidration request or not. This depends on the radio
technology of the MN, which decides if the MN is adle to tune in more than one channd a a
time. In most cases, the MN cannot do this. Also, the latter case should give us a bigger handoff
time thus making it more interesting. Because of these mentioned reasons, we will caculate the
handoff time assuming that the MN cannot receive packets from its old FA onceit triesto
register with anew FA and sends aregigtration request to it.

In that case, the handoff time can in our scenario be thought of as the following:

Handoff time = Handoff initiation time + regidration time + binding time +
buffer lookup time + ddivery time + processng time @

In (1), the handoff initiation time is the time from when the MN receivesits last packet from
the old FA until it tries to register with anew FA and sends a regigtration request. The
registration time isthetime it takes to send a registration request from the MN to the new FA.
The binding time isthe time it takes to send the binding update message from the new FA to the
old FA. Thebuffer lookup time isthelookup time a the old FA’ s buffer. The delivery time is
thetime it takes to ddiver the packets from the old FA to the new FA to the MN and the
processingtime isthe timeit takes to process the different messages a the two FAs involved.

As mentioned above, the handoff initiation time is the time from when the MN receivesiits last
packet until it decides to perform a handoff and sends a regigtration request. Thistime obvioudy
depends on the movement detection dgorithm that has been chosen (see section 7.3). If we
choose to perform a handoff as soon as another FA is discovered (Eager Cell Switching, section
7.1.3), the handoff initiation time could in the worst case be congdered to be just below thetime

it takes for the MN to receive two consecutive packets (i.e. the MN receives a packet and just
beforeit is about to receive the next packet, it receives a beacon from anew FA whereby the MN
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initiates a handoff and sends a regidtration request to thisnew FA). Thistimeisequd to the

delay between two consecutive packets sent from the source (which is 20msin our case) plusthe
jitter inthe wired network before they arrive at the MN (referred to as ?t in the beginning of
section 7). If we assume thisjitter to be 5msin aworgt-case scenario, the maximum handoff
initiation time would be 25ms.

In order to caculate the regigtration time we need to know the Sze of the regidiration request
message. The 9ze of the regigtration request messages is difficult to caculate because they
depend on if the messages have any extensons and how big they are. Without the extensons, the
regigtration request is 5* 32 (see figure 5-3) =160 bits. Then we have to add the | P header (20
bytes=20* 8 = 160 bits) and the UDP header (8 bytes = 64 bits). Thisgivesus atotd of 334
bits. So it is pretty redidtic to assume 400 hits for this message. Same thing for thebinding

update message. If the wirdess bandwidth is 5 Mbps and we assume that the registration requests
and the binding update messages are 400 hits, the regigration time and the binding times are
400/5+10° = 80 s each. The distances do not matter here since they are very small (lessthan
50m) and the speed by which the messages are sent are very fast ( close to the speed of light).
According to [6], the overhead codts for regigtration, encgpsulation and decgpsulation are 1.8 ms,
270 ns and 160 ns respectively. We assume another 200 ns for the processing of the binding
update message a the old FA.

The buffer lookup time obvioudy depends on how many indructions the FAs can perform per
time unit. It also depends on what kind of buffer management scheme we are having. If we
choose the case of having only one buffer - which isthe dower of our two proposed solutions -,
we can cdculate the buffer lookup time like the following:

We assume the dock frequency of the FAsto be 1GHz, the lookup time to take 10 clock cydes
and the buffer to contain amaximum of 100 packets (we caculate in chapter 7.3 that there would
be 3 packetsin the buffer for every active MN. If we have around 35 active MNswhich isa
reasonable assumption, that would give us abuffer size of around 100 packets).

The lookup time for one buffer would then be
Tiookup = 100¥10/(1*10°) = 1 n's.

The ddivery time can be calculated the same way that the registration and the binding times

were caculated. According to our cdculationsin section 7.3.1, in aworst-case scenario,
3packets arefound in the buffer for the MN every time. With our packet Sze equd to 200 bytes

= 200*8 =1600 hits, the ddivery timeis
Tdelivery = (3-200*8)/ 5¢10° = 48005* 10 = 096 ms.
Thiswill give us atotd handoff time equd to

Handoff time=25ms+ 80 ng+ 1.8 ms+ 80ns+ 200 ns+ 1 ns+ 270 ns+ 096 ms + 160 ns=
28.551ms

In aworgt-case scenario, we could imagine that the last packet before the handoff (S2 in Figure
7-4) was logt and never recaived by the MN. Thiswould add another 25 msto the handoff time
and would give us atotd handoff time of 53.552 ms. Thisvadueisby far lessthan 140 msand
this shows that our scheme can be used for voice traffic gpplicationsin the case of overlgpping
cdls Now we haveto find if it dso is good enough in the case of no cdll overlgps

Page 46 of 54



7.2.2 Handoff time in the case with no overlap

Fgure 7-5 shows the case where there is no overlgp between adjacent cdls. The handoff time
can even here be consdered to be asin (1):

Handoff time = Handoff initiation time + regidration time + binding time + buffer lookup time +
ddivery time + processng time

50m

Figure 7-5 No overlap between adjacent cells.

Of these vdues, the only one that differs from the case with cell overlgpsis the handoff initiation
time. The handoff initiation time is as mentioned earlier the time from when the MN recaives its
last packet until it decides to perform a handoff and sends a regidration request. The maximum
time it takesthe MN to receive an agent advertisement and send a registration request after it
enters the new cdll is the beacon period. Thiswould be if the MN enters the new cdll just after a
beacon was sent and has to wait afull beacon period until the next beacon sgnd issent. This
timeis10 ms

In addition to that, we can imagine in aworg-case scenario that the MN entersthe new cdll just
before it was about to receive a packet initsold cdl (i.e. the MN receives a packet and just
beforeit is aout to receive the next packet, it enters the new cdl and is unable to receive packets
fromitsold FA). Thetime that passes from when the MN receivesits last packet until it enters
the new cdl isthen equd to the delay between two consecutive packets sent from the source (20
msin our case) plusthe dday in the wired network before they arrive at the MN (which we
assumed to be 5 msin chapter 7.2.1). Thisgivesusatotd of 25 msand atotd handoff initiation
timeof 35 ms
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Also, in aworg-case scenario, we could imagine that the last packet before the handoff (S3in
Fgure 7-4) was lost and never received by the MN. Thiswould add another 25 msto the handoff
time,

With the other numbers just like in chapter 7.2.1, we would get atotal handoff time of:

Handoff time=35ms+ 25 ms+ 8 ns+ 1.8 ms+ 80 ns+ 200 ns+ 1 ns+ 270 ns+ 0.96 ms +
160 ns= 63551 ns

Although thistime s (as expected) bigger than the onein our fird case, it is ill less than 140 ms
which was the upper limit. This shows that our handoff scheme can under our assumptions be
used for red time services without any problems even in the case where the cdlls do not overlap.

7.3 Loss of Packets during Handoffs

In this section, we are going to do an andysis on the number of packets thet would be lost during

a handoff if we had no buffer a the FAs. The result hereis very interesting when deciding on the
buffer sze and which buffer management solution (see chapter 6) to choose.

7.3.1 The Beacon Period

A factor that affects loss of packets during handoffs very much is the beacon period from the FA
(i.e. how often the FAs send agent advertisements). Thisis evident from the calculations we
made in chapter 7.2 for the handoff time. Because of this, to start with, we need to find a
reasonable va ue for the beacon period.

The best gpproach for achieving the beacon period is to decide that the bandwidth the beacon
period consumes shouldn't be more than a certain amount of the total bandwidth (which in our
cae is 5 Mbps, see beginning of chapter 7).

The bandwidth of the beacon period can be caculated by using the formula

Bandwidth = 5zetime 2
Where sze isthe Size of the agent advertisements plus the headers included in the packets (see
Figures5-1 and 5-2) and time is the beacon period.

As can be seen from Fgure 51, the Size of the agent advertisements depends on the number of
Care-of-Addresses the FA isadvertiang. If we assume that the FAs in average advertise 5 COAS
it would give us atotd Sze of

Sze= 8+ (5*4) + 8+ 20 = 56 bytes = 448 hits, where the two last vdues are for the UDP and
the I P header respectively. Figure 7-6 shows the bandwidth used for this Sze of the FA
advertisement as afunction of the time between advertissments.

If we here decidethat the bandwidth the beacon period consumes should be one percent of the
total bandwidth of SMyps, thet would give us thet the bandwidth of the beacon period should be
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0.01* 5% 10° bps = 5*10" bps. The beacon period for this bandwidth is according to (2) equal to
448/50000 = 9 ms. This can dso be seenin Figure 7-6.

Beacon vs. Bandwidth
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Figure 7-6 Thebandwidth asa function of the beacon period

We will now caculate the number of lost packets for this bandwidth and for the same scenario
mentioned in the beginning of chapter 7 and shownin Figure 7. As shown infigure 7-7, we
assume that there are 4 hopsin the wired network between the HA and FA1/FA2. We dso
assume that the propagetion delay between each hop is5 ms. and that there is no jitter in the
network. These assumptions, together with what we mentioned earlier that the packets are sent
from the HA every 20 ms gives us that the packets arrive a FA1 every 20 ms and that the
propagetion delay in the network from the HA to FA1 and from FA2to the HA is20 ms (thisisa
mean vaue jugt like dl the other values | have used in this section).

With the help of these facts, we will now cdculate the worst case time from the point when the
MN receivesits last packet from FA1 before a handoff until the time when the HA finds out
about the handoff and starts sending packetsto the MN’s new degtination (FA2). Thistimeis
referredto as T inthe cdculationsbelow. T divided by the vaue for how often packets are sent
from the HA (20 ms in our case) will give us the total number of logt packets during a handoff.
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Figure 7-7 Our wired network consists of 4 hops between theHA and FA1 and FA2.

T =tra1-MN + toeacon + tMN-FA2 + TFA2-HA ;

Here, tra1-mn  iSthe time from when the MN recaives the lagt packet from FAL until it leaves
FALl'scdl. Thisvadueisin thewors case scenario 20 ms. in our Case. tpeacon ISthetimefrom
when the MN entersthe cdll of FA2 until it recaives a agent advertisement from FA2. Thistime
isin the worst case scenario the beacon period which we caculated to be 9 ms. above. tyn-Faz IS
the time from when the MN sends aregidration request until it isreceived by FA2. tpaz-pa isthe
time from when FA2 forwards the registration request until it isreceived by the HA. We
caculated this time above to be 20 msin our scenaio.

Congdering that the cdll of each FA isvery smdl in our case (about 50 m; see beginning of
chapter 7), tun-ra2 Will bemuch smaler than the other values and can be disregarded.

All thiswill give usthat
T=20ms+9ms+20ms=49ms
The tota number of logt packets during a handoff will then be49/ 20 = 245 = 3 packets

The above conducted cdculaionsimply that in average, only 3 packets need to be buffered when
aMN performs ahandoff. The condusion of thisisthat out of our two compared solutions for
buffering that we discussed in chapter 6, the one with having one buffer for every MN is
unnecessary since there are only afew packets (3 in our scenario) that will be buffered. We
suggest therefore to choose the other solution and have only one buffer for al MNs at each FA.
Another argument for choosng this solution is that the MINs usudly move around alot (i.e
handoffs occur pretty regularly). This would dow and reduce the performance of the solution of
having one buffer for each MN even more sinceiit takes a certain amount of time to reserve and
“give’ abuffer to the new MN each time anew MN triesto register with a FA.
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8 Conclusions

In this report, we have been concentrating on handoffs in Mobile IP. The main objective of this

thes's has been to come up with a solution to improve handoffs by trying to diminate loss of
packets when a handoff happens and to decrease the handoff time (the timeiit takesfor aMN to

perform a handoff).

Our solution isto have buffers a the FAs and save incoming packets in those buffers. When a
MN movesto anew FA, the new FA natifiesthe old FA, which then sends dl packetsin the

buffer for the MN to the new FA.

We have discussed and compared different buffer management schemes for our smooth handoff
scenario. We have made a buffer sze andlysis and talked about possible problems with these
lutions.

We caculated the inter-arriva time at the MN during a handoff for voice traffic (UDP packets)
in the cases when there is an overlap between the cdls of adjacent FAs and when thereis no
overlap. In both cases, the result was satisfactory snce it was less than the limit where the
qudity of ared time application (like voice) becomes unacoeptable. This andyds shows that,
with our smooth handover scenario under our assumptions, we can satisfy the demands for QoS
for voice traffic.
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9 Future Work

It would be interegting to do some smulaions to see more detailed and accurate results about the
handoff time for our suggested solution. It would dso be interesting to find out the analys's (or
smulation) results in the case when we are sending TCP packets ingtead of UDP in our scenario.
Also, one could do some smulaions for our different proposed buffer management schemes and
investigate and compare the solutions in more detall.

Fndly, it would be very interesting to implement Mobile IP and on top of thet our suggested
handoff solution to see how it works, but this by itself could be more than enough as a Maders
thes's and could be very time consuming.
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11 Appendix A

Terminology

Here are some of the terms frequently used in this report:

Mobile Node (MN): A host or router that changesits point of atachment from one network or
ubnetwork to another without changing its I P address or interrupting exising communications
Except for specia cases, the Mobile Node usudly usesits home address as the source address of
dl the IP datagramsiit sends

Home Agent (HA): A router on the MN’s home network that forwards packets destined for the
MN through encgpsulaion when the MN is away from its home network.

Foreign Agent (FA): A router on the MN’ s vidted network that provides routing servicesto the
MN while the MN is registered with it. The FA decgpsulates and delivers packets that were sent
by the MN’s HA to the M.

Home Address: A long-term | P address given to the mobile node on its home network. Thisis
the IP address by which the mobile node is known to other hosts on the Internet. The home
address remains fixed as the mobile node moves through the Internet.

Care-of address (COA): A temporary |P address given to the MN in the network it is &, a the
moment. There are two different kinds of COA: foreign agent COA and co-located COA. A
foreign agent COA isthe IP address of the foreign agent with which the mobile nodeis
registered; aco-located COA is an P address temporarily assigned with the mobile node. In this
work, we will ded with foreign agent COAs. Unless otherwise specificaly mentioned, when we
talk aout COA in this report we mean foreign agent COA.

Correspondent Node (CN): Any other hogt on the Internet with which the mobile nodeis
communicating. The Correspondent Node can be either mobile or Sationary.

Foreign Network: Any network other than the MN’s Home Network.

Home Network: A network that has a network prefix matching that of a MN’s home address.
Note that standard IP routing mechanisms will deliver datagrams destined to aMN’s Home

Address to the MN’'s Home Network.

M obility Agent: Either aHome Agent or a Foreign Agent.

M obility Binding: The associdion of aHA with a COA, induding the remaining lifetime of thet
asociation.

Binding Update: A message sent by a FA to the MN' s previous FA indicating the MN' s current
location and its new COA.

Agent Advertisement: Messages sent by Mohility Agents (Home Agents and Foreign Agents)
to advertise their services on alink. Mobile Nodes use these advertisements to determine their

current position. An Agent Advertisement is an ICMP Router Advertisement [4] that hasbeen
extended to dso carry a Mobility Agent Advertisement Extenson.

Agent Solicitation: Messages sent by the MN in order to find a Mobility Agent. The Agent
Solicitation is an ICMP Router Solicitation message(4] .
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