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Abstract—In this paper, we propose a method to infer temporal logic behaviour models of an a priori unknown system. We use the formalism of Signal Temporal Logic (STL), which can express various robot motion planning and control specifications, including spatial preferences. In our setting, data is collected through a series of queries the learning algorithm poses to the system under test. This active learning approach incrementally builds a hypothesis solution which, over time, converges to the actual behaviour of the system. Active learning presents several benefits compared to supervised learning: in the case of costly prior labelling of data, and if the system to test is accessible, the learning algorithm can interact with the system to refine its guess of the specification of the system. Inspired by mobile robot navigation tasks, we present experimental case studies to ensure the relevance of our method.

I. INTRODUCTION

Robot motion planning and control via formal methods have recently received increasing interest. Among others, temporal logics are widely used [1]. Such logics can express robotic tasks and can allow the specification of complex missions, including combinations of safety requirements, surveillance, sequencing and implications tasks. For instance, Linear Temporal Logic (LTL) allows rich expressiveness and interpretability in natural language, and has been identified as a suitable specification language for control and safety objectives [2]. Signal Temporal Logic (STL) is, for its part, defined on continuous signals and can be used for specifications on systems [3]. It can express system properties that include time bounds and bounds on physical system parameters. One of its advantages, compared to LTL, is its richness to specify continuous-time systems. It is, in the case of robotics, an attractive formalism to model, for instance, classes of desired trajectories.

Typically, system properties expressed through LTL or STL are designed based on domain or task knowledge, for tasks spanning control synthesis or even model checking. However, whenever there does not already exist a formal representation of the behaviour of the systems, the completion of motion planning tasks or the calculation of safety guarantees becomes intractable. Temporal Logic Inference methods aim at synthesizing behaviour descriptions from system data. They involve supervised machine learning problems, where the task is to classify observed behaviour as either satisfying or violating a temporal logic specification. In the case of data in the form of finite time series of signals, the task becomes to infer an STL formula optimally separating a set of signals, labelled as either satisfying (positive signals) or violating (negative signals). However, Temporal Logic Inference methods have typically considered a specific setting so far: data is collected and labelled before the inference task begins. That is, they do not deal with the lack of data before the learning task.

Active learning is a particular case in machine learning since learning algorithms have access to an information source able to guide the guess of a solution. The learning algorithm can, therefore, interactively query this information source in an iterative process. In this paper, we propose an active learning iterative algorithm that queries a System Under Test (SUT) from which we want to abstract an STL specification of its behaviour. The type of system from which we want to model the behaviour and that we consider in this paper has several properties. It has to be capable to answer a variety of questions concerning accepted behaviours and even concerning the semantics of its formal specification. If not directly, an oracle having such a piece of knowledge about the SUT should be able to answer these questions.

Our learning algorithm is in possession of a hypothesis specification of the behaviour of the SUT at any iteration. We define two ways the learning algorithm can dialogue with the SUT: the first consists of membership queries, where a generated signal (according to the hypothesis specification at the moment) is tested against the SUT, which will label the signal accordingly. The second consists of equivalence queries, where the learning algorithm asks whether its actual guessed specification so far complies with the SUT’s implemented behaviour. If so, the algorithm returns its hypothesis, equivalent to the desired specification to learn; otherwise, the SUT provides the algorithm with a labelled counterexample. In our case, we perform testing of equivalence by retrieving the distance [4] between the hypothesis specification and the target specification. Our learning algorithm keeps updating its hypothesis using an online decision tree learning algorithm [5], where the decision tree tries to best separate the labelled signals observed so far. The decision tree consists of nodes containing a simple STL formula locally separating data, where the formula is chosen among a set of simple STL templates called primitives, and where an optimization process finds the best temporal and spatial parameters of the simple formula to maximize accuracy w.r.t. the data retrieved so far. The hypothesis specification is then obtained by recursively parsing the tree’s nodes. During the process, we experimentally observed that the hypothesis specification converges towards the behaviour of the SUT.

Note that for many classes of systems, e.g. discrete-
time systems, the answer to the equivalence queries can be retrieved through model checking [6]. Therefore, the instantiation of the oracle as an interface between the learning algorithm and the SUT is, in real-world applications, a realistic scenario. In the rest of the paper, we consider the hypothetical case where the system can directly answer the queries.

This paper is organized as follows: in Section II, we present the related work on learning temporal logic specifications from data. In Section III, we present definitions on STL as well as related concepts. In Section IV and V, we state our problem and detail our approach. Then, we present in Section VI our experimental case studies ensuring the relevance of our methods, and finally conclude and discuss future work in Section VII.

II. RELATED WORK

Learning of specifications for systems is not a new task: temporal logic inference of LTL properties has been explored in [7], where two methods are proposed, one based on SAT solving, and the other on decision trees. More specifically, learning of STL properties has also been investigated recently in [8]. Literature can be divided into two parts.

The first part focuses on parameter synthesis given a PSTL formula, i.e. a parametric version of STL [9], [10]. The task is to learn the parameters of a PSTL formula such that the parameterized PSTL formula will correctly classify signals. This is typically done from a fully labelled dataset (i.e. having signals which are known to be satisfying the specification, and others are known to violate it), or from positive signals only [11]. For instance, in [12], the search of parameters is counterexample based, using a falsification algorithm given a Simulink model of the system. In [13], the authors focus on rPSTL (Reactive Parametric Signal Temporal Logic), a fragment of STL capturing causal relationships between cause-effect formulae. The authors of [14] focus on another fragment of STL, that is, iPSTL (inference Parametric Signal Temporal Logic, a fragment of PSTL and generalization of rPSTL). Finally, in [11], the authors come up with an algorithm for learning the parameters of a PSTL formula from positive signals only, i.e. where signals which are known to satisfy the formula are available, but signals violating the formula are lacking.

The second part surveys both building the STL formula itself, as well as mining its parameters. Concerning supervised learning, we can cite, for instance, [15], which employs an evolutionary algorithm to learn an STL formula from positive and negative signals. In a different fashion, the authors of [16] proposed a decision tree-based method to learn an STL formula. The nodes of the decision tree contain a test with the satisfaction of a simple STL formula called primitive, in order to separate negative and positive signals in a dataset. The decision tree represents the learnt STL formula. The same authors also proposed in [5] an online version of the decision tree method, where the decision tree is updated on-the-fly whenever new instances of labelled signals are available. Unsupervised learning approaches have also been developed in [17]. The authors there consider the inference of STL formulae from data, based on an adaptation of [13] to a one-class SVM based optimization function, in the context of the prediction of anomalies of Cyber-Physical Systems. In [18], the authors perform unsupervised learning of the whole class of STL formulae from data. The algorithm proposed is grid-based (projection of signals to a grid), and the finer the grid is, the finer would be the clustering. Then, for each cluster, a formula is inferred. Finally, in [19], the method proposed first performs the discovery of PSTL templates to group signals with similar logical properties together, using multi-dimensional binary search. Then, an STL formula is found (valuation of the PSTL template) for each cluster.

The batch-learning techniques above all require input data, that is, signals depicting the satisfaction or the violation of properties or behaviour of an autonomous system. All these techniques, however, do not account for a setting where no input data is a priori available. Moreover, none of them consider the problem of noisy data, in the sense of adversarial examples. Despite everything, the approach in [5] catches our attention: it consists of a decision tree-based online learning method, incrementally building a candidate specification. In other words, as soon as more signals are available, the candidate specification is updated to take the new observations into account.

III. DEFINITIONS

In the following, we reuse most of the notations and definitions of [4]. Let $\mathbb{R}, \mathbb{R}_\geq 0$ and $\mathbb{N}$ respectively be the set of reals, positive reals and natural numbers. We use $|\cdot|$ to denote the absolute value of $r \in \mathbb{R}$. Given $x \in \mathbb{R}^n$, its infinity-norm is $\|x\|_\infty := \max_{i \in \{1, \ldots, n\}} |x^i|$, where $x^i$ is the $i$th component of $x$. We use discrete notion of time throughout this paper, and time intervals are in the form $I = [t_1, t_2] \subset \mathbb{N}$, $t_1, t_2 \in \mathbb{N}, t_1 \leq t_2$. $[\tau + t_1, \tau + t_2]$ is denoted by $\tau + I$, $\tau \in \mathbb{N}$. The bounded continuous interval $\{r \mid lb \leq r \leq ub\}$ is denoted by $\mathbb{U}([lb, ub]) \subset \mathbb{R}$ with $lb, ub \in \mathbb{R}$. An $n$-dimensional, real, infinite-time, discrete-time signal $s$ is defined as a string of real values $s : s_0s_1s_2 \cdots$, where $s_t \in \mathbb{S}, \mathbb{S} \subset \mathbb{R}^n$, $t \in \mathbb{N}$. We consider $\mathbb{S} = \mathbb{U}([lb, ub])$. The set of all signals with values taken in $\mathbb{S}$ is denoted by $\mathbb{S}$. The set of all signal prefixes with time bound $T$ is defined as $\mathbb{S}_T := \{s[0:T] \mid s \in \mathbb{S}\}$. For the convenience of notation, we use $s \in \mathbb{S}_T$ to say $s[0:T] \in \mathbb{S}_T$.

A. Signal Temporal Logic

The syntax of STL is defined as follows [3]:

$$\phi ::= \top \mid \Box \mid \neg \phi \mid \psi_1 \wedge \psi_2 \mid \psi_1 \mathcal{U}_t \psi_2$$

(1)

where $\top$ is the Boolean True constant, $\Box$ a predicate over $\mathbb{R}^n$ in the form of $f(x) \sim \mu$, $\psi : \mathbb{S} \rightarrow \mathbb{R}$, $\mu \in \mathbb{U}([lb, ub])$, and $\sim \in \{\leq, \geq\}$; $\neg$ and $\wedge$ are the Boolean operators for negation and conjunction, respectively; and $\mathcal{U}_t$ is the temporal operator until over bounded interval $I$. Other Boolean operations are defined using the conjunction and negation operators to enable the full expression of propositional logic. Additional temporal operators eventually and globally are defined as...
\( \Diamond_I \phi \equiv \bigwedge_{t} U_I \phi \) and \( \Box_I \phi \equiv \neg \Diamond_I \neg \phi \), respectively, where \( I \) is an interval. The set of all STL formulae over signals in \( S \) is denoted by \( \Phi^S \). The robustness of an STL formula is a function \( \rho : S \times \Phi^S \times \mathbb{R} \rightarrow \mathbb{R} \), which is recursively defined as [3]:

\[
\rho(s, (f(s) \sim \mu), t) = \begin{cases} 
\mu - f(s_t) & \sim = \leq \\
\mu - f(s_t) & \sim = \geq 
\end{cases}
\]

\[
\rho(s, \neg \phi, t) = -\rho(s, \phi, t),
\]

\[
\rho(s, \phi_1 \lor \phi_2, t) = \max(\rho(s, \phi_1, t), \rho(s, \phi_2, t)),
\]

\[
\rho(s, \phi_1 \land \phi_2, t) = \min(\rho(s, \phi_1, t), \rho(s, \phi_2, t)),
\]

\[
\rho(s, U_I \phi_2, t) = \max_{t' \in [t, t+1)} (\rho(s, \phi_2, t')), \quad (2)
\]

\[
\rho(s, \phi, t) = \max_{t' \in [t, t+1)} \rho(s, \phi, t'),
\]

\[
\rho(s, \Box_I \phi, t) = \min_{t' \in [t, t+1]} \rho(s, \phi, t').
\]

A signal satisfies an STL specification at a certain time \( t \) if and only if its corresponding robustness is positive:

\[
s[t] \models \phi \iff \rho(s, \phi, t) \geq 0 \quad (3)
\]

The language of an STL formula \( \phi \in \Phi^S \) is defined as:

\[
\mathcal{L}(\phi) = \{ s \in S \mid \rho(s, \phi, 0) \geq 0 \}. \quad (4)
\]

The horizon of an STL formula is defined as the minimum length of the time window required to compute its robustness, and it is recursively computed as [20]:

\[
\| \pi \| = 0, \quad \| \phi \| = \| \neg \phi \|
\]

\[
\| \phi_1 \land \phi_2 \| = \| \phi_1 \lor \phi_2 \| = \max\{ \| \phi_1 \|, \| \phi_2 \| \}
\]

\[
\| \phi_I U_{[t_1, t_2]} \phi_2 \| = t_2 + \max\{ \| \phi_1 \|, \| \phi_2 \| \}
\]

\[
\| \Diamond_{[t_1, t_2]} \phi \| = \| \Box_{[t_1, t_2]} \phi \| = t_2 + \| \phi \|
\]

The set of all STL formulae over signals in \( S \) such that their horizons are less than \( T \) is denoted by \( \Phi^S_T \). Note that computing \( \rho(s, \phi, t) \) requires \( s[t : t + \| \phi \|] \), and the rest of the values are irrelevant.

### B. Distance between STL formulae

The (symmetric) distance \( d : \Phi^S \times \Phi^S \rightarrow \mathbb{R}_{\geq 0} \) between two STL formulae \( \phi_1 \) and \( \phi_2 \) is defined as [4, Definition 4]:

\[
d(\phi_1, \phi_2) = \frac{1}{\max\{ \| \phi_1 \|, \| \phi_2 \| \}} \cdot [\mathcal{L}(\phi_1) \triangle \mathcal{L}(\phi_2)], \quad (6)
\]

where \( | \cdot | \) is the Lebesgue measure.

In practice, \( d \) can be calculated through the coverage of signal sets in the space-time value set. This is done by computing the symmetric difference of sets of boxes, representing the area of satisfaction of the two STL formulae.

If the distance between two STL formulae is 0, then the subsequent holds (follows from [4, Theorem 2]):

\[
\mathcal{L}(\phi_1) = \mathcal{L}(\phi_2) \iff \phi_h \equiv \phi_t \iff d(\phi_h, \phi_t) = 0 \quad (7)
\]

### C. PSTL Primitives

Parametric Signal Temporal Logic (PSTL) [9] is an extension of STL where formulae are parameterized. The time bounds in the time intervals associated with temporal operators and all the constants in the inequality predicates are replaced by parameters (respectively denoted time and space parameters). Primitives are defined as simple PSTL formulae, containing one predicate and one or two temporal operators.

The set of first-level primitives are defined as follows [16, Definition 5.1]:

\[
P = \{ \Diamond_{[\tau_1, \tau_2]}(f(x) \sim \mu) \lor \Box_{[\tau_1, \tau_2]}(f(x) \sim \mu) \}, \quad (8)
\]

where \( \tau_1, \tau_2 \in [0, T] \) are the temporal parameters, \( \mu \in \mathbb{U}_{[l, u, d]} \) the spatial parameter and \( \sim \in \{=, \geq \} \).

### IV. PROBLEM FORMULATION

We want to find an STL formula that describes a property or the behaviour of a system. We consider the setting where no data is a priori available, but the learning algorithm can interact with the system to generate data.

**Problem 1:** Given a (discrete-time) SUT, the behaviour of which is described by a target STL formula \( \phi_t \), iteratively guess an hypothesis formula \( \phi_h \) such that \( d(\phi_h, \phi_t) \rightarrow 0 \).

### V. PROPOSED APPROACH

We consider the context of specifications of autonomous systems where no data is available beforehand but are gradually retrieved over time. Therefore, most of the classical temporal logic inference techniques for STL cannot be applied as such. Active learning is a technique where a learning algorithm, the learner, iteratively queries a teacher to obtain information on new data points, or information on his actual hypothesis model of the solution. Typically, the learner can pose a range of queries [21]. Active learning has been successfully applied to a broad array of problems [22]. In this work, we decide to apply active learning to infer STL specifications.

![Fig. 1: Active learning of an STL specification. The learning algorithm (learner) poses queries (equivalence or membership) to the SUT (teacher).](image-url)

As depicted in Fig. 1, the learning algorithm (i.e. the learner) iteratively builds a hypothesis specification \( \phi_h \) by posing queries to a teacher knowing the target specification \( \phi_t \) of the SUT. The queries can be of several types:
**membership queries**: the learner asks the teacher whether a given signal \( s \) satisfies the target specification \( \phi_t \), i.e. \( s \models \phi_t \). The teacher returns yes or no according to its knowledge of \( \phi_t \). The signal \( s \) is generated using any control synthesis method taking as input an STL specification an returning a control strategy complying with the input specification. This can be done, for instance, via sampling-based control synthesis methods including satisfaction of \( \phi_h \) [23] or solving an MILP optimization problem [24].

**equivalence queries**: the learner asks the teacher whether the hypothesis specification \( \phi_h \) is equivalent to the target specification \( \phi_t \), i.e. \( \phi_h \equiv \phi_t \). The teacher returns yes if \( \phi_h \equiv \phi_t \), and the algorithm stops; otherwise it returns no with a counterexample signal \( ce \) that satisfies the hypothesis specification but not the target specification, or vice versa, i.e. \( ce \models \phi_t \oplus \phi_h \). Note that, in practice, equivalence checking is a tricky task. However, in the case of discrete-time systems and sampled time STL, equivalence is decidable using model checking [6]. Indeed, equivalence can be deduced by model checking \( \phi_h \) against the SUT (which answers whether \( \phi_h \) is a good representation of the SUT), as well as \( \neg \phi_h \) against the SUT (which gives insight on whether \( \phi_h \) is an over-generalization of the SUT’s behaviour).

In the context of monitoring our experiments, we also use distance queries: the learner asks the teacher whether the hypothesis specification \( \phi_h \) is close to the target specification \( \phi_t \), i.e. \( d(\phi_h, \phi_t) \). This is used on two occasions: 1) as a termination criterion, i.e. to measure whether the distance between the hypothesis specification and target specification is small enough to consider that \( \phi_h \) converged towards \( \phi_t \), and 2) to monitor the convergence of \( \phi_h \) towards \( \phi_t \), and in case the learner makes a regression (i.e. an update of the hypothesis leading to an increase of the distance between iterations), help to decide to rollback such an update.

We rely on the online learning algorithm of [5] for the building of the specification. We use metrics on STL [4] to evaluate the quality of our queries.

**A. Initialization.**

Our learning algorithm, as presented in Algorithm 1, takes as input parameters a convergence factor \( \alpha \) below which we consider the distance between the hypothesis specification and target specification \( d(\phi_h, \phi_t) \) good enough to consider that \( \phi_h \) converged towards \( \phi_t \). This also serves as a termination criterion of the algorithm, as soon as \( d(\phi_h, \phi_t) \leq \alpha \) holds at any iteration, then the hypothesis specification is returned. The learning algorithm also takes a probability \( \beta \) of triggering either a membership or an equivalence query at any iteration. Lower- and upper-bounds (respectively \( lb \) and \( ub \)) for signal generation are set so that the generated signals is defined over \( S = \cup_{lb, ub}^{n} \). The algorithm further takes a set \( P \) of PSTL primitives as well as uses information on the time horizon of the target specification \( ||\phi_t|| \). The algorithm starts with the initialization of the hypothesis formula to the True Boolean constant (line 1), that is, the hypothesis accepts all signals over \( S_{||\phi_t||} \). Then, a decision-tree tree is initialized with a single terminal node representing the True boolean constant, together with \( S_{-}, S_{+} = \emptyset \) respectively denoting the negative and positive dataset (line 2). The algorithm starts next iterating while the hypothesis has not converged towards the target specification (line 3), by either performing membership queries (line 4) or equivalence queries (line 12), where \( Unif(X) \) denotes the uniform distribution over set \( X \).

**B. Membership Queries.**

In the case of membership queries, the process is as follows. First, a signal \( s \) is generated based on the knowledge of \( \phi_h \) at any given iteration (line 5). Among possible signal generation methods satisfying an STL specification, we decided to use the boolean encoding of STL in a set of MILP constraints [24, Sect. IV-C]. We omit the encoding details here. Note that, depending on the needs, the same authors propose a quantitative encoding, where signals are generated so that the robustness of the STL formula is maximized. To

**Algorithm 1: ActiveLearnSTL(\( \phi_t \))**

**Input:** \( \alpha \) – convergence factor

\( \beta \) – probability of membership query

\( lb, ub \in \mathbb{R} \) – spatial lower- and upper-bounds

\( P \) – set of PSTL primitives

**Output:** \( \phi_h \) – hypothesis STL formula

```
1 \( \phi_h \leftarrow \top \)
2 \( tree, S_-, S_+ \leftarrow initializeDT(||\phi_t||, P) \)
3 while \( d(\phi_h, \phi_t) > \alpha \) do
4    if \( Unif([0, 1]) > \beta \) then
5        // membership query
6          \( s \leftarrow generateSignal(\phi_h, lb, ub, ||\phi_t||) \)
7          if \( s \models \phi_t \) then
8            \( S_- \leftarrow S_- \cup \{s\} \)
9            \( \phi_h, tree = update(tree, s, S_-) \)
10       else
11          \( S_+ \leftarrow S_+ \cup \{s\} \)
12          \( \phi_h, tree = update(tree, s, S_+) \)
13        else
14        // equivalence query
15          \( ce \leftarrow generateSignal(\phi_h \oplus \phi_t, lb, ub, ||\phi_t||) \)
16          if \( ce \models \phi_t \) then
17            \( S_- \leftarrow S_- \cup \{ce\} \)
18            \( \phi_h, tree = update(tree, ce, S_-) \)
19        else
20          \( S_+ \leftarrow S_+ \cup \{ce\} \)
21          \( \phi_h, tree = update(tree, ce, S_+) \)
22 return \( \phi_h \)
```

The algorithm further takes a set \( P \) of PSTL primitives as well as uses information on the time horizon of the target specification \( ||\phi_t|| \). The algorithm starts with the initialization of the hypothesis formula to the True Boolean constant (line 1), that is, the hypothesis accepts all signals over \( S_{||\phi_t||} \). Then, a decision-tree tree is initialized with a single terminal node representing the True boolean constant, together with \( S_{-}, S_{+} = \emptyset \) respectively denoting the negative and positive dataset (line 2). The algorithm starts next iterating while the hypothesis has not converged towards the target specification (line 3), by either performing membership queries (line 4) or equivalence queries (line 12), where \( Unif(X) \) denotes the uniform distribution over set \( X \).
generate a signal \( s \), parameters \( lb, ub \) and \( \|\phi_t\| \) are required to ensure that \( s \in S_{\|\phi_t\|} \) with \( S \subset U_{[lb,ub]} \). Once the signal is generated, it is evaluated against the SUT. Therefore, we test whether \( s = \phi_t \) (line 6) which in practice is done by calculating its robustness (Eq. 3), to assign it either to the negative dataset \( S_- \) (line 7) or the positive dataset \( S_+ \) (line 10). The decision tree \( \text{tree} \) is then updated according to [5, Algorithm 1].

The way the update is done is as follows: first, given a signal, the decision tree is parsed to retrieve the leaf classifying the signal. The label associated with a leaf is simply chosen using the majority vote on the labels of the signals falling in that leaf. If the signal is misclassified, then an update has to be triggered. The update finds the optimal parameters \( \tau_1, \tau_2 \) and \( \mu \) for each primitive in the set \( \mathcal{P} \) according to misclassification gain [16], [25], and using a nonlinear solver. Second, it evaluates the status of the leaf to decide if it should be kept as a leaf or if a new non-terminal node can be created in its place, and if so, transforms the leaf into a non-terminal node associated with the best parameterized primitive. Two empty leaves (respectively standing for the Boolean True and False predicates) are initially added as children of this new node. Finally, the signals are partitioned and split to the leaves according to the formula found.

We also keep \( \phi_h \) updated by translating the decision tree into the hypothesis specification, according to [16, Algorithm 2]. \( \phi_h \) is then obtained by recursively parsing the tree’s nodes. To do so, at each node, we calculate: 1) the conjunction of the node’s formula with the left subtree’s formula, 2) the conjunction of the negation of the node’s formula with its right subtree’s formula, and finally return the disjunction of 1 and 2.

C. Equivalence Queries.

In the case of equivalence queries, equivalence of \( \phi_h \) and \( \phi_t \) is first tested (line 13). In other words, since \( \phi_h = \phi_t \iff d(\phi_h, \phi_t) = 0 \) (Eq. 7), we do this by computing the distance between the two STL formulae. In case the two formulae are not equivalent, we then generate a counterexample \( ce \in S_{\|\phi_t\|} \) s.t. \( ce = \phi_h \oplus \phi_t \), that is, a signal in the symmetric difference of the languages of the two STL formulae (line 14). The counterexample is then evaluated against \( \phi_t \) and added to the corresponding dataset. The decision tree and the hypothesis specification are updated accordingly (lines 16 – 20) as described in Section V-B.

Note here that for the generation of the counterexample, we use the symmetric difference of the hypothesis and target specifications, instead of a counterexample \( ce \in \mathcal{L}(\phi_t) \). Even though the initialization of \( \phi_h \) is set to \( \top \), and therefore \( \phi_h \supseteq \phi_t \), it may be the case that some over-specializations may occur during the iterative process. As a result, there may exist signals \( s \in \mathcal{L}(\phi_t), s \notin \mathcal{L}(\phi_h) \), and \( \phi_h \supset \phi_t \). The inclusion of \( \phi_t \) into \( \phi_h \) is a desirable property to aim for convergence of \( \phi_h \) towards \( \phi_t \), therefore an equivalence query where a counterexample \( ce \in \mathcal{L}(\phi_h) \triangle \mathcal{L}(\phi_t) \) can help recovering from such over-specialization not covering the entire semantics of \( \phi_t \).

D. Properties.

In this section, we conjecture some properties of our active learning algorithm. Proofs are outlined for the sake of brevity.

**Proposition 5.1:** Given Algorithm 1, the horizon of the hypothesis specification \( \|\phi_h\| \) converges towards the horizon of the target specification \( \|\phi_t\| \).

Note that by construction of the signals, these are defined over \( \|\phi_t\| \). By construction of the \( update \) function, rules will be added incrementally with maximum horizon \( \|\phi_t\| \).

We can, therefore, expect a convergence of the horizon of \( \phi_h \) towards the horizon of \( \phi_t \), the more new signals are available and the hypothesis specification updated.

**Proposition 5.2:** Given Algorithm 1, the hypothesis specification \( \phi_h \) converges towards target specification \( \phi_t \).

Partial correctness of Algorithm 1 is trivial since learning only terminates after the equivalence of the inferred model is guaranteed. Termination is, however, more complicated to prove. Some properties, such as the equivalence checking mechanism, indicate termination. Indeed, equivalence checking provides new counterexamples as long as the hypothesis STL formula does not match the desired target STL formula.

The definition of canonical hypothesis STL formula given a set of signals could help to prove termination. Working under tightness is among theoretical developments we leave for future work.

VI. EXPERIMENTS

We implemented and tested our active learning algorithm in Python 3.8, using SciPy-particle swarm libraries for the optimization of PSTL primitives, and the Gurobi optimizer [26] to solve the MILP problem for signal generation. We ran our experiments on an Intel i7-8665U CPU and 32GB RAM. We consider a set of motion planning scenarios in a 2-dimensional space. We apply our technique to 4 examples, whose spatial representations are shown in Figure 2:

In each of the scenarios, the initial coordinates are \((0,0)\) and the lower- and upper-bounds set to 0 and 4, respectively. Moreover, we divide the experiments into three parts: the first one tries to guess the entire STL formula. In the second experiment, the mission (green) is already given prior to the initialization of the algorithm, the spatial preference (red) being left to learn. Finally, the third experiment is done with

---

1Software available at https://github.com/allinard/active-learn-stl
a different set of primitives, directly encapsulating desired templates of STL formulae fitting better our motion planning scenarios. For all our experiments, we use a basic control policy integrated into the signal generation, such that \( \forall t \in [0, T], t \in \mathbb{N}, |s[t] - s[t+1]| < 0.2 \pm \epsilon \) with \( \epsilon \in [0, 0.05] \).

A. Learning mission and spatial preference.

| \( \phi_1 \) | 7652 | 901 | 0.75568 | 13 |
| \( \phi_2 \) | 3303 | 224 | 0.63288 | 11 |
| \( \phi_3 \) | 2235 | 161 | 0.31270 | 4 |
| \( \phi_4 \) | 16650 | 871 | 0.42125 | 2 |

**TABLE I:** Results for learning the whole STL formulae.

In this experiment, the goal is to learn the entire STL target specifications \( \phi_1 \ldots \phi_4 \). In Table I, we present the results we achieve for each target specification. The maximum number of iterations is set to 1000. We show the results of the best hypothesis specification found in terms of distance, and show at which iteration it is found, runtime, and also the size \( |\phi_h| \) of the candidate STL formula in terms of the number of primitives it contains.

B. Learning spatial preference only.

| \( \phi_1 \) | 4251 | 835 | 0.48856 | 9 |
| \( \phi_2 \) | 27016 | 659 | 0.17392 | 7 |
| \( \phi_3 \) | 12014 | 1000 | 0.37396 | 2 |
| \( \phi_4 \) | 3924 | 260 | 0.41768 | 11 |

**TABLE II:** Results for learning spatial preferences only (mission given as input information).

Here, we consider a setting where the mission is already known, but the spatial preference remains to be inferred. We present the results achieved in Table II. As in the previous experiment, the maximum number of iterations is set to 1000. However, the hypothesis specification is initialized with the mission formulae, as well as the decision tree, initialized with a non-terminal node containing the mission formulae, a leaf for the negative labels, and an invariant leaf for the classification of the positive signals.

C. Learning with spatial and mission primitives.

Finally, in this section, we consider the case of learning with a set of primitives which fit better the needs of our experiments. Given the specific scenario we consider (a motion planning task with spatial preferences), we run our algorithm with a set of spatial and motion primitives defined as follows:

\[
P_{spatial} = \{[\lceil \tau_1, \tau_2\rceil] \frac{x}{\geq \mu_1} \land \frac{x}{\leq \mu_2} \land \frac{y}{\geq \mu_3} \land \frac{y}{\leq \mu_4}\}\]

\[
P_{mission} = \{[\lceil \tau_1, \tau_2\rceil] \frac{x}{\geq \mu_1} \land \frac{x}{\leq \mu_2} \land \frac{y}{\geq \mu_3} \land \frac{y}{\leq \mu_4}\}\]

The goal of the update function called in Algorithm 1 is to find the optimal parameters \( \tau_1, \tau_2, \mu_1, \mu_2, \mu_3, \mu_4 \) of the 3 primitives \( P_{spatial}, P_{mission1}, \) and \( P_{mission2} \). The results are presented in Table III.

D. Discussion.

We can see that good results can be obtained whenever some knowledge on the SUT is incorporated into the learning algorithm. Our best results are achieved when using primitives strongly fitting the specification to guess. The definition of PSTL primitives matching expectations of the goal specification is not unrealistic. In practice, we argue that the nature of the problem or believes in the behaviour of the system are already known, and represent reasonable assumptions on the SUT.

Our approach contains several limitations. The first one is the need for a proper balancing of the signals. Indeed, by construction of the decision tree, an unbalanced dataset poorly leads to proper separation of the observed signals. This effect can be counterbalanced by fine-tuning of the parameter \( \alpha \), since positive signals tend more to be obtained through equivalence queries than thanks to membership queries. This is even more obvious after the few iterations after initialization, since one can have low hopes to generate...
a positive signal when the hypothesis specification is still the True boolean constant. Indeed, such signal can potentially be any signal in S. An additional limitation is also the need for information on the horizon of φt to generate signals of proper length. We argue that this is also a reasonable assumption on the SUT.

A research question raised by our method also lays on the definition of a Minimally Adequate Teacher. In our scenario, we consider that the teacher can answer membership and equivalence queries. In practice, the answering of membership queries is trivial. However, answering an equivalence query is more sophisticated. It requires either strong assumptions on the system to learn or precise knowledge of its expected behaviour. We leave these theoretical questions, as well as real-world applications for future work.

VII. CONCLUSION AND FUTURE WORK

Our technique enables the inference of an STL specification of a system on which no data is a priori available. We consider the particular case of active learning, where a system can answer queries on the membership of its behaviour, or the equivalence of a hypothesis specification to its specification. However, once put in practice, one drawback of our approach as such is intrinsic to the quality of the answers to the queries given by the teacher. In a practical context, the answer to the queries can be done thanks to an oracle that would reproduce the target behaviour of the SUT.

In the future, we will investigate extensions of our approach, for instance, the possibility of correction queries (given a violating signal, ask the teacher to show which parts of the signal violate the target specification and should be modified to satisfy the specification). We also plan to use non-invasive techniques [27] to preserve the safety requirements inherent to the system. They ensure the system to be correct against a given safety specification, that should be known beforehand. In other words, they ensure that the actions were taken by the learner fulfil safety requirements, and correct them if necessary. We also envision a wide range of application for our technique, especially in the domain of Human-Robot Interaction, and especially to mine social requirements of autonomous systems. To that end, we plan to use crowdsourcing as oracle interfacing the learning algorithm and the target specification.
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