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ABSTRACT. The aim of this paper is to construct exact formulae for reflectionless potentials for ordinary differential operators of order four. They lead to soliton type solutions which are well known for one dimensional Schrödinger operators. Such solitons are solutions of some non-linear integrable systems appeared in [8] (see also [9]).

1. INTRODUCTION

Let us consider a fourth order selfadjoint differential operator

\[ L = \frac{d^4}{dx^4} + \frac{d}{dx} u(x) \frac{d}{dx} + v(x). \]

We assume that potentials \( u(x) \) and \( v(x) \) are real-valued, smooth and rapidly decaying functions satisfying the property

\[ |u(x)|, |v(x)| < \text{const} \exp(-\varepsilon |x|) \]

for some \( \varepsilon > 0 \).

This article could be considered as a natural continuation of the study started in [9] (see also [13], where some of the result of this paper were presented). Namely we shall give a full description of potentials \( u \) and \( v \) which the operator \( L \) is reflection free. Naturally such a class of potentials is related to the discrete spectrum which in the case of fourth order operators can be either negative or embedded into the continuous spectrum. However, we find at least two following surprising facts. We prove that if a reflectionless operator \( L \) has a negative eigenvalue, then this eigenvalue has to be of multiplicity two. The second fact concerns reflectionless potentials which create a positive eigenvalue embedded into the continuous spectrum. In this case we prove that the operator \( L \) is equal to square of a Schrödinger operator with the soliton type potential \( \cosh^{-2} \). Of course such an eigenvalue is of multiplicity one. In the end we also include so-called non-spectral singularities and obtain a non-trivial class of reflectionless operators which does not generate any eigenvalue.
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Compare with [9] where most of the main results were obtained by guessing and using complicated computations applying Darboux transforms, in this paper we are able to present full description of reflectionless potentials by systematically studying a Riemann-Hilbert problem. Such an approach has shown to be very fruitful in the study of higher order operators [1], [10], where soliton type solutions were not considered. Notice that the Riemann-Hilbert approach was also used in a number of related papers [2], [4], [5], [6], [11] and [12].

Considering non-spectral singularities we are able to clarify the recent result from [3], where the authors constructed an example violating a functional inequality related to a trace formula for the operator (1.1) (see Remark 3, Section 6).

2. Riemann-Hilbert Problem

2.1. Reduction to an integral equation. Here we would like to remind a formulation of the Riemann-Hilbert problem adapted to a fourth order differential operator (see [1] and [10]).

Let us introduce the following four solutions $\Psi_l(x, k)$, $l = 1, 2, 3, 4$, of the spectral equation

\begin{equation}
L \Psi = \frac{d^4}{dx^4} \Psi + \frac{d}{dx} u \frac{d}{dx} \Psi + v \Psi = k^4 \Psi
\end{equation}

such that

\begin{equation}
\Psi_l(x, k) = e^{k_l x} (1 + o(1)), \quad x \to +\infty,
\end{equation}

and

\begin{equation}
\Psi_l(x, k) = e^{k_l x} O(1), \quad x \to -\infty,
\end{equation}

where $k_l = k \exp(i\pi(l - 1)/2)$, $l = 1, 2, 3, 4$. Notice that $k_l = k_l(k)$, $k \in \mathbb{C}$. By using standard computations one can find that $\Psi_l(x, k)$ satisfy the following Fredholm integral equations

\begin{equation}
\Psi_l(x, k) = e^{k_l x} +
\end{equation}

\begin{equation}
\frac{1}{4k^3} \int_{x}^{+\infty} \sum_{j : \text{Re}(k_j) \geq \text{Re}(k_l)} e^{k_j(x-y)} ((k_j)^2 u(y) + k_j u'(y) + v(y)) \Psi_l(y, k) dy
\end{equation}

\begin{equation}
- \frac{1}{4k^3} \int_{-\infty}^{x} \sum_{j : \text{Re}(k_j) < \text{Re}(k_l)} e^{k_j(x-y)} ((k_j)^2 u(y) + k_j u'(y) + v(y)) \Psi_l(y, k) dy.
\end{equation}

Such solutions are meromorphic functions in sectors $\Omega_m$, $m = 1, \ldots 8$, $\Omega_m = \{ k : \pi(m - 1)/4 < \text{arg} k < \pi m/4 \}$
and have jumps on the set of rays $\gamma_m$

\[(2.5) \quad \gamma_m = \{ k : \arg k = m\pi/4 \} .\]

It is well known that functions $\Psi_l(x, k)$ might have singularities. Some of them correspond to the spectrum of the operator $L$ and therefore lie on the rays (2.5). However, there are poles which are usually called non-spectral singularities and do not belong $\gamma_m$. Both such singularities appear from the fact that the equations (2.4) are of Fredholm type. Due to the condition (1.2) the solutions $\Psi_l(x, k)$ have analytic continuation to some neighbourhoods $\Omega_m$ of sectors $\Omega_m$ where

$$\Omega_m = \{ k : (m - 1)\pi/4 - \varepsilon < \arg k < m\pi/4 + \varepsilon \}.$$ 

In particular, this means that the singularities of $\Psi_l(x, k)$ cannot have accumulating points belonging to the rays (2.5). From the equation (2.4) one immediately derives that functions $\Psi_l(x, k)$ satisfy the following asymptotics as $|k| \to \infty$ uniformly with respect to $x$:

\[(2.6) \quad \Psi_l(x, k) = e^{kx}(1 + o(1)).\]

This allows us to conclude that the set of singularities of functions $\{\Psi_l(x, k)\}_{l=1}^8$ is finite.

Let us now consider asymptotics of the functions $\Psi_l(x, k)$, as $x \to -\infty$, and introduce

\[(2.7) \quad a_l(k) = 1 + \frac{1}{4k^3} \int_{-\infty}^{+\infty} e^{-ky}((k_l)^2u(y) + k_l u'(y) + v(y))\Psi_l(y, k)dy.\]

Then the asymptotics (2.3) can be written in a more transparent form

\[(2.8) \quad \Psi_l(x, k) = e^{kx}(a_l(k) + o(1)), \quad x \to -\infty, \quad k \in \bigcup_{m=1}^8 \Omega_m.\]

Functions $a_l(k)$ have the same analytical properties as the functions $\Psi_l(x, k)$. In particular, they are meromorphic in sectors $\Omega_m$.

2.2. Some algebraic properties of $\Psi_1(x, k)$. Let us introduce a Wronskian of three functions

$$\mathcal{W}_3[f, g, h] = \begin{vmatrix} f & g & h \\ f' & g' & h' \\ f'' & g'' & h'' \end{vmatrix}.$$ 

**Lemma 2.1.** If $f(x, k)$, $g(x, k)$, $h(x, k)$ are three solutions of the spectral equation (2.1), then so is the following Wronskian

$$\mathcal{W}_3[f(x, -k), g(x, -k), h(x, -k)].$$

This is a well-known statement which follows from Liouville’s formula.
Lemma 2.2. Let $L$ be the operator defined in (1.1) with real potentials $u$ and $v$. Then solutions $\Psi_l(x,k)$ defined by the boundary conditions (2.2) and (2.3) satisfy the following relations:

$$
\Psi_1(x,k) = \overline{\Psi_1(x,\overline{k})}, \quad \Psi_3(x,k) = \overline{\Psi_3(x,\overline{k})},
$$

$$
\Psi_2(x,k) = \overline{\Psi_4(x,\overline{k})}, \quad \Psi_4(x,k) = \overline{\Psi_3(x,\overline{i}k)}, \quad \Psi_2(x,k) = \overline{\Psi_3(x,\overline{i}k)}.
$$

Proof. The left hand sides of all these relations are solutions of the equation (2.1) and satisfy the same conditions at $\pm \infty$ as the functions at the right hand side. This implies that they must be equal. □

By using Lemma 2.2 and taking into account (2.2) and (2.8) we obtain the following statement:

Lemma 2.3. Let $a_l(k)$ be the functions defined in (2.7). Then

$$
a_1(k) = \overline{a_1(k)}, \quad a_3(k) = \overline{a_3(k)},
$$

$$
a_2(k) = \overline{a_4(k)}, \quad a_1(k) = \overline{a_4(ik)}, \quad a_2(k) = \overline{a_3(ik)}.
$$

Further interesting relations between the coefficients $a_l$ were first found in [13].

Lemma 2.4. The functions $a_l(k)$ satisfy the identities

$$
a_1(k) a_3(k) = 1, \quad a_2(k) a_4(k) = 1.
$$

Proof. The proofs of the two identities (2.9) are similar, so we consider only the first one. Let us now introduce a Wronskian of two functions

$$
\mathcal{W}_2[f,g] = f'''g' - f''g'' + f'g''' - fg'''.
$$

Using (2.1) we obtain

$$
(\mathcal{W}_2[\Psi_1, \Psi_3])' = \Psi_1'''\Psi_3 - \Psi_1\Psi_3''' = (u\Psi_1'\Psi_3' - u\Psi_1\Psi_3')'
$$

and therefore

$$
\mathcal{W}_2[\Psi_1, \Psi_3](c) - \mathcal{W}_2[\Psi_1, \Psi_3](-c) = (u\Psi_1'\Psi_3' - u\Psi_1\Psi_3')|_{-c}^c.
$$

Due to (1.2), (2.2) and (2.3) the limit of right hand side of this equality equals zero as $c \to +\infty$. Thus

$$
\lim_{x \to -\infty} \mathcal{W}_2[\Psi_1, \Psi_3](x,k) = \lim_{x \to +\infty} \mathcal{W}_2[\Psi_1, \Psi_3](x,k).
$$

The latter equality together with asymptotics (2.2) and (2.8) (which hold true even together with the derivatives with respect to $x$) completes the proof of the lemma. □
Let \( \Psi := (\Psi_1, \Psi_2, \Psi_3, \Psi_4)^t \). Denote by \( \Psi^{+m} (\Psi^{-m}) \) the limits of \( \Psi \) as \( k \) approaches the ray \( \gamma_m \) such that \( \arg k \to \pi m/4 \pm 0 \). Let \( G_m(k) \) be matrices which connect vector-functions \( \Psi^{+m}(x, k) \) and \( \Psi^{-m}(x, k) \)

\[
\Psi^{+m}(x, k) = G_m(k) \Psi^{-m}(x, k).
\]

If \( m = 0 \), then

\[
\Psi^{(+0)}(x, k) = \begin{pmatrix}
e^{kx} \\
e^{ikx} \\
e^{-kx} \\
e^{-ikx} + r_0(k) e^{ikx}
\end{pmatrix} (1 + o(1)), \ x \to +\infty,
\]

respectively

\[
\Psi^{(-0)}(x, k) = \begin{pmatrix}
e^{ikx} + r_0(k) e^{-ikx} \\
e^{-kx} \\
e^{-ikx}
\end{pmatrix} (1 + o(1)), \ x \to +\infty,
\]

where \( r_0 \) can be found from (2.4) as

\[
r_0(k) = \frac{1}{4k^3} \int_{-\infty}^{\infty} e^{k_2y} ((k_2)^2 u(y) + k_2 u'(y) + v(y)) \Psi_4(y, k e^{i0}) dy.
\]

Therefore

\[
G_0(k) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & -r_0 \\
0 & 0 & 1 & 0 \\
0 & r_0 & 0 & 1 - |r_0|^2
\end{pmatrix}.
\]

If \( m = 1 \), then

\[
\Psi^{(+1)}(x, k) = \begin{pmatrix}
e^{kx} \\
e^{ikx} \\
e^{-kx} + r_1(k) e^{ikx} \\
e^{-ikx} + r_2(k) e^{kx}
\end{pmatrix} (1 + o(1)), \ x \to +\infty,
\]

and

\[
\Psi^{(-1)}(x, k) = \begin{pmatrix}
e^{kx} + r_2(k) e^{-ikx} \\
e^{ikx} + r_1(k) e^{-ikx} \\
e^{-kx} \\
e^{-ikx}
\end{pmatrix} (1 + o(1)), \ x \to +\infty,
\]

where

\[
r_1(k) = \frac{1}{4k^3} \int_{-\infty}^{\infty} e^{k_2y} ((k_2)^2 u(y) + k_2 u'(y) + v(y)) \Psi_3(y, ke^{i0}) dy,
\]

\[
r_2(k) = \frac{1}{4k^3} \int_{-\infty}^{\infty} e^{k_1y} ((k_1)^2 u(y) + k_1 u'(y) + v(y)) \Psi_4(y, ke^{i0}) dy.
\]
Thus
\[
G_1(k) = \begin{pmatrix}
1 & 0 & 0 & -r_2 \\
0 & 1 & -r_1 & 0 \\
0 & r_1 & 1 - |r_1|^2 & 0 \\
0 & r_2 & 0 & 1 - |r_2|^2
\end{pmatrix}.
\]

By using the invariance of the equation (2.1) under transformation \( k \to ik \) one finds matrices \( G_3 \) and \( G_4 \)
\[
G_{m+2}(ik) = \sigma G_m(k) \sigma^{-1}, \quad \sigma = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{pmatrix}.
\]

It is natural to call the functions \( r_l(k) \), \( l = 0, 1, 2 \), the reflection coefficients.

3. Reflectionless potentials generated by one negative eigenvalue

3.1. A negative eigenvalue is always of multiplicity two. We define reflectionless potentials as potentials for which all solutions \( \Psi_l(x, k) \) are meromorphic in \( k \) functions. For such potentials jump conditions at \( \gamma_m \) are trivial and reflection coefficients are equal to zero
\[
r_0(k) = r_1(k) = r_2(k) = 0.
\]

Let us consider reflectionless case corresponding to one negative eigenvalue \( \lambda_s = k_s^4 \), \( k_s = (1 + i)s_s \), \( s_s > 0 \), and such that the functions \( \Psi_l(x, k) \) do not have any other spectral and non-spectral singularities.

The boundary conditions (2.2), (2.8) at \( \pm \infty \) imply \( a_2^{(-1)}(k_s) = 0 \) or \( a_3^{(-1)}(k_s) = 0 \), where \( a_l^{(\pm m)} \) are the limits of \( a_l \) as \( \arg k \to \pi m/4 \pm 0 \). On the other hand from the integral equations (2.4) one obtains that \( \Psi_2^{(+1)} = \Psi_3^{(-1)} \). Therefore by using (2.7) we find
\[
(3.1) \quad a_2^{(+1)}(k) = a_3^{(-1)}(k).
\]

Clearly \( \Psi_2(x, k_s) \) and \( \Psi_3(x, k_s) \) are exponentially decaying functions as \( x \to +\infty \). It follows from (3.1) that the functions \( a_2(k) \) and \( a_3(k) \) are meromorphic in the first quadrant \( \{ k : 0 < \arg k < \pi/2 \} \) and \( k_s \) is their common zero. Thus (2.8) implies that \( \Psi_2(x, k_s) \) and \( \Psi_3(x, k_s) \) are two linear independent eigenfunctions of the operator \( L \).

In particular, since the multiplicity of the negative eigenvalue of the operator \( L \) cannot exceed two, this means that \( k_s \) is a simple zero for each of the functions \( a_2(k) \) and \( a_3(k) \).

We finally obtain that for a reflectionless pair of potentials \( u \) and \( v \) the negative eigenvalue \( \lambda_s \) of the operator \( L \) is always of multiplicity two.
3.2. Properties of eigenfunctions. Let us now consider meromorphic solutions $\Psi_l(x, k)$ at $k_*$. If $k \in \gamma_1$ then for the functions $\Psi_2(x, k)$ and $\Psi_3(x, k)$ the sum in the second integral in (2.4) disappears and therefore these equations become Volterra’s integral equations. This fact implies that both $\Psi_2(x, k)$ and $\Psi_3(x, k)$ are analytic at $k_*$. Since $k_*$ is a simple zero of functions $a_2(k)$ and $a_3(k)$, in view of Lemma 2.4 we find that $a_1(k)$ and $a_4(k)$ have simple poles of multiplicity one at $k_*$. 

Let $\tilde{\Psi}_1(x, k)$ be solutions of our differential equation (2.1) satisfying the following boundary conditions at $\pm \infty$:

$$\tilde{\Psi}_1(x, k) = e^{kx}(1 + o(1)), \ x \to -\infty,$$
$$\tilde{\Psi}_1(x, k) = e^{kx}O(1), \ x \to +\infty.$$ 

Then

$$\tilde{\Psi}_1(x, k) = e^{kx} + \frac{1}{4k^3} \int_{-\infty}^{+\infty} e^{k(x-y)(k_j)^2 u(y) + k_j u'(y) + v(y)} \tilde{\Psi}_1(y, k) dy$$
$$- \frac{1}{4k^3} \int_{-\infty}^{x} e^{k(x-y)((k_j)^2 u(y) + k_j u'(y) + v(y))} \tilde{\Psi}_1(y, k) dy.$$ 

If $k \in \gamma_1$ and $l = 1$ or 4 then in the latter equation the sum in the second integral disappears and $\tilde{\Psi}_1(x, k)$ and $\tilde{\Psi}_4(x, k)$ satisfy Volterra’s integral equation. This implies that these functions are analytic at $k = k_*$. 

By using asymptotic formulae (2.2) and (2.8) we find that there is a natural relation between $\tilde{\Psi}_1(x, k)$ and $\tilde{\Psi}_4(x, k)$ and our basic functions $\Psi_1$ and $\Psi_4$:

$$\Psi_1(x, k) = a_1(k) \tilde{\Psi}_1(x, k), \ \Psi_4(x, k) = a_4(k) \tilde{\Psi}_4(x, k).$$

Hence functions $\Psi_1(x, k)$ and $\Psi_4(x, k)$ have simple poles at point $k_*$. Using invariance under the transformation $k \mapsto ik$ we obtain the complete description of poles of functions $\Psi_l(x, k)$:

$$\Psi_1(x, k) = e^{kx} \left( 1 + \frac{\alpha(x)}{-k - ik_*} + \frac{\beta(x)}{-k + k_*} \right),$$
$$\Psi_2(x, k) = e^{ikx} \left( 1 + \frac{\alpha(x)}{-ik - ik_*} + \frac{\beta(x)}{-ik + k_*} \right),$$
$$\Psi_3(x, k) = e^{-kx} \left( 1 + \frac{\alpha(x)}{k - ik_*} + \frac{\beta(x)}{k + k_*} \right),$$
Finally applying (3.10) we conclude that

\[ \Psi_4(x, k) = e^{-ikx} \left( 1 + \frac{\alpha(x)}{ik - ik_0} + \frac{\beta(x)}{ik + ik_0} \right). \]

We shall now compute the unknown functions \( \alpha(x) \) and \( \beta(x) \). We know that

\[ \tilde{\Psi}_4(x, k) = a_4(k) \tilde{\Psi}_4(x, k). \]

Clearly \( \tilde{\Psi}_4(x, k_0) \) is a decaying function as \( x \to -\infty \). Therefore, \( \tilde{\Psi}_4 \) can be expressed as a linear combination of functions \( \Psi_2 \) and \( \Psi_3 \)

\[ \tilde{\Psi}_4(x, k_0) = z_1 \Psi_2(x, k_0) + z_2 \Psi_3(x, k_0). \]

So, we obtain that

\[ \text{res}_{k=k_0} \Psi_4(x, k) = c \Psi_2(x, k_0) + d \Psi_3(x, k_0), \]

where the constants \( c = z_1 \text{res}_{k=k_0} a_4(k) \) and \( d = z_2 \text{res}_{k=k_0} a_4(k) \). Similarly we find that there exist constants \( \tilde{c} \) and \( \tilde{d} \) such that

\[ \text{res}_{k=k_0} \Psi_1(x, k) = \tilde{c} \Psi_2(x, k_0) + \tilde{d} \Psi_3(x, k_0). \]

Since \( \Psi_1 \) and \( \tilde{\Psi}_4 \) are linear independent we obtain that \( c\tilde{d} \neq \tilde{c}d \). Selfadjointness of the operator \( L \) and Lemma 2.2 imply that if \( k \in \gamma_1 \), then

\[ \Psi_2(x, k) = \overline{\Psi_3(x, ik)}, \quad \Psi_1(x, k) = \Psi_4(x, ik). \]

Thus by using (3.7), (3.8) and (3.9) we find

\[ \tilde{c} = \frac{\tilde{d}}{d}, \quad \tilde{d} = \frac{c}{d}. \]

3.3. Some relations between the coefficients \( c \) and \( d \). By using Lemma 2.1 we find that the Wronskian \( \mathcal{W}_3[\Psi_2(x, -k), \Psi_3(x, -k), \Psi_4(x, -k)] \) is a solution of the spectral equation (2.1). Comparing its behaviour as \( x \to +\infty \) with the asymptotic formulae (2.2) we obtain

\[ 4ik^3 \Psi_1(x, k) = \mathcal{W}_3[\Psi_2(x, -k), \Psi_3(x, -k), \Psi_4(x, -k)]. \]

In particular, this implies

\[ 4ik^3 \text{res}_{k=k_0} \Psi_1(x, k) = \text{res}_{k=k_0} \mathcal{W}_3[\Psi_2(x, -k), \Psi_3(x, -k), \Psi_4(x, -k)]. \]

Now, using identities (2.2), (3.7), (3.8) we obtain from (3.11) as \( x \to +\infty \)

\[ 4ik^3 (\tilde{c} e^{ikx} + \tilde{d} e^{-kx}) = \mathcal{W}_3[ e^{ikx}, e^{ikx}, e^{-kx}, e^{-ikx}]. \]

Finally, applying (3.10) we conclude that

\[ \text{Re} \ d = 0. \]
Inserting expressions (3.3)-(3.6) into (3.7) and (3.8) we finally obtain the system of two algebraic equations for coefficients $\alpha(x)$ and $\beta(x)$:

$$A(x) \begin{pmatrix} \alpha(x) \\ \beta(x) \end{pmatrix} = \begin{pmatrix} -ce^{ik_s x} - de^{-k_s x} \\ -i\tilde{d}e^{ik_s x} - i\tilde{c}e^{-k_s x} \end{pmatrix},$$

where

$$A(x) = \begin{pmatrix} \frac{ie^{-ik_s x} - e^{ik_s x}}{2k_s} + \frac{d}{(1-i)k_s} & \frac{e^{ik_s x}}{(1-i)k_s} + \frac{d}{2k_s} \\ -\frac{de^{ik_s x}}{2k_s} + \frac{i\tilde{c}e^{-k_s x}}{2k_s} & e^{k_s x} + \frac{d}{2k_s} \end{pmatrix}.$$  

Let $d = ib$, $b \in \mathbb{R}$ and $k_s = (1 + i)s_s$, then direct calculations show that

$$\det A(x) = i \left( e^{2s_s x} + \frac{b^2 - |c|^2}{8s_s^2} e^{-2s_s x} + \frac{b}{s_s} + \frac{|c|}{\sqrt{2} s_s} \sin \left( 2s_s x + \arg c + \frac{\pi}{4} \right) \right).$$

In order to find the family of reflectionless potentials corresponding to the eigenvalue $\lambda_*$ we have to find solutions $\alpha$ and $\beta$ of the equation (3.13). It is easy to verify that $\det A(x) \neq 0$ for all $x \in \mathbb{R}$ if and only if

$$b > |c|.$$  

**Example.** If $c = 0$ and $d = i \sqrt{2} s_s$ then

$$\alpha(x) = \frac{-\sqrt{2} s_s - (1 + i)s_s e^{-2s_s x}}{\cosh(2s_s x) + \sqrt{2}},$$

$$\beta(x) = \frac{-\sqrt{2} s_s - (1 - i)s_s e^{-2s_s x}}{\cosh(2s_s x) + \sqrt{2}}.$$  

Substituting $\Psi_1(x, k)$ given by (3.3) into the equation (2.1) we obtain potentials $u(x)$ and $v(x)$

$$u(x) = 16s_s^2(\sqrt{2} W(x) - W^2(x)),$$

$$v(x) = 16s_s^4(\sqrt{2} W(x) - 12W^2(x) + 16\sqrt{2} W^3(x) - 8W^4(x)),$$

where

$$W(x) = \frac{1}{\cosh(2s_s x) + \sqrt{2}}.$$  

The same solution was found in [9] with the help of a Hirota-type equation.

The next theorem summarizes the main results obtained in this Section.

**Theorem 3.1.** Let $L$ be a fourth order differential operator defined by (2.1). Assume that $L$ has one negative eigenvalue $\lambda_*$. For an arbitrary family of parameters $c$ and $d$, $c \in \mathbb{C}$, $d = ib$, $b > |c|$, there exists a unique pair of real potentials $u$ and $v$, such that the operator $L$ is reflection free and has $\lambda_*$ as its negative eigenvalue of multiplicity two.
Remark. The potentials \( u \) and \( v \) can be found explicitly via solutions \( \alpha \) and \( \beta \) of the algebraic equation (3.13). In general, \( \alpha(x) \) and \( \beta(x) \) and consequently \( u(x) \) and \( v(x) \) are rational functions of \( e^{2s_x x}, e^{-2s_x x}, \cos(2s_x x) \) and \( \sin(2s_x x) \).

4. REFLECTIONLESS POTENTIALS GENERATED BY SEVERAL NEGATIVE EIGENVALUES

4.1. Solutions corresponding to several eigenvalues. We now consider a more general situation. Namely, let a reflectionless operator \( L \) has \( N \) negative eigenvalues \( \lambda_n = (k_n^*)^4, \ n = 1, 2, \ldots N \).

In the previous Section we studied the properties of solutions \( \Psi_l \) at \( k^* \). Notice that such arguments (arguments concerning the behaviour of \( \Psi \) near \( k^* \)) were local and have not assumed that there were no other singular points. Therefore we find that eigenvalues \( \lambda_n \) are all of multiplicity two and that the corresponding eigenfunctions are \( \Psi_2(x, k_n^*) \) and \( \Psi_3(x, k_n^*) \). Similarly to (3.3)-(3.6) we obtain that the four independent solutions \( \{\Psi_l(x, k)\}_{l=1}^4 \) are given in the following form:

\[
\Psi_1(x, k) = e^{kx} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha_n(x)}{-k - ik_n^*} + \frac{\beta_n(x)}{-k + ik_n^*} \right) \right),
\]

\[
\Psi_2(x, k) = e^{ikx} \left( 1 + \sum_{l=1}^{N} \left( \frac{\alpha_l(x)}{-ik - ik_n^*} + \frac{\beta_l(x)}{-ik + ik_n^*} \right) \right),
\]

\[
\Psi_3(x, k) = e^{-kx} \left( 1 + \sum_{l=1}^{N} \left( \frac{\alpha_l(x)}{k - ik_n^*} + \frac{\beta_n(x)}{k + ik_n^*} \right) \right),
\]

\[
\Psi_4(x, k) = e^{-ikx} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha_n(x)}{ik - ik_n^*} + \frac{\beta_n(x)}{ik + ik_n^*} \right) \right).
\]

As we had before, the functions \( \Psi_j(x, k) \) satisfy the identities

\[
\text{res}_{k=k_n^*} \Psi_4(x, k) = c_n \Psi_2(x, k_n^*) + d_n \Psi_3(x, k_n^*),
\]

\[
\text{res}_{k=k_n^*} \Psi_1(x, k) = \tilde{c}_n \Psi_2(x, k_n^*) + \tilde{d}_n \Psi_3(x, k_n^*).
\]

Besides, as in (3.10) and (3.12) we find

\[
\tilde{c}_n = i\bar{d}_n, \quad \tilde{d}_n = i\bar{c}_n, \quad \text{Re} d_n = 0.
\]
4.2. Further properties of $c_n$ and $d_n$. For one-soliton solution the inequality (3.14) followed from the explicit expression for the determinant of the matrix $A(x)$. For a N-soliton solution the corresponding determinant is too complicated. Therefore in order to prove that the corresponding system of equations is uniquely solvable we need two auxiliary statements.

**Lemma 4.1.** The constants $d_n$ and $c_n$ introduced in (4.5) satisfy the following relations

$$d_n = ib_n, \quad b_n > 0, \quad b_n > |c_n|, \quad n = 1, 2, \ldots N.$$  

**Proof.** Let us consider two functions $\Psi_2(x, k)$ and $\Psi_3(x, k)$ satisfying the spectral equation (2.1).

Differentiating the identity $L \Psi_2(x, k) = k^4 \Psi_2(x, k)$ with respect to $k$ we arrive at

$$L \dot{\Psi}_2(x, k) = 4k^3 \Psi_2(x, k) + k^4 \dot{\Psi}_2(x, k).$$

Therefore for a fixed $k = k_n^*$ we obtain

$$-W_2[\Psi_3(x, k_n^*), \dot{\Psi}_2(x, k_n^*)]|_{-\infty}^{+\infty} = 4(k_n^*)^3 \int_{-\infty}^{+\infty} |\Psi_2(x, k_n^*)|^2 dx = 4(k_n^*)^3 \int_{-\infty}^{+\infty} |\Psi_2(x, k_n^*)|^2 dx,$$

where the latter equality follows from $\Psi_2(x, k) = \overline{\Psi_3(x, ik)}$.

From (4.2) and (4.3) we immediately find that

$$\lim_{x \to +\infty} W_2[\Psi_3(x, k_n^*), \dot{\Psi}_2(x, k_n^*)] = 0.$$  

Let us consider the behaviour of the Wronskian $W_2[\Psi_3, \dot{\Psi}_2]$ at $-\infty$. According to (2.4), $\Psi_2(x, k)$ and its derivative with respect to $k$ have the following asymptotics as $x \to -\infty$:

$$\Psi_2(x, k) = \exp(ikx)(a_2(k) + o(1)), \quad \dot{\Psi}_2(x, k) = \exp(ikx)(\dot{a}_2(k) + o(1)).$$

Since $\Psi_2(x, k_n^*)$ and $\Psi_3(x, k_n^*)$ are two linear independent eigenfunctions they can be written as linear combinations of $\dot{\Psi}_1$ and $\dot{\Psi}_4$

$$\Psi_2(x, k_n^*) = e_1^n \dot{\Psi}_1(x, k_n^*) + e_2^n \dot{\Psi}_4(x, k_n^*),$$

$$\Psi_3(x, k_n^*) = e_1^n \dot{\Psi}_4(x, k_n^*) + e_2^n \dot{\Psi}_1(x, k_n^*),$$

where

$$|e_1^n| \neq |e_2^n|.$$  

Finally we obtain

$$-W_2[\Psi_3(x, k_n^*), \dot{\Psi}_2(x, k_n^*)]|_{-\infty}^{+\infty} = i\epsilon_1^n a_2(k_n^*)^3.$$
or

\[(4.9)\]

\[i \zeta_n \hat{a}_2(k_n^\ast) = \int_{-\infty}^{+\infty} |\Psi_2(x, k_n^\ast)|^2 dx.\]

Repeating this argument for \(\Psi_2(x, k)\) instead of \(\Psi_3(x, k)\), namely considering the Wronskian \(\Psi_2(x, k)\) and \(\hat{\Psi}_2(x, k)\), we obtain

\[(4.10)\]

\[i e_n \hat{a}_2(k_n^\ast) = \int_{-\infty}^{+\infty} (\Psi_2(x, k_n^\ast))^2 dx.\]

Therefore (4.9), (4.10) together with (4.8) imply

\[|e_n^1| > |e_n^2|.\]

By Lemma 2.4

\[\text{res}_{k=k_n^\ast} \Psi_4(x, k) = \hat{\Psi}_4(x, k_n^\ast) \text{res}_{k=k_n^\ast} a_4(k)\]

\[(4.11)\]

\[= \hat{\Psi}_4(x, k_n^\ast) \text{res}_{k=k_n^\ast} \frac{1}{a_2(k)}.\]

Moreover, from (4.6) and (4.7) we have

\[\hat{\Psi}_4(x, k_n^\ast) = \frac{1}{|e_1^n|^2 - |e_2^n|^2} (-\tilde{\psi}_1^2 + e_1^n \Psi_3).\]

Equations (4.11) and (4.9) lead us to

\[\text{res}_{k=k_n^\ast} \Psi_4(x, k) = \frac{i\zeta_n}{(|e_1^n|^2 - |e_2^n|^2)} \int_{-\infty}^{+\infty} |\Psi_2(x, k_n^\ast)|^2 dx.\]

Thus

\[d_n = \frac{i|e_1^n|^2}{(|e_1^n|^2 - |e_2^n|^2) \int_{-\infty}^{+\infty} |\Psi_2(x, k_n^\ast)|^2 dx},\]

\[c_n = \frac{-i\zeta_n e_2^n}{(|e_1^n|^2 - |e_2^n|^2) \int_{-\infty}^{+\infty} |\Psi_2(x, k_n^\ast)|^2 dx},\]

and therefore \(d_n = ib_n\) with some \(b_n > 0\) and \(b_n > |c_n|, n = 1, 2, \ldots, N.\) The proof is complete. \(\square\)

Inserting expressions (4.1)-(4.4) into (4.6) and (4.7) we obtain the system of \(2N\) algebraic equations for the coefficients \(\alpha^n(x)\) and \(\beta^n(x)\):

\[-ie^{-ikl^j x} \alpha^j(x) = c_j e^{ikl^j x} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha^n(x)}{-ikl^j - ik_n^\ast} + \frac{\beta^n(x)}{-ikl^j + k_n^\ast} \right) \right)\]

\[+d_j e^{-kl^j x} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha^n(x)}{kl^j - ik_n^\ast} + \frac{\beta^n(x)}{kl^j + k_n^\ast} \right) \right),\]
$$-\xi_{lx}^{\ell} \beta^j (x) = i d_j e^{ik'_x x} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha_n^x (x)}{-ik'_x - ik'_n} + \frac{\beta_n^x (x)}{-ik'_x + ik'_n} \right) \right)$$

$$+ i c_j e^{-ik'_x x} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha_n^x (x)}{ik'_x - ik'_n} + \frac{\beta_n^x (x)}{ik'_x + ik'_n} \right) \right).$$

4.3. **Solvability of algebraic equations.** Solvability of this system depends on its determinant $\Delta (x)$.

**Lemma 4.2.** Determinant $\Delta (x)$ of the matrix described by the above equations is non-degenerate for all $x \in \mathbb{R}$.

**Proof.** Let us assume that $\Delta (x_0) = 0$ for some $x_0 \in \mathbb{R}$. Then for this $x_0$ we have a non-trivial solution $(\alpha_n^0, \beta_n^0)$ of our algebraic homogeneous system of equations

$$-ie^{-ik'_x x_0} \alpha^j_0 = c_j e^{ik'_x x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{-ik'_x - ik'_n} + \frac{\beta_n^0}{-ik'_x + ik'_n} \right)$$

$$+ d_j e^{-ik'_x x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{ik'_x - ik'_n} + \frac{\beta_n^0}{ik'_x + ik'_n} \right),$$

$$-e^{ik'_x x_0} \beta^j_0 = i d_j e^{ik'_x x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{-ik'_x - ik'_n} + \frac{\beta_n^0}{-ik'_x + ik'_n} \right) +$$

$$+ i c_j e^{-ik'_x x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{ik'_x - ik'_n} + \frac{\beta_n^0}{ik'_x + ik'_n} \right).$$

Let us consider four functions

$$\Psi_1^0 (k) = e^{k x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{-k - ik'_n} + \frac{\beta_n^0}{-k + ik'_n} \right),$$

$$\Psi_2^0 (k) = e^{ik x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{-ik - ik'_n} + \frac{\beta_n^0}{-ik + ik'_n} \right),$$

$$\Psi_3^0 (k) = e^{-k x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{k - ik'_n} + \frac{\beta_n^0}{k + ik'_n} \right),$$

$$\Psi_4^0 (k) = e^{-ik x_0} \sum_{n=1}^{N} \left( \frac{\alpha_n^0}{ik - ik'_n} + \frac{\beta_n^0}{ik + ik'_n} \right).$$
It follows from Lemma 2.2 that \( \Psi_1(x, is) = \Psi_3(x, is) \), \( s \in \mathbb{R} \). Thus
\[
I := \int_{-\infty}^{+\infty} \Psi_1^0(k) \Psi_3^0(k) dk = \int_{-\infty}^{+\infty} |\Psi_1^0(k)|^2 dk.
\]
We now observe that the value of the integral \( I = ip, p \geq 0 \), and it can be zero only when both constants \( \alpha_n^0, \beta_n^0 \) are zero.

On the other hand we can calculate \( I \) with the help of residues
\[
I = -2\pi i \sum_{n=1}^{N} \left( \text{res}_{k=k_n^*} \Psi_3^0(k) \Psi_1^0 + \text{res}_{k=-ik_n^*} \Psi_1^0 \right).
\]
By analogy with (3.7) and (3.8) we can obtain
\[
\begin{align*}
\text{res}_{k=k_n^*} \Psi_3^0(k) &= c_n \Psi_2^0(k_n^*) + d_n \Psi_3^0(k_n^*) \\
\text{res}_{k=k_n^*} \Psi_1^0(k) &= \tilde{c}_n \Psi_2^0(k_n^*) + \tilde{d}_n \Psi_3^0(k_n^*).
\end{align*}
\]
Hence
\[
I = -2\pi i \sum_{n=1}^{N} \left( 2b_n |\Psi_2^0(k_n^*)|^2 + 2\text{Im}(c_n (\Psi_2^0(k_n^*))^2) \right).
\]
Applying Lemma 4.1 we obtain
\[
I = -i\hat{p}, \quad \hat{p} > 0,
\]
which contradicts the equality \( I = ip, p \geq 0 \).

We have now proved the following result.

**Theorem 4.1.** Let \( L \) be a fourth order differential operator defined by (2.1). Assume that \( L \) has \( N \) negative eigenvalues \( \lambda_n^*, n = 1, 2, \ldots, N \). Then for an arbitrary family of parameters \( c_n, d_n, n \in \mathbb{C}, d_n = ib_n, b_n > |c_n|, n = 1, 2, \ldots, N \), there exists a unique pair of real potentials \( u \) and \( v \), such that the operator \( L \) is reflection free. Each of the eigenvalues \( \lambda_n^* \) is of multiplicity two.

5. **Reflectionless potentials corresponding to a positive eigenvalue**

The scheme used in the previous section can be applied to constructing reflectionless potentials corresponding to a positive eigenvalue belonging to the continuous spectrum. Note that for a fourth order operator \( L \) the eigenvalues embedded into the positive continuous spectrum are always of multiplicity one.

Let \( k_1^*, k_* > 0 \) be such an eigenvalue. Then function \( a(k) = a_2(k) a_3(k) \) has a simple zero at the point \( k_* \). Using Lemma 2.3 and \( a_2(k) = a_4(k) \), for \( k > 0 \), (see Lemma 2.4) we obtain that \( a_2(k) \) and \( a_4(k) \) are both analytic.
and nonzero at $k_*$, while $a_3(k)$ has simple zero at $k_*$ and $a_1(k)$ has simple pole at $k_*$. Using asymptotics with respect to $k \to \infty$ we arrive at the following expression for $\Psi_1(x, k)$:

$$
\Psi_1(x, k) = e^{kx} \left(1 + \frac{\gamma(x)}{k - k_*}\right),
$$

and using invariance under $k \to ik$ we get

$$
\Psi_2(x, k) = e^{ikx} \left(1 + \frac{\gamma(x)}{ik - k_*}\right),
$$

$$
\Psi_3(x, k) = e^{-kx} \left(1 + \frac{\gamma(x)}{-k - k_*}\right),
$$

$$
\Psi_4(x, k) = e^{-ikx} \left(1 + \frac{\gamma(x)}{-ik - k_*}\right).
$$

Let $\tilde{\Psi}_1(x, k)$ be the solution of (2.1) such that

$$
\tilde{\Psi}_1(x, k) = e^{kx}(1 + o(1)), \quad x \to -\infty,
$$

$$
\tilde{\Psi}_1(x, k) = e^{kx}O(1), \quad x \to +\infty.
$$

Then by using uniqueness (cf. (3.2))

$$
\Psi_1(x, k) = a_1(k)\tilde{\Psi}_1(x, k).
$$

Function $\tilde{\Psi}_1(x, k)$ satisfies a Volterra integral equation for $\{|\Im k| < \Re k\}$ and therefore is analytic at $k_*$. Moreover, functions $\tilde{\Psi}_1(x, k_*)$ and $\Psi_3(x, k_*)$ are the only decaying solutions at $-\infty$ and $+\infty$ respectively. Since $k_*^4$ is an eigenvalue of multiplicity one we obtain that there exists a constant $\hat{c} \neq 0$ such that

$$
\tilde{\Psi}_1(x, k_*) = \hat{c} \Psi_3(x, k_*),
$$

and therefore

(5.1) \quad \text{res}_{k=k_*} \Psi_1(x, k) = c \Psi_3(x, k_*),

where $c = \hat{c} \text{res}_{k=k_*} a_1(k)$. Substituting expressions for $\Psi_1(x, k)$, $\Psi_3(x, k)$ into (5.1) we obtain

$$
\gamma(x) = c \left( e^{2k_*x} + \frac{c}{2k_*}\right)^{-1}.
$$

Obviously, if $c > 0$ then $\gamma(x) \neq 0$ for all $x \in \mathbb{R}$.

If, for example, $c = 2k_*$ then by inserting $\Psi_3(x, k)$ into equation (2.1) we obtain the following pair of reflectionless potentials

(5.2) \quad u_{k_*}(x) = \frac{4k_*^2}{\cosh^2(k_*x)}, \quad v_{k_*}(x) = \frac{8k_*^4 \sinh^2(k_*x)}{\cosh^4(k_*x)}.$
Such a pair corresponds to a single positive eigenvalue \( k_*^4 \) with an eigenfunction \( \cosh^{-1}(k_*x) \). Note that the operator \( L \) with potentials \( u_{k_*}(x), v_{k_*}(x) \) can be obtained as a square of the Schrödinger operator \( H = -d^2/dx^2 - 2 k_*^2 \cosh^{-2}(k_*x) \).

The same result also holds true in a more general case.

**Theorem 5.1.** Let \( L \) be an operator (1.1) with real-valued reflectionless potentials \( u \) and \( v \) satisfying (1.2). Let the operator \( L \) has only spectral singularities corresponding to the positive eigenvalues \( (k_*^n)^4, k_*^n > 0, n = 1, \ldots, N \). Then this operator is equal to the square of a Schrödinger operator with some real-valued reflectionless potential \( w \) corresponding to negative eigenvalues \( -(k_*^n)^2, n = 1, \ldots, N \).

**Proof.** Repeating arguments used for the case of one positive eigenvalue we obtain the following expressions for \( \Psi_1(x, k), \Psi_3(x, k) \)

\[
(5.3) \quad \Psi_1(x, k) = e^{kx} \left( 1 + \sum_{n=1}^{N} \frac{\gamma_n(x)}{k - k_*^n} \right),
\]

\[
(5.4) \quad \Psi_3(x, k) = e^{-kx} \left( 1 + \sum_{n=1}^{N} \frac{\gamma_n(x)}{-k - k_*^n} \right),
\]

satisfying the system of equations

\[
(5.5) \quad \text{res}_{k=k_*^n} \Psi_1(x, k) = c_n \Psi_3(x, k_*^n), \quad c_n \neq 0, \quad n = 1, \ldots, N.
\]

Note now that the equations (5.3) - (5.5) coincide with the corresponding expressions when solving the inverse problem for a Schrödinger equation, see [5] ([7]). Therefore there is a reflectionless real-valued potential \( w \) for which the Schrödinger operator

\[
H \Psi(x, k) := \left( -\frac{d^2}{dx^2} + w(x) \right) \Psi(x, k) = -k^2 \Psi(x, k)
\]

has negative eigenvalues \( -(k_*^n)^2, n = 1, \ldots, N \). The condition of nonsingularity of the potential \( w \) implies \( c_n > 0 \) for all \( n = 1, \ldots, N \). We also have

\[
H^2 \Psi_3(x, k) = k^4 \Psi_3(x, k)
\]

and thus \( H^2 = L \). \( \square \)

6. Non-spectral singularities

Let us now consider reflectionless operator \( L \) for which the corresponding Riemann-Hilbert problem has non-spectral singularities. For such a problem singular points of the functions \( a_l(k) \) satisfy some symmetries.
6.1. Structure of poles and zeros of solutions $\Psi_l$. Let, for example, $a_1(k)$ has a simple pole at point $k_* \in \Omega_1$. Then (see (2.9)) the function $a_3(k)$ has a simple zero at $k_*$. Now, we would like to show that $a_2(k)$ has a simple pole and consequently (see (2.9)) $a_4(k)$ has a simple zero at $k_*$. In order to prove this we need the following below two simple statements.

**Lemma 6.1.** There exist solutions $\{\varphi_l(x, k)\}$, $l = 1, 2, 3, 4$, of equation (2.1) which are analytic in $k \in \Omega_1$ and satisfy the boundary conditions

$$\varphi_l(x, k) = e^{ikx}(1 + o(1)), \quad x \to +\infty, \quad l = 1, 2, 3, 4. \tag{6.1}$$

For a proof of this Lemma see, for example, [6].

The following fact is trivial.

**Lemma 6.2.** Let $k \in \Omega_1$. Then for any solution $\Phi(x, k)$ of the equation (2.1) there exists a pair $(l, l')$, $l, l' \in \{1, 2, 3, 4\}$, such that $\Phi(x, k)$ satisfies the boundary conditions

$$\Phi(x, k) = e^{ikx}(g_1(k) + o(1)), \quad x \to +\infty,$$

$$\Phi(x, k) = e^{ikx}(g_2(k) + o(1)), \quad x \to -\infty,$$

with some $g_1 \neq 0$, $g_2 \neq 0$.

Comparing the asymptotics at $+\infty$ we find that $\varphi_3(x, k) = \Psi_3(x, k)$ for $k \in \Omega_1$. From Lemmas 6.1 and 6.2 we have

$$\varphi_2(x, k) = e^{-ikx}(g(k) + o(1)), \quad x \to -\infty, \quad k \in \Omega_1, \tag{6.2}$$

where $g(k)$ is an analytic in $k$ function. Here we do not know a priori that $g \neq 0$. From (2.2), (2.8), (6.1) and (6.2) we obtain that

$$\Psi_2(x, k) = \varphi_2(x, k) - \frac{g(k)}{a_3(k)} \Psi_3(x, k), \quad k \in \Omega_1. \tag{6.3}$$

Let us show that

$$g(k_*) \neq 0. \tag{6.4}$$

Indeed, if we assume that $g(k_*) = 0$, then $\Psi_2(x, k)$ is regular at $k_*$. Clearly, both $\Psi_2(x, k_*)$ and $\Psi_3(x, k_*)$ are exponentially decaying functions as $x \to +\infty$. From (2.8) it follows that $\Psi_2(x, k_*) = O(e^{ik_*x})$. Since $a_3(k_*) = 0$ then by using (2.8) and Lemma 6.2 we also obtain that $\Psi_3(x, k_*) = O(e^{ik_*x})$. This means that there is a linear combination of $\Psi_2(x, k_*)$ and $\Psi_3(x, k_*)$ which crosses out the terms $O(e^{ik_*x})$ and therefore exponentially decays as $x \to -\infty$. Thus, $k_*^4$ must be an eigenvalue of $L$ and this contradicts the selfadjointness of $L$. 
From (2.8) and (6.3), (6.4) we obtain that \(a_2(k)\) has a simple pole at \(k_*\).

Using invariance under \(k \mapsto ik\) we arrive at a complete picture of poles for functions \(\Psi_l(x, k)\):

\[
\Psi_1(x, k) = e^{kx} \left( 1 + \frac{\alpha(x)}{k - k_*} + \frac{\beta(x)}{k - ik_*} + \frac{\gamma(x)}{k - k_*} + \frac{\delta(x)}{k + ik_*} \right),
\]

\[
\Psi_2(x, k) = e^{ikx} \left( 1 + \frac{\alpha(x)}{ik - k_*} + \frac{\beta(x)}{ik - ik_*} + \frac{\gamma(x)}{ik - k_*} + \frac{\delta(x)}{ik + ik_*} \right),
\]

\[
\Psi_3(x, k) = e^{-kx} \left( 1 + \frac{\alpha(x)}{-k - k_*} + \frac{\beta(x)}{-k - ik_*} + \frac{\gamma(x)}{-k - k_*} + \frac{\delta(x)}{-k + ik_*} \right),
\]

\[
\Psi_4(x, k) = e^{-ikx} \left( 1 + \frac{\alpha(x)}{-ik - k_*} + \frac{\beta(x)}{-ik - ik_*} + \frac{\gamma(x)}{-ik - k_*} + \frac{\delta(x)}{-ik + ik_*} \right).
\]

From (6.3) we immediately observe that

\[
\res_{k=k_*} \Psi_2(x, k) = d_1 \Psi_3(x, k_*).
\]

Similar arguments give us three more identities

\[
\res_{k=k_*} \Psi_1(x, k) = d_3 \Psi_4(x, k_*),
\]

\[
\res_{k=-k_*} \Psi_4(x, k) = d_2 \Psi_3(x, k_*),
\]

\[
\res_{k=-k_*} \Psi_1(x, k) = d_4 \Psi_2(x, k_*).
\]

By Lemma 2.2 we have

\[
d_2 = \overline{d}_1, \quad d_4 = \overline{d}_3.
\]

Lemma 2.1 and asymptotics at \(+\infty\) (2.2) imply (cf. (3.11))

\[
4ik^3 \res_{k=k_*} \Psi_1(x, k) = \res_{k=k_*} W[\Psi_2(x, -k), \Psi_3(x, -k), \Psi_4(x, -k)].
\]

Combining the latter identity with (2.2), (6.9) and (6.10) and computing the residue of the Wronskian we obtain

\[
d_3 = id_1.
\]

If we insert the expressions (6.5)-(6.8) into (6.9)-(6.12) we arrive at a system of four algebraic equations for the coefficients \(\alpha(x), \beta(x), \gamma(x)\) and \(\delta(x)\)

\[
A\zeta = i_0,
\]
where

\[ A(x) = \begin{pmatrix}
\frac{1}{k_x(1+i)} + \frac{e^{k_x(1+i)}}{d_3} & \frac{-i}{2k_x} & \frac{1}{k_x(1+i)} + e^{k_x(1-i)} \\
\frac{1}{k_x-k_*} & \frac{1}{k_x-k_*} & \frac{1}{k_x(1-i)} + e^{k_x(1-i)} \\
\frac{1}{k_x+i k_*} & \frac{1}{2k_x} & \frac{1}{k_x(1-i)} + e^{k_x(1-i)}
\end{pmatrix} \]

\[ \zeta = \begin{pmatrix}
\alpha \\
\beta \\
\gamma \\
\delta
\end{pmatrix}, \quad i_0 = \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix} \]

6.2. Solvability. In order to prove that there exists a unique solution of this system of equations we consider the following statement.

**Lemma 6.3.** Determinant \( \Delta(x) = \det A(x) \) is a non-degenerate function for all \( x \in \mathbb{R} \).

**Proof.** The proof is based on a theorem of uniqueness for the corresponding Riemann-Hilbert problem (see [1], [10]). Some of the arguments below were already used in Lemmas 4.1 and 4.2.

Let us assume that there is \( x_0 \) such that \( \Delta(x_0) = 0 \).

Then at this point we can find a nontrivial solution \( \alpha_0, \beta_0, \gamma_0, \delta_0 \) of the homogeneous system of equations

(6.15) \[ A\zeta = 0. \]

Let us introduce the following four functions:

\[ \Psi_1(k) = e^{ikx_0} \begin{pmatrix}
\alpha_0 \\
\beta_0 \\
\gamma_0 \\
\delta_0
\end{pmatrix}, \quad \Psi_2(k) = e^{ikx_0} \begin{pmatrix}
\alpha_0 \\
\beta_0 \\
\gamma_0 \\
\delta_0
\end{pmatrix}, \quad \Psi_3(k) = e^{-ikx_0} \begin{pmatrix}
\alpha_0 \\
\beta_0 \\
\gamma_0 \\
\delta_0
\end{pmatrix}, \quad \Psi_4(k) = e^{-ikx_0} \begin{pmatrix}
\alpha_0 \\
\beta_0 \\
\gamma_0 \\
\delta_0
\end{pmatrix}. \]

By using the fact that \( (\alpha_0, \beta_0, \gamma_0, \delta_0) \) is a solution of (6.15) we conclude that \( \Psi_i \) satisfy the equations (6.9) - (6.12) and therefore

(6.16) \[ \text{res}_{k=k_*} \Psi_2(k) = d_1 \Psi_3(k_*), \]

\[ \text{res}_{k=k_*} \Psi_4(k) = \]
As in Lemma 4.2 we find that

\[ I := \int_{-i\infty}^{i\infty} \Psi_1^0(k) \Psi_2^0(k) \, dk = \int_{-i\infty}^{i\infty} |\Psi_1^0(k)|^2 \, dk. \]

The latter integral can be zero only if all the constants \( \alpha_0, \beta_0, \gamma_0 \) and \( \delta_0 \) are zero. Computing \( I \) with help of residues we find

\[ I = -2\pi i \left( \Psi_3^0(k_*) \res_{k=k_*} \Psi_1^0 + \Psi_3^0(\bar{k}_*) \res_{k=\bar{k}_*} \Psi_1^0 + \Psi_3^0(ik_*) \res_{k=ik_*} \Psi_1^0 \right) \]

\[ + \Psi_1^0(-ik_*) \res_{k=-ik_*} \Psi_3^0 \right). \]

Equations (6.16) - (6.19) imply

\[ \res_{k=k_*} \Psi_1^0 = d_3 \Psi_4^0(k_*), \]

\[ \res_{k=\bar{k}_*} \Psi_1^0 = i \res_{k=\bar{k}_*} \Psi_4^0 = i d_2 \Psi_3^0(\bar{k}_*), \]

\[ \res_{k=ik_*} \Psi_3^0 = -i \res_{k=ik_*} \Psi_2^0 = -i d_1 \Psi_3^0(k_*). \]

Therefore

\[ I = -2\pi i \left( d_3 \Psi_3^0(k_*) \Psi_4^0(k_*) + d_3 \Psi_3^0(\bar{k}_*) \Psi_2^0(\bar{k}_*) \right) \]

\[ + i d_2 \Psi_3^0(\bar{k}_*) \Psi_3^0(\bar{k}_*) - i d_1 \Psi_3^0(k_*) \Psi_3^0(k_*). \]

Taking into account (6.13) and (6.14) we arrive at \( I = 0 \) which gives us a contradiction. Lemma is proved. \( \square \)

**Remark 1.** Cancellations appearing in the right hand side of (6.20) has been already observed in [1] in a somewhat more general situations.

**Remark 2.** In this Section we consider only a one-soliton case. However, it is not difficult to generalize this approach to the case when there are 2N non-spectral singularities (cf. Section 4).

Namely, let \( \{ k^n_* \}_{n=1}^N \) is a set of points from sector \( \Omega_1 \). Then the solutions \( \Psi_j \) can be represented as follows:

\[ \Psi_1(x, k) = e^{ikx} \left( 1 + \sum_{n=1}^N \left( \frac{\alpha^n(x)}{k-k^n_*} + \frac{\beta^n(x)}{k-ik^n_*} + \frac{\gamma^n(x)}{k-\bar{k}^n_*} + \frac{\delta^n(x)}{k+ik^n_*} \right) \right), \]

\[ \Psi_2(x, k) = e^{ikx} \left( 1 + \sum_{n=1}^N \left( \frac{\alpha^n(x)}{ik-k^n_*} + \frac{\beta^n(x)}{ik-ik^n_*} + \frac{\gamma^n(x)}{ik-\bar{k}^n_*} + \frac{\delta^n(x)}{ik+ik^n_*} \right) \right), \]
\( \Psi_3(x, k) = e^{-kx} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha^n(x)}{-k - k_n^*} + \frac{\beta^n(x)}{-k - ik_n^*} + \frac{\gamma^n(x)}{-k - \overline{k_n^*}} + \frac{\delta^n(x)}{-k + ik_n^*} \right) \right) \),

\( \Psi_4(x, k) = e^{-ikx} \left( 1 + \sum_{n=1}^{N} \left( \frac{\alpha^n(x)}{-ik - k_n^*} + \frac{\beta^n(x)}{-ik - ik_n^*} + \frac{\gamma^n(x)}{-ik - \overline{k_n^*}} + \frac{\delta^n(x)}{-ik + ik_n^*} \right) \right) \).

Therefore

\[ \text{res}_{k=k_n^*} \Psi_2(x, k) = d_1^n \Psi_3(x, k_n^*), \]

\[ \text{res}_{k=k_n^*} \Psi_1(x, k) = d_2^n \Psi_4(x, k_n^*), \]

\[ \text{res}_{k=k_n^*} \Psi_4(x, k) = d_2^n \Psi_3(x, k_n^*), \]

\[ \text{res}_{k=k_n^*} \Psi_1(x, k) = d_4^n \Psi_2(x, k_n^*). \]

with constants

\[ d_2^n = \overline{d}_1^n, \quad d_4^n = \overline{d}_3^n, \quad d_3^n = id_1^n. \]

Using these identities we can obtain a system of equations for the functions \( \alpha^n(x), \beta^n(x), \gamma^n(x), \) and \( \delta^n(x) \) \((n = 1, 2, 3...N)\). Solvability of this system can be proven in the same way as in Lemma 6.3.

**Remark 3.** It has become clear that the existence of non-spectral solitons is important for analyzing trace formulae for a fourth order differential operator. In particular, this explains the main result of the paper [3], where the authors construct a counter example to some functional inequality.

Let

\[ (6.21) \quad Q[u, v] = \]

\[ 7 \cdot 2^{-11} \int_{\mathbb{R}} \left( 48 u^2 + \frac{5}{4} u^4 - 12 u^2 v - 40 u'' v + \frac{13}{2} u^2 u'' + 9 u''^2 \right) dx. \]

The expression appearing in the right hand side of (6.21) is a point-wise quadratic form of \((u^2, u'', v)\). This quadratic form has two positive eigenvalues and one relatively small negative eigenvalue. There was a hope that after integration this quadratic form, the functional \(Q\) would become non-negative. However, it has been recently shown in [3] that there is a pair \((u, v)\) which violate such a positivity.

Let now \((u, v)\) be a pair of reflectionless potentials corresponding a non-spectral singularity \(k_s \in \Omega_1\). Assume also for simplicity that \(L\) does not have any other spectral or non-spectral singularities. In this case one can show (see [13]) that the following trace formula is true

\[ Q[u, v] = \text{Re} k_s^7 + \text{Im} k_s^7. \]

This immediately implies that if \(3\pi/28 < \arg k_s < \pi/4\), then the right hand side of the latter equality is negative. In particular, this give an example of exponentially decaying potentials \(u\) and \(v\) violating the inequality \(Q[u, v] \geq 0\).
7. Nonlinear system associated with the operator $L$

Let us consider a system of time dependent non-linear equation studied in [9]

\begin{equation}
L_t = [L, M].
\end{equation}

Here

\[ M = 8 \frac{d^3}{dx^3} + 6u \frac{d}{dx} + 3u', \]

\[ u = u(x, t), \quad v = v(x, t) \]

and consequently we have

\[ (7.2) \]

\[ L \]

\[ (7.3) \]

we obtain

\[ \text{if we now instead of } \Psi \text{ and we can rewrite the equation } (7.2) \text{ as } \]

\[ x \text{ for some } \hat{\Psi}(\cdot). \]

\[ \text{Comparing the asymptotics of } \Psi_1(x, k, t) \text{ and the left hand side of (7.2) as } x \to \pm \infty \text{ we find from (2.2) and (2.3) that } 8ik^3\Psi_1(x, k, t) = \hat{\Psi}(x, k, t) \]

\[ \text{and then automatically (see (2.8)) } (a_4)e(k, t) = 0. \]

\[ \text{It follows from (3.7) that} \]

\[ \text{res}_{k=k_s} \Psi_1(x, k, t) = c(t)\Psi_2(x, k_s, t) + d(t)\Psi_3(x, k_s, t), \]

\[ \text{and we can rewrite the equation (7.2) as} \]

\[ 8(-ik_s)^3(c(t)\Psi_2(x, k_s, t) + d(t)\Psi_3(x, k_s, t)) = \]

\[ M \text{ (c(t)\Psi_2(x, k_s, t) + d(t)\Psi_3(x, k_s, t))} \]

\[ + (c(t)\Psi_2(x, k_s, t) + d(t)\Psi_3(x, k_s, t))_t. \]

\[ \text{If we now instead of } \Psi_2 \text{ and } \Psi_3 \text{ substitute their asymptotics at } +\infty \text{ (see (2.2)) we obtain} \]

\[ 8(-ik_s)^3c(t)e^{ik_sx} + 8(-ik_s)^3d(t)e^{-k_sx} = \]

\[ 8(ik_s)^3c(t)e^{ik_sx} + 8(-k_s)^3d(t)e^{-k_sx} + c(t)e^{ik_sx} + d(t)e^{-k_sx} \]

\[ \text{and consequently} \]

\[ 8(-ik_s)^3c(t)e^{ik_sx} + 8(-k_s)^3d(t)e^{-k_sx} \]

\[ c(t) = c(0)\exp(-32s^3t(1 + i)), \quad d(t) = d(0)\exp(-32s^3t). \]

This dynamics preserves the conditions of solvability of the system of equations (3.13) \( \text{Re } d = 0 \) and \|d\| > |c|. Therefore a nonsingular soliton remains
to be nonsingular for all $t$ though its shape might vary. A stationary solution (solution of a constant shape) exists only in the case $c = 0$. In this case $u(x, t) = u(x + 16s^2t)$ and $v(x, t) = v(x + 16s^2t)$.
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