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#### Abstract

. We define and construct splitting and factorization algebras. In order to study these algebras we introduce residues that generalize classical Schur polynomials. In particular we show how residues induce Gysin maps between splitting and factorization algebras.

We base our presentation upon well known and classical results on alternating and symmetric polynomials, that we prove. Throughout we focus on results that are used to describe the cohomology theories for flag and Grassmann manifolds, both in the classical, quantum, equivariant, and quantum-equivariant sense. As a consequence we obtain, for example, an interpretation by factorization algebras of the the astonishing description by L. Gatto of the cohomology of grassmannians via exterior powers.
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## Introduction

Splitting and factorization algebras appear in several branches of mathematics. A well known and illustrative example is polynomial rings considered as algebras over the symmetric polynomials. This is the generic example of splitting algebras (see [B], [EL], [LT1], and [PZ], and further references there).

Another well known example we obtain by adjoining a root to a monic polynomial in one variable with coefficients in a ring. This useful, and frequently used, construction splits off a linear term from the polynomial. Successively adjoining roots we obtain splitting algebras of higher order of the polynomial.

An important class of examples of splitting and factorization algebras, that is our main motivation for writing these notes, is the cohomology rings of flag and Grassmann manifolds (see [G], [GS1], [LT1], [LT2] and [LT3], and further references there). The cohomology ring of the manifold of complete flags in a vector space $V$ of dimension $n$ is, for example, the splitting algebra for $T^{n}$. Moreover, the cohomology ring of the grassmannian of $d$-dimensional subspaces of $V$ is the factorization algebra of $T^{n}$ in factors of degrees $d$ and $n-d$. For families of flags or grassmannians we get the corresponding splitting, respectively factorization, algebra of the Chern polynomial of the locally free sheaf that defines the family. Quantum, equivariant, and quantum-equivariant cohomology of grassmannians give more examples. These are obtained from the factorization algebras by changing bases or by varying the polynomial we factor (see [GS2], [L1] and [L2], and further references there).

A more unusual example comes from Galois theory, where splitting algebras can be used to give a presentation of the theory that lies close to the original point of view (see [EL], $[\mathrm{K}]$, and $[\mathrm{T}]$ ).

In this article we give a self-contained presentation of those parts of the theory of splitting and factorization algebras that are related to the above examples. In particular we give bases for factorization algebras that correspond to bases consisting of classical Schur polynomials for symmetric polynomials and to Schubert cycles in cohomology. We also construct Gysin maps from splitting algebras to factorization algebras that correspond to the Gysin maps from cohomology rings of flag manifolds to cohomology rings of grassmannians in geometry. Our treatment is different from that in the works mentioned above in that it is based upon the theory of symmetric polynomials, and thus illustrates the connections between splitting and factorization algebras and the theory of symmetric polynomials.

It is worth noticing that as a consequence of our presentation we immediately obtain an interpretation by factorization algebras of the astonishing description of the cohomology of grassmannians via exterior products given by Letterio Gatto (see [G], [GS1], [LT1] and [LT2]). In particular we obtain the fundamental determinantal formulas that correspond to the Giambelli formula and the determinantal formula in Schubert calculus.

We also indicate how the connection between splitting algebras and polynomial algebras, mentioned above, gives somewhat exotic proofs of the different parts of the Main Theorem of Symmetric Polynomials.

The prerequisites for reading this article are knowledge of the definition of rings and ideals, and of the residue ring of a ring by an ideal. In addition, some knowledge is needed of basic results on polynomial rings and determinants.

## 1. Formal Laurent series and formal power series

In this section we remind the reader of formal Laurent series, and power series over commutative rings with unit. We also recall some basic results on inversion of power series, and in particular, the usual relation between elementary and complete symmetric polynomials.
1.1 Algebras. By a ring $A$ we always mean a commutative ring with unity. An A-algebra $\varphi: A \rightarrow B$ is a homomorphism of rings. We shall throughout denote by $A[T]$ the $A$-algebra of polynomials in the variable $T$ with coefficients in $A$.
1.2 Formal Laurent series. A formal Laurent series in the variable $\frac{1}{T}$ is a formal expression

$$
g(T)=\cdots+a_{-2} T^{2}+a_{-1} T+a_{0}+\frac{a_{1}}{T}+\frac{a_{2}}{T^{2}}+\cdots,
$$

where each $a_{i}$ lies in a ring $A$. For every $A$-algebra $\varphi: A \rightarrow B$ we write

$$
{ }^{\varphi} g(T)=\cdots+\varphi\left(a_{-2}\right) T^{2}+\varphi\left(a_{-1}\right) T+\varphi\left(a_{0}\right)+\frac{\varphi\left(a_{1}\right)}{T}+\frac{\varphi\left(a_{2}\right)}{T^{2}}+\cdots
$$

1.3 Formal power series. When $0=a_{1}=a_{2}=\cdots$ we say that the formal Laurent series $g(T)$ is a formal power series, and we change the indexing to

$$
g(T)=b_{0}+b_{1} T+b_{2} T^{2}+\cdots
$$

### 1.4 Inverting formal power series. Let

$$
p(T)=T^{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}
$$

be a polynomial in the variable $T$ with coefficients in the ring $A$. An easy calculation shows that the equation

$$
1=\left(1-c_{1} T+\cdots+(-1)^{n} c_{n} T^{n}\right)\left(1+s_{1} T+s_{2} T^{2}+\cdots\right)
$$

of formal power series has an unique solution with $s_{1}, s_{2}, \ldots$ in $A$, and that each element $s_{i}$ can be expressed as a polynomial in $c_{1}, \ldots, c_{n}$ with integer coefficients. Conversely, an equally easy calculation shows that the elements $s_{1}, s_{2}, \ldots$ determine $c_{1}, \ldots, c_{n}$ uniquely and that each element $c_{i}$ can be expressed as a polynomial in $s_{1}, \ldots, s_{n}$ with integer coefficients.
1.5 Example. For every natural number $h$ we have

$$
\begin{align*}
\frac{T^{h}}{p(T)}=T^{h-n} \frac{1}{1-\frac{c_{1}}{T}+\cdots+(-1)^{n} \frac{c_{n}}{T^{n}}}=T^{h-n}\left(1+\frac{s_{1}}{T}+\frac{s_{2}}{T^{2}}+\cdots\right) \\
=\cdots+\frac{s_{h-n+1}}{T}+\frac{s_{h-n+2}}{T^{2}}+\cdots+\frac{s_{h}}{T^{n}}+\cdots \tag{1.5.1}
\end{align*}
$$

1.6 Formal power series and symmetric polynomials. Let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over the ring $A$ and write

$$
P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n} .
$$

Then

$$
C_{j}=\sum_{0 \leq i_{1}<\cdots<i_{j} \leq n} T_{i_{1}} \cdots T_{i_{j}}
$$

is the $j$ 'th elementary symmetric polynomial in the variables $T_{1}, \ldots, T_{n}$. We obtain

$$
\begin{aligned}
\frac{1}{1-C_{1} T+\cdots+(-1)^{n} C_{n} T^{n}}=\frac{1}{\left(1-T_{1} T\right) \cdots\left(1-T_{n} T\right)} \\
=\prod_{i=1}^{n}\left(1+T_{i} T+T_{i}^{2} T^{2}+\cdots\right)=1+S_{1} T+S_{2} T^{2}+\cdots
\end{aligned}
$$

where

$$
S_{j}=\sum_{0 \leq i_{1}, \ldots, i_{j} \leq n} T_{i_{1}} \cdots T_{i_{j}}
$$

is the $j$ 'th complete symmetric polynomial in the variables $T_{1}, \ldots, T_{n}$.

## 2. Residues

Residues will play an important role in the remaining part of this article. We here define residues and give their main properties.
2.1 Definition. Let

$$
g_{i}(T)=\cdots+a_{i-2} T^{2}+a_{i-1} T+a_{i 0}+\frac{a_{i 1}}{T}+\frac{a_{i 2}}{T^{2}}+\cdots
$$

for $i=1, \ldots, n$ be formal Laurent series in the variable $\frac{1}{T}$. We write

$$
\operatorname{Res}\left(g_{1}, \ldots, g_{n}\right)=\operatorname{det}\left(\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\vdots & \ddots & \vdots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right)
$$

The main properties of residues are summarized in the following result:
2.2 Lemma. Let $A$ be a ring.
(1) Res is A-linear in $g_{1}, \ldots, g_{n}$. That is, for every index $i$, for every formal Laurent series $g_{i}^{\prime}$, and for every pair of elements $a, a^{\prime}$ in $A$, we have
$\operatorname{Res}\left(g_{1}, \ldots, a g_{i}+a^{\prime} g_{i}^{\prime}, \ldots, g_{n}\right)=a \operatorname{Res}\left(g_{1}, \ldots, g_{i}, \ldots, g_{n}\right)+a^{\prime} \operatorname{Res}\left(g_{1}, \ldots, g_{i}^{\prime}, \ldots, g_{n}\right)$.
(2) Res is alternating in $g_{1}, \ldots, g_{n}$. That is, if $g_{i}=g_{j}$ for some $i \neq j$ we have

$$
\operatorname{Res}\left(g_{1}, \ldots, g_{n}\right)=0
$$

(3) Res is zero on polynomials. That is, if at least one $g_{i}$ is a polynomial in $T$ we have

$$
\operatorname{Res}\left(g_{1}, \ldots, g_{n}\right)=0
$$

(4) Res is functorial. That is, when $\varphi: A \rightarrow B$ is an $A$-algebra and $g_{1}, \ldots, g_{n}$ have coefficients in $A$, then

$$
\varphi\left(\operatorname{Res}\left(g_{1}, \ldots, g_{n}\right)\right)=\operatorname{Res}\left({ }^{\varphi} g_{1}, \ldots,{ }^{\varphi} g_{n}\right)
$$

Proof. All the properties of Res follow directly from Definition 2.1, and the corresponding properties of determinants.

The following result shows, in particular, that the residue generalizes the classical Schur polynomials (see e.g. [La2], [M2] and [Ma]). It will be used repeatedly in the following.
2.3 Proposition. Let $p(T)=T^{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}$ be in the algebra $A[T]$ of polynomials in $T$ with coefficients in $A$. Moreover, let $s_{-i}=0$ for $i=1,2, \ldots$, let $s_{0}=1$, and let $s_{1}, s_{2}, \ldots$ be determined by the equation

$$
1=\left(1-c_{1} T+\cdots+(-1)^{n} c_{n} T^{n}\right)\left(1+s_{1} T+s_{2} T^{2}+\cdots\right)
$$

of formal power series. For all natural numbers $h_{1}, \ldots, h_{d}$, we have

$$
\operatorname{Res}\left(\frac{T^{h_{1}}}{p}, \ldots, \frac{T^{h_{d}}}{p}\right)=\operatorname{det}\left(\begin{array}{ccc}
s_{h_{1}-n+1} & \cdots & s_{h_{1}-n+d} \\
\vdots & \ddots & \vdots \\
s_{h_{d}-n+1} & \cdots & s_{h_{d}-n+d}
\end{array}\right) .
$$

In particular, when $0 \leq h_{i} \leq n-i$ for $i=1, \ldots$, $d$, we have

$$
\operatorname{Res}\left(\frac{T^{h_{1}}}{p}, \ldots, \frac{T^{h_{d}}}{p}\right)=\left\{\begin{array}{lll}
1 & \text { when } & h_{i}=n-i \quad \text { for } i=1, \ldots, d \\
0 & \text { when } & h_{j}<n-j
\end{array} \text { for some } j . ~ l\right.
$$

Proof. The first part of the proposition follows immediately from Definition 2.1 and equation (1.5.1).

From the first part of the proposition it follows that when $0 \leq h_{i} \leq n-i$ for $i=1, \ldots, d$ the $d \times d$-matrix $\left(s_{h_{i}-n+j}\right)$ is upper triangular. Moreover, it follows that there are ones on the diagonal when $h_{i}=n-i$ for $i=1, \ldots, d$, and a zero on the diagonal in position $(j, j)$ when $h_{j}<n-j$. Thus the last part of the proposition holds.

## 3. Symmetric and alternating polynomials

Here we recall some terminology concerning symmetric and alternating polynomials.
3.1 Notation, terminology and elementary properties. Let $A$ be a ring and let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over $A$. We denote by $A\left[T_{1}, \ldots, T_{n}\right]$ the $A$-algebra of polynomials in these variables with coefficients in $A$.

The symmetric group $\mathfrak{S}_{n}$, that is, the group of permutations of $1,2, \ldots, n$, operates on $A\left[T_{1}, \ldots, T_{n}\right]$ by

$$
(\sigma f)\left(T_{1}, \ldots, T_{n}\right)=f\left(T_{\sigma(1)}, \ldots, T_{\sigma(n)}\right)
$$

for all $f \in A\left[T_{1}, \ldots, T_{n}\right]$ and $\sigma \in \mathfrak{S}_{n}$. A polynomial $f \in A\left[T_{1}, \ldots, T_{n}\right]$ is symmetric when

$$
(\sigma f)\left(T_{1}, \ldots, T_{n}\right)=f\left(T_{1}, \ldots, T_{n}\right) \quad \text { for all } \quad \sigma \in \mathfrak{S}_{n}
$$

The symmetric polynomials in $A\left[T_{1}, \ldots, T_{n}\right]$ form an $A$-algebra $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$.

For every element $f \in A\left[T_{1}, \ldots, T_{n}\right]$ we write

$$
\operatorname{alt}(f)=\sum_{\sigma \in \mathfrak{S}_{n}} \operatorname{sign}(\sigma)(\sigma f),
$$

where $\operatorname{sign}(\sigma)$ is the sign of the permutation $\sigma$. A polynomial of the form alt $(f)$ for $f \in A\left[T_{1}, \ldots, T_{n}\right]$ is called alternating. The alternating polynomials form an $A$-submodule $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ of $A\left[T_{1}, \ldots, T_{n}\right]$.

For all polynomials $f_{1}, \ldots, f_{n}$ in $A[T]$ we write

$$
\left(f_{i}\left(T_{j}\right)\right)=\left(\begin{array}{ccc}
f_{1}\left(T_{1}\right) & \ldots & f_{1}\left(T_{n}\right) \\
\vdots & \ddots & \vdots \\
f_{n}\left(T_{1}\right) & \ldots & f_{n}\left(T_{n}\right)
\end{array}\right) .
$$

Then

$$
\operatorname{alt}\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=\sum_{\sigma \in \mathfrak{S}_{n}} \operatorname{sign}(\sigma) f_{1}\left(T_{\sigma(1)}\right) \cdots f_{n}\left(T_{\sigma(n)}\right)=\operatorname{det}\left(f_{i}\left(T_{j}\right)\right)
$$

3.2 Remark. The determinant $\operatorname{det}\left(T_{j}^{n-i}\right)=\operatorname{alt}\left(T_{1}^{n-1} \cdots T_{n}^{0}\right)$ is an alternating polynomial and is called the Vandermonde determinant. An easy calculation shows that it is equal to $\prod_{0 \leq i<j \leq n}\left(T_{i}-T_{j}\right)$. We want however to make the point that this is not needed in the following. All that we need is that the Vandermonde determinant is not a zero divisor in $A\left[T_{1}, \ldots, T_{n}\right]$, or equivalently, that it is not zero. This follows, for example, from the expansion of the determinant $\operatorname{det}\left(T_{j}^{n-i}\right)$ that contains a single monomial of the form $T_{1}^{n-1} \cdots T_{n}^{0}$.
3.3 Lemma. Let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over $A$, and let

$$
P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n} .
$$

For all $f_{1}, \ldots, f_{n}$ in $A\left[C_{1}, \ldots, C_{n}\right]$ we have that $\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)$ is in $A\left[C_{1}, \ldots, C_{n}\right]$.
Proof. It follows from 1.4 and 1.6 that $\frac{f_{i}}{P}$ is contained in $A\left[C_{1}, \ldots, C_{n}\right]$. The assertion of the lemma thus follows from Definition 2.1.

## 4. Residues and symmetric polynomials

In this section we first show how we can use residues to give a natural proof of a general version of the Jacobi-Trudi Lemma. This Lemma is then used to give the well known bases for the alternating polynomials as an $A$-module, and as a module over the symmetric polynomials. As a consequence we obtain the well known bases of the symmetric polynomials in terms of Schur polynomials. We also observe that the residue can be used to define a Gysin type map from a polynomial algebra to the corresponding algebra of symmetric polynomials. The results of this section will later be generalized to splitting algebras.
4.1 The Jacobi-Trudi Lemma. Let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over the ring $A$ and let

$$
P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right) .
$$

For all polynomials $f_{1}, \ldots, f_{n}$ in $A[T]$ we obtain

$$
\operatorname{det}\left(f_{i}\left(T_{j}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right) \operatorname{det}\left(T_{j}^{n-i}\right)
$$

Proof. We use the division algorithm to the polynomial $f_{i}(T)$ modulo $P(T)$ over the algebra $A\left[T_{1}, \ldots, T_{n}\right]$ and obtain

$$
f_{i}(T)=q_{i}(T) P(T)+r_{i}(T)
$$

where $q_{i}(T)$ and $r_{i}(T)$ have coefficients in $A\left[T_{1}, \ldots, T_{n}\right]$, and $r_{i}(T)$ is of degree less that $n$ in $T$. Since Res is linear in $f_{1}, \ldots, f_{n}$ and zero on polynomials by Lemma 2.2 we obtain

$$
\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)=\operatorname{Res}\left(q_{1}+\frac{r_{1}}{P}, \ldots, q_{n}+\frac{r_{n}}{P}\right)=\operatorname{Res}\left(\frac{r_{1}}{P}, \ldots, \frac{r_{n}}{P}\right) .
$$

Moreover, since $P\left(T_{j}\right)=0$ for $j=1, \ldots, n$, we obtain the equations $\operatorname{det}\left(f_{i}\left(T_{j}\right)\right)=$ $\operatorname{det}\left(q_{i}\left(T_{j}\right) P\left(T_{j}\right)+r\left(T_{j}\right)\right)=\operatorname{det}\left(r_{i}\left(T_{j}\right)\right)$. Since both Res and det are linear in $r_{1}, \ldots, r_{n}$ it suffices to prove the lemma when $r_{i}=T^{h_{i}}$ with $0 \leq h_{i}<n$ for $i=1, \ldots, n$. Moreover, since Res is alternating in $r_{1}, \ldots, r_{n}$ by Lemma 2.2, and the same is true for det, we can assume that $n>h_{1}>\cdots>h_{n} \geq 0$, that is, we can assume that $h_{i}=n-i$ for $i=1, \ldots, n$. However, then the lemma follows from the equality $\operatorname{Res}\left(\frac{T^{n-1}}{P}, \ldots, \frac{T^{0}}{P}\right)=1$ of Proposition 2.3.

The next result gives the bases of $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ alluded to above. As a corollary we obtain a basis for $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ as an $A$-module in terms of Schur polynomials.
4.2 Theorem. Let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over the ring $A$.
(1) The $A$-module $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ is an $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-submodule of the algebra $A\left[T_{1}, \ldots, T_{n}\right]$, and the homomorphism $A\left[T_{1}, \ldots, T_{n}\right] \rightarrow A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ that maps $f$ to $\operatorname{alt}(f)$ is $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-linear.
(2) As an $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-module $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ is free of rank 1 with basis the Vandermonde determinant $\operatorname{det}\left(T_{j}^{n-i}\right)$.
(3) As an A-module $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ is free with basis $\operatorname{det}\left(T_{j}^{h_{i}}\right)$ for $h_{1}>\cdots>$ $h_{n} \geq 0$.

Proof. (1) For $g \in A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ and $f \in A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ we have

$$
\operatorname{alt}(g f)=\sum_{\sigma \in \mathfrak{S}_{n}} \operatorname{sign}(\sigma) \sigma(g f)=\sum_{\sigma \in \mathfrak{S}_{n}} \operatorname{sign}(\sigma) g \sigma(f)=g \operatorname{alt}(f),
$$

that proves assertion (1).
(2) It follows from assertion (1) that we have an inclusion of $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}{ }_{-}$ modules $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }} \operatorname{det}\left(T_{j}^{n-i}\right) \subseteq A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$. Since $\operatorname{det}\left(T_{j}^{n-i}\right)$ is not a zero divisor in $A\left[T_{1}, \ldots, T_{n}\right]$, as observed in 3.2, it suffices to show the converse inclusion.

From the definition of $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ it is clear that this $A$-module is generated by the elements $\operatorname{alt}\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=\operatorname{det}\left(f_{i}\left(T_{j}\right)\right)$ for all $f_{1}, \ldots f_{n}$ i $A[T]$. Thus it follows from the Jacobi-Trudi Lemma 4.1 that the $A$-module $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ is generated by the elements $\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right) \operatorname{det}\left(T_{j}^{n-i}\right)$, where $P(T)=\left(T-T_{1}\right) \cdots(T-$ $T_{n}$ ). Since $\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)$ is in $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ for all $f_{1}, \ldots, f_{n}$ in $A[T]$, as we noted in Lemma 3.3, it follows that $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }} \subseteq A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }} \operatorname{det}\left(T_{j}^{n-i}\right)$, as we wanted to show.
(3) As we just saw the $A$-module $A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ is generated by the elements $\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right) \operatorname{det}\left(T_{j}^{n-i}\right)$ for all $f_{1}, \ldots, f_{n}$ in $A[T]$. Since Res is linear in $f_{1}, \ldots, f_{n}$ by Lemma 2.2 it is generated by the elements with $f_{i}=T^{h_{i}}$ for $i=1, \ldots, n$, and since Res is alternating by the same lemma we can assume that $h_{1}>\cdots>h_{n} \geq$ 0. However, the elements $\operatorname{det}\left(T_{j}^{h_{i}}\right)=\operatorname{Res}\left(\frac{T^{h_{1}}}{P}, \ldots, \frac{T^{h_{n}}}{P}\right) \operatorname{det}\left(T_{j}^{n-i}\right)$ for $h_{1}>\cdots>$ $h_{n} \geq 0$ are linearly independent over $A$ because $\operatorname{det}\left(T_{j}^{h_{i}}\right)$ is the only one of these polynomials in $T_{1}, \ldots, T_{n}$ that contains the monomial $T_{1}^{h_{1}} \cdots T_{n}^{h_{n}}$.
4.3 Corollary. Let $P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n}$.
(1) The homomorphism

$$
\partial(P): A\left[T_{1}, \ldots, T_{n}\right] \rightarrow A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}
$$

defined by $\partial(P)\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)$ is linear as a homomorphism of $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-modules.
(2) The A-module $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ is free with basis $\operatorname{Res}\left(\frac{T^{h_{1}}}{P}, \ldots, \frac{T^{h_{n}}}{P}\right)$ for $h_{1}>$ $\cdots>h_{n} \geq 0$.
(3) We have $A\left[T_{1}, \ldots, T_{n}\right]^{\mathrm{sym}}=A\left[C_{1}, \ldots, C_{n}\right]$.

Proof. It follows from assertion (2) of the theorem that multiplication by $\operatorname{det}\left(T_{j}^{n-i}\right)$ gives an isomorphism $\mu: A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }} \rightarrow A\left[T_{1}, \ldots, T_{n}\right]^{\text {alt }}$ of $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ modules. Moreover, it follows from the Jacobi-Trudi Lemma 4.1 that $\mu \partial(P)=$ alt. Thus assertions (1) and (2) follow from assertions (1) and (3) of the theorem.
(3) It is clear that we have an inclusion $A\left[C_{1}, \ldots, C_{n}\right] \subseteq A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$. The converse inclusion follows from assertion (2) since Lemma 3.3 shows that the element $\operatorname{Res}\left(\frac{T^{h_{1}}}{P}, \ldots, \frac{T^{h_{n}}}{P}\right)$ lies in $A\left[C_{1}, \ldots, C_{n}\right]$.

## 5. Splitting and factorization algebras

Here we first define splitting and factorization algebras and give the two most common constructions of splitting algebras. We obtain a basis for splitting algebras as a module, and also a proof of the existence of factorization algebras.

Both splitting and factorization algebras can be constructed in many alternative ways (see [B], [EL], [LT1] and [PZ]). Each construction provides a different perspective of the field. Properties that are obvious in one construction may be complicated in another. The connections between the different constructions are thus of separate interest.
5.1 Definition. Let

$$
p(T)=T_{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}
$$

be in the algebra $A[T]$ of polynomials in the variable $T$ over the ring $A$. Moreover, let $m_{1}, \ldots, m_{r}$ be positive integers such that

$$
m_{1}+\cdots+m_{r}=n .
$$

A factorization of $p(T)$ in factors of degrees $m_{1}, \ldots, m_{r}$ over an $A$-algebra $\psi: A \rightarrow B$ is an ordered set of polynomials $q_{1}, \ldots, q_{r}$ of degrees $m_{1}, \ldots, m_{r}$ in $B[T]$ such that

$$
{ }^{\psi} p(T)=T^{n}-\psi\left(c_{1}\right) T^{n-1}+\cdots+(-1)^{n} \psi\left(c_{n}\right)=q_{1}(T) \cdots q_{r}(T) .
$$

We say that an $A$-algebra $\varphi: A \rightarrow \operatorname{Fact}_{A}^{m_{1}, \ldots, m_{r}}(p)$ is a factorization algebra for $p(T)$ over $A$ in factors of degrees $m_{1}, \ldots, m_{r}$ when we have a factorization

$$
{ }^{\varphi} p(T)=p_{1}(T) \cdots p_{r}(T)
$$

over Fact ${ }_{A}^{m_{1}, \ldots, m_{r}}(p)$ in factors of degrees $m_{1}, \ldots, m_{r}$, and when $\varphi$ satisfies the following universal property:

For every $A$-algebra $\psi: A \rightarrow B$ such that we have a factorization

$$
{ }^{\psi} p(T)=q_{1}(T) \cdots q_{r}(T)
$$

of $p(T)$ over $B$ in factors of degrees $m_{1}, \ldots, m_{r}$, there is a unique $A$-algebra homomorphism

$$
\chi: \operatorname{Fact}_{A}^{m_{1}, \ldots, m_{r}}(p) \rightarrow B
$$

such that

$$
{ }^{\chi \varphi} p_{i}(T)=q_{i}(T) \quad \text { for } \quad i=1, \ldots, r
$$

We call ${ }^{\varphi} p(T)=p_{1}(T) \cdots p_{r}(T)$ the universal factorization of $p(T)$ over $A$.
When $r=d+1$ and $1=m_{1}=\cdots=m_{d}$ we write

$$
\operatorname{Fact}_{A}^{1, \ldots, 1, m_{r}}(p)=\operatorname{Split}_{A}^{d}(p)
$$

and call Split ${ }_{A}^{d}(p)$ the $d^{\prime}$ th splitting algebra for $p(T)$ over $A$. The universal factorization

$$
{ }^{\varphi} p(T)=\left(T-\xi_{1}\right) \cdots\left(T-\xi_{d}\right) p_{d+1}(T)
$$

we call the universal splitting and we call $\xi_{1}, \ldots, \xi_{d}$ the universal roots. Moreover, we let

$$
\operatorname{Split}_{A}(p)=\operatorname{Split}_{A}^{n}(p)
$$

and call $\operatorname{Split}_{A}(p)$ the splitting algebra for $p(T)$ over $A$. For every integer $d$ such that $0 \leq d \leq n$ we write

$$
\operatorname{Fact}_{A}^{d, n-d}(P)=\operatorname{Fact}_{A}^{d}(p)
$$

5.2 Example. As mentioned in the introduction we obtain a first splitting algebra for a monic polynomial $p$ of degree $n$ in $A[T]$ by adjunction of a root of $p(T)$ to $A$. More precisely, we have that $A[T] /(p)$ is a first splitting algebra $\operatorname{Split}_{A}^{1}(p)$ of $p(T)$ over $A$, or a factorization algebra $\operatorname{Fact}_{A}^{1}(p)$ of $p(T)$ over $A$ in factors of degrees 1 and $n-1$. The universal splitting is ${ }^{\varphi} p(T)=(T-\xi) p_{2}(T)$, where $\xi$ is the class of $T$ modulo $p(T)$. Similarly $A[T] /(p)$ is a factorization algebra $\operatorname{Fact}_{A}^{n-1}(p)$ of $p(T)$ over $A$ in factors of degrees $n-1$ and 1 with universal factorization $p_{1}(T)(T-\xi)$.
5.3 Remark and convention. From Example 5.2 and the well known properties of the $A$-algebra $A[T] /(p)$ it follows that $\operatorname{Split}_{A}^{1}(p)$ is a free $A$-module with a basis $1, \xi, \ldots, \xi^{n-1}$. Since 1 is part of this basis the map $A \rightarrow \operatorname{Split}_{A}^{1}(p)$ is injective. When it can cause no confusion we shall identify $A$ with its image in $\operatorname{Split}_{A}^{1}(p)$ via this map.
5.4 Remark. Two factorization algebras $B_{1}, B_{2}$ for $p(T)$ over $A$ in factors of degrees $m_{1}, \ldots, m_{r}$ are canonically isomorphic as $A$-algebras. This is because it follows from the universal properties of $B_{1}$ and $B_{2}$ that we have unique $A$-algebra homomorphisms $\psi_{2}: B_{2} \rightarrow B_{1}$, respectively $\psi_{1}: B_{1} \rightarrow B_{2}$, and, again by the uniqueness, we have that $\psi_{2} \psi_{1}$ and $\psi_{1} \psi_{2}$ are the identity maps of $B_{1}$, respectively of $B_{2}$.

We now prove the existence of splitting algebras.
5.5 Theorem (Construction 1). Let $p(T)=T^{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}$ be in A[T] and let

$$
P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n},
$$

where $T_{1}, \ldots, T_{n}$ are algebraically independent elements over $A$. Then the residue algebra

$$
A\left[T_{1}, \ldots, T_{n}\right] /\left(C_{1}-c_{1}, \ldots, C_{n}-c_{n}\right)
$$

of the polynomial algebra $A\left[T_{1}, \ldots, T_{n}\right]$ modulo the ideal generated by the elements $C_{1}-c_{1}, \ldots, C_{n}-c_{n}$ is a splitting algebra for $p(T)$ over $A$. The residue classes $\xi_{1}, \ldots, \xi_{n}$ of $T_{1}, \ldots, T_{n}$ are the universal roots.

Proof. Let

$$
\varphi: A \rightarrow A\left[\xi_{1}, \ldots, \xi_{n}\right]
$$

be the $A$-algebra. The residue class of $C_{i}$ by the canonical map

$$
\chi: A\left[T_{1}, \ldots, T_{n}\right] \rightarrow A\left[\xi_{1}, \ldots, \xi_{n}\right]
$$

is then $\varphi\left(c_{i}\right)$, and we have

$$
\begin{aligned}
\varphi_{p}(T) & =T^{n}-\varphi\left(c_{1}\right) T^{n-1}+\cdots+(-1)^{n} \varphi\left(c_{n}\right) \\
& =T^{n}-\chi\left(C_{1}\right) T^{n-1}+\cdots+(-1)^{n} \chi\left(C_{n}\right)={ }^{\chi} P(T)=\left(T-\xi_{1}\right) \cdots\left(T-\xi_{n}\right)
\end{aligned}
$$

Thus $p(T)$ splits completely over $A\left[\xi_{1}, \ldots, \xi_{n}\right]$.
Let $\psi: A \rightarrow B$ be an $A$-algebra such that

$$
{ }^{\psi} p(T)=\left(T-b_{1}\right) \cdots\left(T-b_{n}\right)
$$

in $B[T]$. We define an $A$-algebra homomorphism

$$
\chi^{\prime}: A\left[T_{1}, \ldots, T_{n}\right] \rightarrow B
$$

by $\chi^{\prime}\left(T_{i}\right)=b_{i}$ for $i=1, \ldots, n$. Then $\chi^{\prime} P(T)=\left(T-b_{1}\right) \cdots\left(T-b_{n}\right)$, and thus ${ }^{\psi} p(T)=$ $\chi^{\prime} P(T)$, that is, we have $\psi\left(c_{i}\right)=\chi^{\prime}\left(C_{i}\right)$ for $i=1, \ldots, n$. Thus $\chi^{\prime}\left(\varphi\left(c_{i}\right)\right)=\chi^{\prime}\left(C_{i}\right)$ for $i=1, \ldots, n$. Consequently $\chi^{\prime}$ factors via an $A$-algebra homomorphism

$$
\chi: A\left[\xi_{1}, \ldots, \xi_{n}\right] \rightarrow B
$$

such that $\chi\left(\xi_{i}\right)=b_{i}$ for $i=1, \ldots, n$. The $A$-algebra homomorphism $\chi$ is uniquely determined by the equalities $\chi\left(\xi_{i}\right)=b_{i}$ for $i=1, \ldots, n$. Hence we have proved that $A\left[\xi_{1}, \ldots, \xi_{n}\right]$ is a splitting algebra for $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{n}$.
5.6 Example. With notation as in Theorem 5.5 we obtain that $A\left[T_{1}, \ldots, T_{n}\right]$ is a splitting algebra for $P(T)$ over $A\left[C_{1}, \ldots, C_{n}\right]$ with universal roots $T_{1}, \ldots, T_{n}$.

In Example 5.6 we saw a property of splitting algebras that is an immediate consequence of the construction of 5.5 . With this construction it is however hard to give the standard basis for a splitting algebra as an $A$-module. To illustrate that different constructions of splitting algebras can give easy proofs of some properties but make it hard to prove other results, we give a second construction in which the assertion of Example 5.6 is slightly hard to verify, but where we immediately obtain an $A$-module basis. This basis is fundamental to the theory of splitting algebras as we shall see.
5.7 Theorem (Construction 2). Let $p(T)=T^{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}$ be in $A[T]$. We construct, by induction on d, a series of algebras

$$
A=A_{0} \subseteq A_{1} \subseteq \cdots \subseteq A_{d}
$$

and polynomials $p(T)=q_{1}(T), \ldots, q_{d+1}(T)$ with $q_{i}$ in $A_{i-1}[T]$ by,

$$
A_{i}=A_{i-1}[T] /\left(q_{i}\right) \quad \text { and } \quad q_{i+1}(T)=\frac{q_{i}(T)}{T-\xi_{i}}
$$

where $\xi_{i}$ is the class of $T$ in $A_{i}$. Then $A_{d}$ is a d'th splitting algebra for $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{d}$.

In particular we have that $A_{d}$ is a free $A$-module with basis $\xi_{1}^{h_{1}} \cdots \xi_{d}^{h_{d}}$ with $0 \leq$ $h_{i} \leq n-i$ for $i=1, \ldots, d$.

Proof. We first note that, by definition, $q_{i}(T)$ is of degree $n-i-1$, and by Remark 5.3 $A_{i}$ is a free $A_{i-1}$-module with basis $1, \xi_{i}, \ldots, \xi_{i}^{n-i}$. Moreover, by the same Remark, we consider $A_{i-1}$ as a subset of $A_{i}$. This justifies the inclusions in the theorem, and also proves the last part of the theorem.

We show the first part of the theorem by induction on $d$. It holds for $d=0$ because $A_{0}=A$ is a zeroth splitting algebra for $p(T)$ over $A$. Assume that the theorem holds for $d-1$. Let $\varphi: A \rightarrow B$ be an algebra such that

$$
\begin{gathered}
{ }^{\varphi} p(T)=\left(T-b_{1}\right) \cdots\left(T-b_{d}\right) q(T) \\
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$$

in $B[T]$. By the induction assumption we have an $A$-algebra homomorphism

$$
\chi: A_{d-1} \rightarrow B
$$

uniquely determined by $\chi\left(\xi_{i}\right)=b_{i}$ for $i=1, \ldots, d-1$. We thus obtain that ${ }^{\chi} q_{d}(T)=$ $\frac{\chi_{p}(T)}{\left(T-b_{1}\right) \cdots\left(T-b_{d-1}\right)}=\left(T-b_{d}\right) q(T)$. It follows from Example 5.2 that $A_{d}$ is a first splitting algebra for $q_{d}(T)$ over $A_{d-1}$ with universal root $\xi_{d}$. Consequently we have a unique $A_{d-1}$-algebra homomorphism

$$
\psi: A_{d} \rightarrow B
$$

such that $\psi\left(\xi_{d}\right)=b_{d}$. Since the restriction of $\psi$ to $A_{d-1}$ is $\chi$ it follows that the equations $\psi\left(\xi_{i}\right)=b_{i}$ for $i=1, \ldots, d$ uniquely determine $\psi$. We have thus proved that $A_{d}$ is a $d$ 'th splitting algebra for $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{d}$.
5.8 Remark and convention. Since 1 is part of the basis given in Theorem 5.7 it follows that the algebra homomorphism $\varphi: A \rightarrow \operatorname{Split}_{A}(p)$ is injective. When it can cause no confusion we shall identify $A$ with its image in $\operatorname{Split}_{A}(p)$ by $\varphi$. In particular we write ${ }^{\varphi} p(T)=p(T)$.

The following result is one of many similar results that follow from the universal properties of splitting and factorization algebras. We have chosen this particular version because it is simple and illustrates well the underlying principles, and because we shall use it later.
5.9 Lemma. Let $p(T)=T^{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}$ be in $A[T]$ and let $A_{1}=$ Fact ${ }_{A}^{d}(p)$ be a factorization algebra for $p(T)$ over $A$ with universal factorization $p(T)=p_{1}(T) p_{2}(T)$ where $p_{1}(T)$ is of degree d. Then a splitting algebra $\operatorname{Split}_{A_{1}}\left(p_{1}\right)$ for $p_{1}(T)$ over $A_{1}$ is a d'th splitting algebra $\operatorname{Split}_{A}^{d}(p)$ for $p(T)$ over $A$, and the universal roots in $\operatorname{Split}_{A_{1}}\left(p_{1}\right)$ are the universal roots in $\operatorname{Split}_{A}^{d}(p)$.
Proof. Let $\varphi: A \rightarrow B$ be an $A$-algebra homomorphism such that

$$
{ }^{\varphi} p(T)=\left(T-b_{1}\right) \cdots\left(T-b_{d}\right) q(T)
$$

in $B[T]$. From the universal property of $A_{1}=\operatorname{Fact}_{A}^{d}(p)$ we obtain a unique $A$-algebra homomorphism

$$
\chi: \operatorname{Fact}_{A}^{d}(p) \rightarrow B
$$

such that

$$
{ }^{\chi} p_{1}(T)=\left(T-b_{1}\right) \cdots\left(T-b_{d}\right)
$$

Let $\omega: A \rightarrow A_{1}=\operatorname{Fact}_{A}^{d}(p)$ and $\omega_{1}: A_{1}=\operatorname{Fact}_{A}^{d}(p) \rightarrow \operatorname{Split}_{A_{1}}\left(p_{1}\right)$ denote the algebra homomorphisms. Then

$$
{ }^{\omega_{1} \omega} p(T)=\left(T-\pi_{1}\right) \cdots\left(T-\pi_{d}\right)^{\omega_{1}} p_{2}(T)
$$

where $\pi_{1}, \ldots, \pi_{d}$ are the universal roots of $\operatorname{Split}_{A_{1}}\left(p_{1}\right)$. Consequently it follows from the universal property of $\operatorname{Split}_{A_{1}}\left(p_{1}\right)$, used to the $A_{1}$-algebra $\chi: A_{1} \rightarrow B$ and the polynomial $p_{1}(T)$, that we have a unique $A_{1}$-algebra homomorphism

$$
\begin{gathered}
\psi: \operatorname{Split}_{A_{1}}\left(p_{1}\right) \rightarrow B \\
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$$

such that $\psi\left(\pi_{i}\right)=b_{i}$ for $i=1, \ldots, d$.
The equations $\psi\left(\pi_{i}\right)=b_{i}$ for $i=1, \ldots, n$ determine $\psi$ uniquely as an $A_{1}$-algebra homomorphism, and since the equation ${ }^{\chi} p_{1}(T)=\left(T-b_{1}\right) \cdots\left(T-b_{d}\right)$ determines $\chi$ we obtain that $\psi$ is also determined by the equations $\psi\left(\pi_{i}\right)=b_{i}$ for $i=1, \ldots, d$ as an $A$-algebra homomorphism. We have thus proved that $\operatorname{Split}_{A_{1}}\left(p_{1}\right)$ is a $d^{\prime}$ 'th splitting algebra for $p(T)$ over $A$ with universal roots $\pi_{1}, \ldots, \pi_{d}$.

We can now show that factorization algebras exist and simultaneously give an explicit description of such algebras.
5.10 Theorem. Let $\operatorname{Split}_{A}(p)$ be a splitting algebra for the monic polynomial $p$ of degree $n$ in $A[T]$ with universal roots $\xi_{1}, \ldots, \xi_{n}$. Moreover, let $m_{1}, \ldots, m_{r}$ be positive integers such that $m_{1}+\cdots+m_{r}=n$. For $j=1, \ldots, r$ and $i=1, \ldots, m_{j}$ we let

$$
\xi_{i}(j)=\xi_{i+m_{1}+\cdots+m_{j-1}} \quad \text { and } \quad p_{j}(T)=\left(T-\xi_{1}(j)\right) \cdots\left(T-\xi_{m_{j}}(j)\right)
$$

with $m_{0}=0$. Then the $A$-algebra in $\operatorname{Split}_{A}(p)=A\left[\xi_{1}, \ldots, \xi_{n}\right]$ generated by the coefficients of the polynomials $p_{1}(T), \ldots, p_{r}(T)$ is a factorization algebra for $p(T)$ in factors of degrees $m_{1}, \ldots, m_{r}$ and

$$
p(T)=p_{1}(T) \cdots p_{r}(T)
$$

is the universal splitting.
Proof. Let $\varphi: A \rightarrow B$ be an $A$-algebra such that we have a factorization

$$
{ }^{\varphi} p(T)=q_{1}(T) \cdots q_{r}(T)
$$

in $B[T]$ in factors of degrees $m_{1}, \ldots, m_{r}$. Using the convention of 5.8 we construct a sequence of algebras $B=B_{0} \subset B_{1} \subset \cdots \subset B_{r}$ with $B_{j}=\operatorname{Split}_{B_{j-1}}\left(q_{j}\right)$ for $j=1, \ldots, r$. Let $\pi_{1}(j), \ldots, \pi_{m_{j}}(j)$ be the universal roots in $B_{j}=\operatorname{Split}_{B_{j-1}}\left(q_{j}\right)$. Then we have a splitting

$$
\varphi_{p}(T)=\prod_{j=1}^{r}\left(T-\pi_{1}(j)\right) \cdots\left(T-\pi_{m_{j}}(j)\right)=q_{1}(T) \cdots q_{r}(T)
$$

over $B_{r}[T]$. It consequently follows from the universal property of $\operatorname{Split}_{A}(p)$ that we have an $A$-algebra homomorphism

$$
\chi: \operatorname{Split}_{A}(p) \rightarrow B_{r}
$$

such that $\chi\left(\xi_{i}(j)\right)=\pi_{i}(j)$ for $j=1, \ldots, r$ and $i=1, \ldots, m_{j}$. Then $\chi^{\chi} p_{j}(T)=q_{j}(T)$ for $j=1, \ldots, r$. In particular we have that the homomorphism $\chi$ induces an $A$ algebra homomorphism $\psi: C \rightarrow B$ from the $A$-algebra $C$ in $A\left[\xi_{1}, \ldots, \xi_{d}\right]$ generated by the coefficients of $p_{1}(T), \ldots, p_{r}(T)$ such that ${ }^{\psi} p_{j}(T)=q_{j}(T)$ for $j=1, \ldots, r$. Moreover, $\psi$ is uniquely determined by its values on these coefficients. Consequently $C$ is a factorization algebra for $p(T)$ in factors of degrees $m_{1}, \ldots, m_{r}$, and with universal splitting $p(T)=p_{1}(T) \cdots p_{r}(T)$, as we wanted to prove.
5.11 Corollary. Let $d$ be an integer such that $0 \leq d \leq n$. We have, with the notation of the theorem, that $A\left[\xi_{1}, \ldots, \xi_{d}\right]$ is a d'th splitting algebra $\operatorname{Split}_{A}^{d}(p)$ of $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{d}$.

The $A$-algebra in $A\left[\xi_{1}, \ldots, \xi_{d}\right]$ that is generated by the coefficients of the polynomial $p_{1}(T)=\left(T-\xi_{1}\right) \cdots\left(T-\xi_{d}\right)$ is a factorization algebra $\operatorname{Fact}_{A}^{d}(p)$ for $p(T)$ over $A$ with universal splitting $p(T)=p_{1}(T) p_{2}(T)$, where $p_{2}(T)=\left(T-\xi_{d+1}\right) \cdots\left(T-\xi_{n}\right)$.

Proof. The first assertion of the corollary follows immediately from the second construction 5.7.

To prove the second assertion we take $r=2$ in the theorem. From the universal factorization $p(T)=p_{1}(T) p_{2}(T)$ we obtain $p_{2}(T)=\frac{p(T)}{p_{1}(T)}$. Thus it follows from 1.4 that the coefficients of $p_{2}(T)$ lie in the $A$-algebra generated by the coefficients of $p_{1}(T)$.

## 6. Applications to symmetric polynomials

Splitting algebras provide a slightly different point of view of symmetric polynomials than the usual one. We shall illustrate this by explaining how to prove the Main Theorem of Symmetric Polynomials via splitting algebras.

There are many analogies between polynomial algebras in a finite number of variables and splitting algebras. We mention, without proofs, how the symmetric group operates on splitting algebras and some results on the algebra of invariant elements under this action.
6.1 Lemma. Let $P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n}$, where the elements $T_{1}, \ldots, T_{n}$ are algebraically independent over the ring $A$. Then the elementary symmetric polynomials $C_{1}, \ldots, C_{n}$ are algebraically independent over A.

Proof. Let $U_{1}, \ldots, U_{n}$ be algebraically independent elements over $A$ and denote by $A\left[U_{1}, \ldots, U_{n}\right]\left[\pi_{1}, \ldots, \pi_{n}\right]$ a splitting algebra for $Q(T)=T^{n}-U_{1} T^{n-1}+\cdots+(-1)^{n} U_{n}$ over $A\left[U_{1}, \ldots, U_{n}\right]$ with universal roots $\pi_{1}, \ldots, \pi_{n}$. Since the coefficients of a polynomial can be expressed as elementary symmetric polynomials in its roots we have an equality $A\left[U_{1}, \ldots, U_{n}\right]\left[\pi_{1}, \ldots, \pi_{n}\right]=A\left[\pi_{1}, \ldots, \pi_{n}\right]$.

Let

$$
\varphi: A\left[U_{1}, \ldots, U_{n}\right] \rightarrow A\left[C_{1}, \ldots, C_{n}\right]
$$

be the $A$-algebra homomorphism defined by $\varphi\left(U_{i}\right)=C_{i}$ for $i=1, \ldots, n$. Then

$$
{ }^{\varphi} Q(T)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n}=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)
$$

over $A\left[T_{1}, \ldots, T_{n}\right]$. It follows from the universal property for the splitting algebra $A\left[\pi_{1}, \ldots, \pi_{n}\right]$ that there is a unique homomorphism of $A\left[U_{1}, \ldots, U_{n}\right]$-algebras

$$
\chi: A\left[\pi_{1}, \ldots, \pi_{n}\right] \rightarrow A\left[T_{1}, \ldots, T_{n}\right]
$$

such that $\chi\left(\pi_{i}\right)=T_{i}$ for $i=1, \ldots, n$, where $A\left[T_{1}, \ldots, T_{n}\right]$ is an $A\left[U_{1}, \ldots, U_{n}\right]$-algebra via $\varphi$ and the inclusion of $A\left[C_{1}, \ldots, C_{n}\right]$ in $A\left[T_{1}, \ldots, T_{n}\right]$. Since $T_{1}, \ldots, T_{n}$ are algebraically independent over $A$ we must have that $\pi_{1}, \ldots, \pi_{n}$ are algebraically independent over $A$. Thus $\chi$ is an isomorphism of $A$-algebras. The restriction of $\chi$ to
$A\left[U_{1}, \ldots, U_{n}\right]$ clearly induces the homomorphism $\varphi$. Consequently $\varphi$ is an isomorphism. In particular, we have that $C_{1}, \ldots, C_{n}$ are algebraically independent over A.

We have in previous sections proved two of the parts of the Main Theorem of Symmetric Polynomials. The above lemma gives the final piece of this result.
6.2 The Main Theorem of Symmetric Polynomials. Let $C_{1}, \ldots, C_{n}$ be the elementary symmetric polynomials in the algebraically independent elements $T_{1}, \ldots, T_{n}$ over $A$, and let $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ be the polynomials that are invariant under the action of the symmetric group $\mathfrak{S}_{n}$.
(1) $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}=A\left[C_{1}, \ldots, C_{n}\right]$.
(2) The elements $C_{1}, \ldots, C_{n}$ are algebraically independent over $A$.
(3) $A\left[T_{1}, \ldots, T_{n}\right]$ is a free $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-module with basis $T_{1}^{h_{1}} \cdots T_{n}^{h_{n}}$, where $0 \leq h_{i} \leq n-i$ for $i=1, \ldots, n$.

Proof. (1) The first assertion is Corollary 4.3 (3).
(2) The second assertion is Lemma 6.1.
(3) It follows from Example 5.6 that $A\left[T_{1}, \ldots, T_{n}\right]$ is the splitting algebra for the polynomial $P(T)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n}$ over $A\left[C_{1}, \ldots, C_{n}\right]$, and consequently over $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ by the first assertion. Assertion (3) thus follows from Theorem 5.7.
6.3 The action of the symmetric group. Let $\operatorname{Split}_{A}(p)$ be a splitting algebra of the monic polynomial $p$ of degree $n$ in $A[T]$ with universal roots $\xi_{1}, \ldots, \xi_{n}$. It follows from the universal property of $\operatorname{Split}_{A}(p)$ that for every permutation $\sigma$ in the symmetric group $\mathfrak{S}_{n}$ we have a unique $A$-algebra homomorphism

$$
\varphi_{\sigma}: \operatorname{Split}_{A}(p) \rightarrow \operatorname{Split}_{A}(p)
$$

such that $\varphi_{\sigma}\left(\xi_{i}\right)=\xi_{\sigma(i)}$ for $i=1, \ldots, n$. This clearly defines an action of $\mathfrak{S}_{n}$ on $\operatorname{Split}_{A}(p)=A\left[\xi_{1}, \ldots, \xi_{n}\right]$. It is an interesting problem to determine the invariants of the splitting algebra under this action. In [EL] we prove the following partial result:

The invariants of $\operatorname{Split}_{A}(p)$ under the action of $\mathfrak{S}_{n}$ are $A$ when at least one of the following two conditions are fulfilled:
(1) The element $\prod_{i \neq j}\left(\xi_{i}-\xi_{j}\right)$ is regular in $A$.
(2) The element 2 is regular in $A$.

A more complete and refined result is given by Anders Thorup in $[\mathrm{T}]$.

## 7. Gysin maps and module bases for factorization algebras

Gysin maps are important in geometry. Here we shall show how the Gysin map for polynomial algebras in 4.3 (1) can be used to obtain Gysin maps on splitting algebras. We also show how the Gysin maps can be used to find module bases for factorization algebras.

We define Gysin maps in terms of the residue. In [M1], [F], [La1], [La2], and [Ma] (see also further references there) it is defined by divided difference operators. The connection between the two approaches is explained in [LT1] (where one can also find further references).
7.1 Theorem. $\operatorname{Let} p(T)=T^{n}-c_{1} T^{n-1}+\cdots+(-1)^{n} c_{n}$ be in $A[T]$ and $\operatorname{let} \operatorname{Split}_{A}(p)=$ $A\left[\xi_{1}, \ldots, \xi_{n}\right]$ be a splitting algebra for $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{n}$. Then we have a surjective $A$-module homomorphism

$$
\partial(p): A\left[\xi_{1}, \ldots, \xi_{n}\right] \rightarrow A
$$

determined by $\partial(p)\left(f_{1}\left(\xi_{1}\right) \cdots f_{n}\left(\xi_{n}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{n}}{p}\right)$ for all polynomials $f_{1}, \ldots, f_{n}$ in $A[T]$.

Proof. Let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over $A$ and let

$$
P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right)=T^{n}-C_{1} T^{n-1}+\cdots+(-1)^{n} C_{n} .
$$

It follows from Corollary 4.3 (1) that we have an $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-linear homomorphism

$$
\partial(P): A\left[T_{1}, \ldots, T_{n}\right] \rightarrow A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}
$$

determined by $\partial(P)\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)$. Since $C_{1}, \ldots, C_{n}$ are algebraically independent over $A$ by Lemma 6.1 , and $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}=A\left[C_{1}, \ldots, C_{n}\right]$ by Corollary 4.3 (3) we have an $A$-algebra homomorphism

$$
\varphi: A\left[T_{1}, \ldots, T_{n}\right]^{\mathrm{sym}} \rightarrow A
$$

defined by $\varphi\left(C_{i}\right)=c_{i}$ for $i=1, \ldots, n$. In particular, we have ${ }^{\varphi} P(T)=p(T)$. From Lemma $2.2(4)$ it follows that $\varphi \partial(P)\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=\varphi \operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)=$ $\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{n}}{P}\right)$ for all $f_{1}, \ldots, f_{n}$ in $A[T]$. In order to show the existence of $\partial(p)$ it thus follows from Theorem 5.5 that we must show that $\varphi \partial(P)$ vanishes on the ideal in $A\left[T_{1}, \ldots, T_{n}\right]$ generated by the elements $C_{1}-c_{1}, \ldots, C_{n}-c_{n}$. However, we observed that $\partial(P)$ is $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-linear, and thus

$$
\begin{aligned}
& \varphi \partial(P)\left(\left(C_{i}-c_{i}\right) f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right) \\
& \quad=\varphi\left(C_{i}\right) \partial(P)\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)-\varphi\left(c_{i}\right) \partial(P)\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=0
\end{aligned}
$$

Consequently we have shown the existence of $\partial(p)$.
We have that $\partial(p)$ is surjective since it is $A$-linear and $\partial(p)\left(\xi_{1}^{n-1} \cdots \xi_{n}^{0}\right)=1$ by Proposition 2.3.
7.2 Corollary. Let $\operatorname{Split}{ }_{A}^{d}(p)$ be a d'th splitting algebra for $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{d}$, and let $\operatorname{Fact}_{A}^{d}(p)$ be a factorization algebra for $p(T)$ over $A$ with universal splitting $p(T)=p_{1}(T) p_{2}(T)$, where $p_{1}(T)$ is of degree $d$.
(1) We have a surjective homomorphism of $\operatorname{Fact}_{A}^{d}(p)$-modules

$$
\partial\left(p_{1}\right): \operatorname{Split}_{A}^{d}(p) \rightarrow \operatorname{Fact}_{A}^{d}(p)
$$

such that $\partial\left(p_{1}\right)\left(f_{1}\left(\xi_{1}\right) \cdots f_{d}\left(\xi_{d}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{p_{1}}, \cdots, \frac{f_{d}}{p_{1}}\right)$ for all $f_{1}, \ldots, f_{d}$ in $A[T]$.
(2) $\operatorname{Fact}_{A}^{d}(p)$ is a free $A$-module of rank $\binom{n}{d}$ with basis

$$
\partial\left(p_{1}\right)\left(\pi_{1}^{h_{1}} \cdots \pi_{d}^{h_{d}}\right)=\operatorname{Res}\left(\frac{T^{h_{1}}}{p_{1}}, \ldots, \frac{T^{h_{d}}}{p_{1}}\right) \quad \text { for } \quad n>h_{1}>\cdots>h_{d} \geq 0
$$

(3) We have a surjective homomorphism of $A$-modules

$$
\partial_{\mathrm{S}}(p): \operatorname{Split}_{A}^{d}(p) \rightarrow A
$$

such that $\partial_{\mathrm{S}}(p)\left(f_{1}\left(\xi_{1}\right) \cdots f_{d}\left(\xi_{d}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{d}}{p}\right)$ for all $f_{1}, \ldots, f_{d}$ in $A[T]$.
(4) We have a unique homomorphism of $A$-modules

$$
\partial_{\mathrm{F}}: \operatorname{Fact}_{A}^{d}(p) \rightarrow A
$$

such that $\partial_{\mathrm{S}}(p)=\partial_{\mathrm{F}}(p) \partial\left(p_{1}\right)$. This homomorphism is determined by the equality $\partial_{\mathrm{F}}(p)\left(\operatorname{Res}\left(\frac{f_{1}}{p_{1}}, \ldots, \frac{f_{d}}{p_{1}}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{d}}{p}\right)$ for all $f_{1}, \ldots, f_{d}$ in $A[T]$.

Proof. (1) It follows from Lemma 5.9 that $\operatorname{Split}_{A}^{d}(p)$ is a splitting algebra $\operatorname{Split}_{A_{1}}\left(p_{1}\right)$ for $p_{1}(T)$ over $A_{1}=\operatorname{Fact}_{A}^{d}(p)$ with universal roots $\xi_{1}, \ldots, \xi_{d}$. The existence of $\partial\left(p_{1}\right)$ thus follows from the theorem.
(2) Since Res is linear in $f_{1}, \ldots, f_{d}$ by Lemma 2.2 it follows, in particular, that Fact $_{A}(p)$ is generated as an $A$-module by the elements $\partial\left(p_{1}\right)\left(\pi_{1}^{h_{1}} \cdots \pi_{d}^{h_{d}}\right)$ where $0 \leq$ $h_{i} \leq n-i$ for $i=1, \ldots, d$. Since $\partial\left(p_{1}\right)$ is alternating in $f_{1}, \ldots, f_{d}$ by Lemma 2.2 we have that $\operatorname{Fact}_{A}^{d}(p)$ is generated as an $A$-module by the elements $\partial\left(p_{1}\right)\left(\pi_{1}^{h_{1}} \cdots \pi_{d}^{h_{d}}\right)$ with $n>h_{1}>\cdots>h_{d} \geq 0$.

It remains to prove that these elements are linearly independent over $A$. To show this we use the natural inclusions of algebras $A \subseteq \operatorname{Fact}_{A}^{d}(p) \subseteq \operatorname{Split}_{A}^{d}(p)$. Here Split ${ }_{A}^{d}(p)$ is a free $A$-module of rank $n(n-1) \cdots(n-d+1)$, and is a free $\operatorname{Fact}_{A}^{d}(p)$ module of rank $d(d-1) \cdots 1$. Since $\operatorname{Fact}_{A}^{d}(p)$ is generated, as an $A$-module by the $\binom{n}{d}=\frac{n(n-1) \cdots(n-d+1)}{d(d-1) \cdots 1}$ elements $\partial\left(p_{1}\right)\left(\pi_{1}^{h_{1}} \cdots \pi_{d}^{h_{d}}\right)$ for $n>h_{1}>\cdots>h_{d} \geq 0$, it follows that these elements form an $A$-module basis for Fact $_{A}^{d}(p)$.
(3) It follows from Definition 2.1 and Proposition 2.3 that $\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{d}}{p}\right)=$ $\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{d}}{p}, \frac{T^{n-d-1}}{p}, \ldots, \frac{T^{0}}{p}\right)$ for all $f_{1}, \ldots, f_{d}$ in $A[T]$. Thus we obtain $\partial_{\mathrm{S}}(p)$ as the restriction of $\partial(p)$ of the theorem to the $A$-submodule in $A\left[\xi_{1}, \ldots, \xi_{d}\right]$ generated by the elements $f_{1}\left(\xi_{1}\right) \cdots f_{d}\left(\xi_{d}\right) \xi_{d+1}^{n-d-1} \cdots \xi_{n}^{0}$.
(4) It follows from assertion (2) that we can define an $A$-module homomorphism $\partial_{\mathrm{F}}(p)$ by $\partial_{\mathrm{F}}(p)\left(\operatorname{Res}\left(\frac{f_{1}}{p_{1}}, \ldots, \frac{f_{d}}{p_{1}}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{p}, \ldots, \frac{f_{d}}{p}\right)$ for all $f_{1}, \ldots, f_{d}$ in $A[T]$. It is clear that we have $\partial_{\mathrm{S}}(p)=\partial_{\mathrm{F}}(p) \partial\left(p_{1}\right)$, and since $\partial\left(p_{1}\right)$ is surjective this equality determines $\partial_{\mathrm{F}}(p)$ uniquely.

## 8. EXTERIOR PRODUCTS AND FACTORIZATION ALGEBRAS

We finally show how exterior products introduced by Gatto ([G], [GS1]) to describe the cohomology of grassmannians (see also [LT1] and [LT2]) fit into the theory we have described in the previous chapters.

The first of the two below results is the main result of [LT1], and the second is the main result of [LT2].
8.1 Theorem. Let $T_{1}, \ldots, T_{n}$ be algebraically independent elements over the ring $A$, and let

$$
P(T)=\left(T-T_{1}\right) \cdots\left(T-T_{n}\right) .
$$

$$
\begin{equation*}
\bigwedge^{n} A[T] \rightarrow A\left[T_{1}, \ldots, T_{n}\right]^{\mathrm{sym}} \tag{8.1.1}
\end{equation*}
$$

that maps $f_{1} \wedge \cdots \wedge f_{n}$ to $\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)$.
The isomorphism (8.1.1) induces a structure on $\bigwedge^{n} A[T]$ as an $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}{ }_{-}$ module that makes the canonical homomorphism $A\left[T_{1}, \ldots, T_{n}\right] \rightarrow \bigwedge^{n} A[T]$ that takes the element $f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)$ to $f_{1} \wedge \cdots \wedge f_{n}$ to an $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-module homomorphism.

With this $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-module structure on $\bigwedge^{n} A[T]$ we have the determinantal formula

$$
f_{1} \wedge \cdots \wedge f_{n}=\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right) T^{n-1} \wedge \cdots \wedge T^{0}
$$

for all $f_{1}, \ldots, f_{n}$ in $A[T]$.
Proof. The map

$$
\partial(P): A\left[T_{1}, \ldots, T_{n}\right] \rightarrow A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}
$$

of Lemma 4.3 that is determined by $\partial(P)\left(f_{1}\left(T_{1}\right) \cdots f_{n}\left(T_{n}\right)\right)=\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right)$ is multilinear and alternating in $f_{1}, \ldots, f_{n}$ by Lemma 2.2 . Consequently it factors via the canonical homomorphism $A\left[T_{1}, \ldots, T_{n}\right] \rightarrow \bigwedge^{n} A[T]$ in an $A$-module homomorphism (8.1.1). This homomorphism maps the $A$-module basis $T^{h_{1}} \wedge \cdots \wedge T^{h_{n}}$ with $h_{1}>\cdots>h_{n} \geq 0$ of $\bigwedge^{n} A[T]$ to the elements $\operatorname{Res}\left(\frac{T^{h_{1}}}{P}, \ldots, \frac{T^{h_{n}}}{P}\right)$ with $h_{1}>\cdots>$ $h_{n} \geq 0$. The latter elements form an $A$-module basis for $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$ by Corollary 4.3 (2). Consequently (8.1.1) is an $A$-module isomorphism. The assertions on the $A\left[T_{1}, \ldots, T_{n}\right]^{\text {sym }}$-module structure are obvious.

The determinant formula follows since $f_{1} \wedge \cdots \wedge f_{n}$ and $\operatorname{Res}\left(\frac{f_{1}}{P}, \ldots, \frac{f_{n}}{P}\right) T^{n-1} \wedge$ $\cdots \wedge T^{0}$ map to the same element by the map (8.1.1) since $\operatorname{Res}\left(\frac{T^{n-1}}{P}, \ldots, \frac{T^{0}}{P}\right)=1$ by Proposition 2.3.
8.2 Theorem. Let $p(T)$ be a monic polynomial of degree $n$ in $A[T]$ and let Fact $_{A}^{d}(p)$ be a factorization algebra for $p(T)$ with universal splitting $p(T)=p_{1}(T) p_{2}(T)$ where $p_{1}(T)$ has degree $d$. Moreover, let $A[\xi]=A[T] /(p)$ with $\xi$ the class of $T$ modulo $p(T)$. Then we have an $A$-module isomorphism

$$
\begin{equation*}
\bigwedge^{d} A[\xi] \rightarrow \operatorname{Fact}_{A}^{d}(p) \tag{8.2.1}
\end{equation*}
$$

that maps $f_{1}(\xi) \wedge \cdots \wedge f_{d}(\xi)$ to $\operatorname{Res}\left(\frac{f_{1}}{p_{1}}, \ldots, \frac{f_{d}}{p_{1}}\right)$.
The isomorphism (8.2.1) induces a Fact ${ }_{A}^{d}(p)$-module structure on $\bigwedge^{d} A[\xi]$ that makes the canonical homomorphism $\bigwedge^{d} A[T] \rightarrow \bigwedge^{d} A[\xi]$ to an $A\left[T_{1}, \ldots, T_{d}\right]^{\text {sym }}{ }^{\text {sym }}$ module homomorphism when we consider $\bigwedge^{d} A[\xi]$ as an $A\left[T_{1}, \ldots, T_{d}\right]^{\text {sym }}$-module via the surjection $\varphi: A\left[T_{1}, \ldots, T_{d}\right]^{\text {sym }} \rightarrow \operatorname{Fact}_{A}^{d}\left(p_{1}\right)$ that is determined by the equation ${ }^{\varphi}\left(\left(T-T_{1}\right) \cdots\left(T-T_{d}\right)\right)=p_{1}(T)$.

With this Fact $_{A}^{d}(p)$-module structure on $\bigwedge^{d} A[\xi]$ we have a determinantal formula

$$
f_{1}(\xi) \wedge \cdots \wedge f_{d}(\xi)=\operatorname{Res}\left(\frac{f_{1}}{p_{1}}, \ldots, \frac{f_{d}}{p_{1}}\right) \xi^{d-1} \wedge \cdots \wedge \xi^{0}
$$

Proof. Let $T_{1}, \ldots, T_{d}$ be algebraically independent elements over $A$ and let

$$
P_{1}(T)=\left(T-T_{1}\right) \cdots\left(T-T_{d}\right)=T^{d}-C_{1}^{\prime} T^{d-1}+\cdots+(-1)^{d} C_{d}^{\prime} .
$$

By Corollary 4.3 (3) we obtain that $A\left[T_{1}, \ldots, T_{d}\right]^{\text {sym }}=A\left[C_{1}^{\prime}, \ldots, C_{d}^{\prime}\right]$, and from Theorem 8.1 we obtain an $A\left[T_{1}, \ldots, T_{d}\right]^{\text {sym }}$-module homomorphism

$$
\chi: \bigwedge^{d} A[T] \rightarrow A\left[T_{1}, \ldots, T_{d}\right]^{\mathrm{sym}}
$$

determined by $\chi\left(f_{1} \wedge \cdots \wedge f_{d}\right)=\operatorname{Res}\left(\frac{f_{1}}{P_{1}}, \ldots, \frac{f_{d}}{P_{1}}\right)$ for all $f_{1}, \ldots, f_{d}$ in $A[T]$.
Let $\operatorname{Split}_{A}(p)=A\left[\xi_{1}, \ldots, \xi_{n}\right]$ be a splitting algebra for $p(T)$ over $A$ with universal roots $\xi_{1}, \ldots, \xi_{d}$, and write

$$
p_{1}(T)=\left(T-\xi_{1}\right) \cdots\left(T-\xi_{d}\right)=T^{d}-c_{1}^{\prime} T^{d-1}+\cdots+(-1)^{d} c_{d}^{\prime} .
$$

It follows from Corollary 5.11 that the algebra $A\left[c_{1}^{\prime}, \ldots, c_{d}^{\prime}\right]$ in $A\left[\xi_{1}, \ldots, \xi_{d}\right]$ is a $d^{\prime}$ th factorization algebra $\operatorname{Fact}_{A}^{d}(p)$ for $p(T)$ over $A$ with universal splitting $p(T)=$ $p_{1}(T) p_{2}(T)$, where $p_{2}(T)=\left(T-\xi_{d+1}\right) \cdots\left(T-\xi_{n}\right)$.

By Lemma 6.1 we have that $C_{1}^{\prime}, \ldots, C_{d}^{\prime}$ are algebraically independent over $A$. Thus we have an $A$-algebra homomorphism

$$
\psi: A\left[C_{1}^{\prime}, \ldots, C_{d}^{\prime}\right] \rightarrow A\left[c_{1}^{\prime}, \ldots, c_{d}^{\prime}\right]=\operatorname{Fact}_{A}^{d}(p)
$$

defined by $\psi\left(C_{i}^{\prime}\right)=c_{i}^{\prime}$ for $i=1, \ldots, d$. We obtain that

$$
p(T)=p_{1}(T) p_{2}(T)=\left(T^{d}-c_{1}^{\prime} T^{d-1}+\cdots+(-1)^{d} c_{d}^{\prime}\right) p_{2}(T)={ }^{\psi} P_{1}(T) p_{2}(T)
$$

in $\operatorname{Fact}_{A}^{d}(p)$. Consequently it follows from Lemma 2.2 that, for all $f_{1}, \ldots, f_{d}$ in $A[T]$ and all natural numbers $h$, we have

$$
\begin{aligned}
\psi \chi\left(T^{h} p \wedge f_{2} \wedge\right. & \left.\cdots \wedge f_{d}\right)=\psi \operatorname{Res}\left(\frac{T^{h} p}{P_{1}}, \frac{f_{2}}{P_{1}}, \ldots, \frac{f_{d}}{P_{1}}\right) \\
& =\operatorname{Res}\left(\frac{\psi\left(T^{h} p\right)}{\psi P_{1}}, \frac{\psi f_{2}}{\psi P_{1}}, \ldots, \frac{\psi f_{d}}{\psi P_{1}}\right)=\operatorname{Res}\left(T^{h} p_{2}, \frac{f_{2}}{p_{1}}, \ldots \frac{f_{d}}{p_{1}}\right)=0
\end{aligned}
$$

where we consider $p(T)$ as an element in either of the algebras of the inclusion $A[T] \subseteq$ $A\left[C_{1}^{\prime}, \ldots, C_{d}^{\prime}\right][T]$ or in $A\left[c_{1}^{\prime}, \ldots, c_{d}^{\prime}\right][T]$, in accordance with the convention in 5.8. Thus $\psi \chi: \bigwedge^{d} A[T] \rightarrow$ Fact $_{A}^{d}(p)$ is zero on the elements of the form $T^{h} p \wedge f_{2} \wedge \cdots \wedge$ $f_{d}$. However these elements generate the kernel of the canonical map $\bigwedge^{d} A[T] \rightarrow$ $\bigwedge^{d} A[\xi]$, since $A[T]$ is the direct sum, as an $A$-module, of the kernel $(p)=A p+$ $A T p+A T^{2} p+\cdots$ of the homomorphism $A[T] \rightarrow A[\xi]$ and the $A$-module $A+A T+$
$\cdots+A T^{n-1}$. Consequently the homomorphism $\psi \chi$ factors via the canonical map $\bigwedge^{d} A[T] \rightarrow \bigwedge^{d} A[\xi]$ in the $A$-module homomorphism (8.2.1). This homomorphism maps the $A$-module basis $\xi^{h_{1}} \wedge \cdots \wedge \xi^{h_{d}}$ with $n>h_{1}>\cdots>h_{d} \geq 0$ for $\wedge^{d} A[\xi]$ to the elements $\operatorname{Res}\left(\frac{T^{h_{1}}}{P_{1}}, \ldots, \frac{T^{h_{d}}}{P_{1}}\right)$ with $n>h_{1}>\cdots>h_{d} \geq 0$ that form an $A$-module basis for Fact ${ }_{A}^{d}(p)$ by Corollary 7.2. Consequently (8.2.1) is an $A$-module isomorphism.

The assertions on the $\operatorname{Fact}_{A}^{d}(p)$-module structure follow easily from the commutative diagram

where the upper and lower maps are the isomorphisms (8.1.1), respectively (8.2.1), and where the left homomorphism is the canonical map.

The determinantal formula follows since the elements $f_{1}(\xi) \wedge \cdots \wedge f_{d}(\xi)$ and $\operatorname{Res}\left(\frac{f_{1}}{p_{1}}, \ldots, \frac{f_{d}}{p_{1}}\right) \xi^{d-1} \wedge \cdots \wedge \xi^{0}$ map to the same element by the map (8.2.1) because $\operatorname{Res}\left(\frac{T^{d-1}}{p_{1}}, \cdots, \frac{T^{0}}{p_{1}}\right)=1$ by Proposition 2.3.

## References

[B] N. Bourbaki, Algèbre, Chapitre IV, Polynômes et fractions rationelles, Masson, Paris, 1981.
[EL] T. Ekedahl \& D. Laksov, Splitting algebras, symmetric functions, and Galois Theory, J. Algebra Appl. 4 (2005), 59-75.
[F] W. Fulton, Intersection theory, Second edition. Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics, Springer-Verlag, Berlin, 1998.
[G] L. Gatto, Schubert calculus via Hasse-Schmidt derivations, Asian J. Math. 3 (2005), 315-322.
[GS1] L. Gatto \& T. Santiago, Schubert calculus on a Grassmann algebra, To appear in Candadian Mathematical Bulletin (2009).
[GS2] L. Gatto \& T. Santiago, Equivariant Schubert Calculus, arXiv:math/0703445 (2006).
[K] L. Kronecker, Werke, Herausgegeben auf Veranlassung der Königlich Preussischen Akademie der Wissenschaften von K. Hensel, vol. III, Chelsea Publishing Co., New York, 1968, pp. 209-240.
[L1] D. Laksov, Schubert calculus and equivariant cohomology of grassmannians, Advances in Math. 217 (2008), 1869-1888.
[L2] D. Laksov, A formalism for equivariant Schubert calculus, To be published, in J. Algebraic Geom..
[LT1] D. Laksov \& A. Thorup, A determinantal formula for the exterior powers of the polynomial ring, Indiana Univ. Math. J. 56 (2007), 825-845.
[LT2] D. Laksov \& A. Thorup, The intersection theory of flag schemes and exterior products, To appear, Indiana Univ. Math. J..
[LT3] D. Laksov \& A. Thorup, Splitting algebras and Schubert calculus, Preprint 2004.
[La1] A. Lascoux, Polynômes symétriques et coefficients d'intersection de cycles de Schubert, C. R. Acad. Sci. Paris Sér. A 279 (1974), 201-204.
[La2] A. Lascoux, Symmetric functions and combinatorial operators on polynomials, CBMS Regional Conference Series in Mathematics, 99. Published for the Conference Board of the Mathematical Sciences, Washington, DC, American Mathematical Society, Providence, RI, 2003.
[M1] I.G. Macdonald, Schubert polynomials, Surveys in combinatorics. London Math. Soc. Lecture Note Ser., 166, Cambridge Univ. Press, Cambridge, 1991.
[M2] I.G. Macdonald, Symmetric functions and Hall polynomials, Oxford Mathematical Monographs. Oxford Science Publications. Second edition. With contributions by A. Zelevinsky, The Clarendon Press, Oxford University Press, New York, 1995.
[Ma] L. Manivel, Fonctions symétriques, polynômes de Schubert et lieux de dégénérescence, Cours spécialisés 3, Société Mathématique de France, 1998.
[PZ] M. Pohst \& H. Zassenhaus, Algorithmic algebraic number theory, Encyclopedia of Mathematics and its Applications, vol. 30, Cambridge University Press, Cambridge, 1997.
[T] A. Thorup, Invariants of the splitting algebra, http://www.math.ku.dk/~thorup/art/galois.pdf (2004).

S-100 44 Stockholm, Sweden
E-mail address: laksov@math.kth.se


[^0]:    1991 Mathematics Subject Classification. 14N15, 14M15, 05E05, 13F20.
    Key words and phrases. alternating polynomials, determinantal formulas, exterior products, factorization algebras, formal Laurent series, formal power series, Jacobi-Trudi Lemma, residues, Schubert cycles, splitting algebras, symmetric groups, symmetric polynomials,.

