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Minimum Energy Coding in
CDMA Wireless Sensor Networks
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and B. Zurita Ares

Abstract—A theoretical framework is proposed for accurate
comparison of minimum energy coding in Coded Division Mul-
tiple Access (CDMA) Wireless Sensor Networks (WSNs). Energy
consumption and reliability are analyzed for two coding schemes:
Minimum Energy coding (ME), and Modified Minimum Energy
coding (MME). A detailed model of consumed energy is described
as function of the coding, radio transmit power, the characteris-
tics of the transceivers, and the dynamics of the wireless channel.
Since CDMA is strongly limited by multi-access interference, the
system model includes all the relevant characteristics of wireless
propagation. A distributed and asynchronous algorithm, which
minimizes the total energy consumption by controlling the radio
power, is developed. Numerical results are presented to validate
the theoretical analysis and show under which conditions MME
outperforms ME with respect to energy consumption and bit
error rate. It is concluded that MME is more energy efficient
than ME only for short codewords.

Index Terms—Wireless sensor network (WSNs), minimum
energy coding, CDMA, OOK, power control, outages, parallel
and distributed computation.

I. INTRODUCTION

IRELESS sensor networks have the potential of dwarf-
Wing the revolution that the Internet has brought to
the world of computing, entertainment, work and human
interaction. They will make it possible to connect computing
with the physical environment yielding the so called Physical
Internet. Given the small dimensions of the sensing devices
and their inaccessibility when deployed in the environment,
their computing power and the energy resources are necessar-
ily limited. Wireless communication consumes a substantial
part of energy, which is related to the need of transmitting
with few errors. An optimization problem arises where the
energy spent in transmitting and receiving is minimized while
a given probability of correct transmission is guaranteed.
Source coding, radio power control and sleep disciplines are
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all techniques that have been used to minimize the energy
consumption of wireless sensor networks.

In this paper we focus on minimizing the energy con-
sumption of wireless sensor networks by using low energy
coding schemes. The two coding techniques analyzed here
are Minimum Energy (ME) coding used in conjunction with
On-Off Keying (OOK) modulation [1], [2], and the Modified
Minimum Energy (MME) coding, a variant of the ME coding
with sleep disciplines at the receiver [3], [4].

In ME and MME coding, information is coded in digital
form so that zero-one patterns determine in large part energy
consumption by the transmitter and the receiver. If we assume
that the ones are the information that is actually sent while
zeros correspond to no transmission, then ME optimizes
energy by minimizing the number of ones present in the
coded message to be transmitted. In particular, ME encodes
high probability source codewords with coded codewords
having a small number of ones. This simple yet powerful
idea, proposed by Erin and Asada, has been extended by
Prakash and Gupta [5], who have proposed ME coding along
with channel coding for the case of sources with unknown
statistics. Tang et al. [6] have investigated the bit error rate of
ME coding and OOK modulation for both coherent and non
coherent receivers in AWGN channels. Liu and Asada [7] have
applied ME coding to CDMA wireless systems and reported
that Multi-Access Interference (MAI) is reduced when using
ME coding. Since small MAI implies fewer bit errors, ME has
good reliability. ME and CDMA were considered also by Kim
and Andrews [4], when they proposed the MME scheme. Since
radio power plays an important role in the energy balance
for transmission, it is of paramount importance to consider
the joint effect of radio power control and minimum energy
coding on the overall energy consumption. Zurita et al. [8]
presented an analysis of ME and MME for WSNs in a slow
fading propagation environment using heuristic power control
and detection algorithms.

In this paper we offer a complete framework to compare and
optimize the ME and MME approaches with respect to energy
consumption while satisfying constraints on communication
errors. To do so, we develop

e an accurate characterization of the energy spent for
coding, transmitting and receiving (taking into account
radio power, and average number of radio module start-
ups) including a detailed model of the MAI and wireless
channel with path loss, slow and fast fading (presented
in Section III);

o a decentralized radio power control algorithm, which
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Fig. 1. System scenario: K asynchronous pairs of nodes are simultaneously
transmitting.
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Fig. 2. Mapping of the source codewords into the codewords of the Minimum
Energy Coding (from [7]).

minimizes the total energy spent for transmission and
reception using the models above (Section IV);

« an optimal decision threshold for OOK detection, as
function of the ME and MME coding schemes and radio
powers (Section V);

o a characterization of the bit error probabilities of ME and
MME coding when the radio power control algorithm is
deployed (Section VI).

Comparing our approach to existing contributions [1], [2]
and [4] — [7], we are able to provide a characterization of
total energy consumption with respect to all the parameters of
a complete system scenario, namely: the energy due to ME,
MME, CDMA, the wireless channel, and the transceiver. As a
consequence of this more detailed study, our analysis leads to
a different result from the literature when comparing ME and
MME as shown in the numerical results presented in Section
VIL

II. SYSTEM DESCRIPTION

Consider a scenario where there are K transmitter-receiver
pairs of nodes (see Fig. 1). Data sensed by a node is at first
coded either with ME or with MME coding.

With ME coding [1], [2], each codeword having large
probability is mapped into a new codeword having less number
of one (or high) bits. Denote with Ly the length of the source
codeword, and with L;g the length of the ME codeword,
where Lo < Lj/g. The extra bits added are the redundant
bits needed for channel coding (see Fig. 2). Let ae be the
probability of having high bits in an ME codeword.

MME coding [4] exploits a structure of the codeword that
allows the receiver to go in a sleep state, where the radio
electronic circuitry is switched off [3]. With MME, the ME

Lo = Original Codeword |
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Ls=Subframe Length Subframe #2 Subframe #3
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Ns = number of subframes

Fig. 3.  MME codeword. The original codeword is mapped into a MME
codeword partitioned in sub-frames. Each sub-frame starts with an indicator
bit (from [4]).

codewords are partitioned into N, sub-frames of length L,
where each sub-frame starts with an indicator bit bj,q (see
Fig. 3). When by, q is a one (high bit), it indicates that there are
no high bits in that sub-frame, so there is no need for decoding,
and the receiver can go to the sleep state. Conversely, if binq
is a zero (low bit), it indicates that there are high bits in the
sub-frame, so the decoding operation must be performed, and
the receiver cannot go to sleep.

The ME or MME coded bits are then handled by an
OOK modulator: only bits having value one (high bits) are
DS-CDMA processed and transmitted. An asynchronous DS-
CDMA wireless access scheme is considered, where the same
fixed bandwidth W is allocated to each transmitter-receiver
pair. The processing gain is denoted with G = T,/T,,
where T; is the bit interval, and 7, is the chip interval.
The transmitted signal, after being attenuated by the wireless
channel, is received corrupted by an additive Gaussian noise
and MALI caused by other transmitting nodes. The output of
the coherent correlation receiver of link ¢ can be expressed
as [9]

Zi(t) = D;(t) + Li(t) + Ny(t) , (1)
where D, (t) is the signal bearing the information for the pair
i, I;(t) is the interference due to the presence of multiple
transmitting nodes (causing MAI) and N,(t) is the AWGN
noise, which is modeled as a Gaussian random variable with
zero mean and variance NyT} /4. In particular, it can be proved
that [9]

vi(t) 7hi7i(2t)Pi

and that the variance of the MAI plus the AWGN, on a bit
time scale and conditioned to the distribution of the high bits
and the wireless channel, is

Di(t) = Ty 2 vi(t)pz,(t), @

7 iy-(t)h--(t)P- + @No £ 0% (t). 3)
6G J J J 4 Z;

J=L
J#i

Authorized licensed use limited to: KTH THE ROYAL INSTITUTE OF TECHNOLOGY. Downloaded on April 29, 2009 at 07:31 from IEEE Xplore. Restrictions apply.



FISCHIONE et al.: MINIMUM ENERGY CODING IN CDMA WIRELESS SENSOR NETWORKS 987

BER Energy
ME ME
coding coding
Wireless
Channel Transmit |
& b g Radio ' d \ |
Coding Powers |
Activity
BER Energy
MME MME
coding coding
Section |l Section IV Section V Sections |11 & VI
Fig. 4. Relation among the system parameters (wireless channel, coding,

transmit radio power) and the bit error rate (BER) and the energy consumption
of ME and MME.

In 2) and (3), F;, « = 1,..., K, denotes the radio power
of the sender node in link i. We introduce the vector
P = [P,...,P,...,Pg]". The term v;(t) is a binary
random variable abstracting the transmission of a high bit
(v;(t) = 1) or low bits (v;(t) = 0), with probability mass
function Pr[v;(t) = 1] = a and Pr[y;(t) = 0] = 1 — a,
respectively. In particular, a = ayg for ME coding, whereas
a = amMg + Ng/(NsLs) = apymg + 1/Ls for MME coding,
because indicator bits have been added to the MME codeword
with respect to the ME codeword (recall Fig. 2 and Fig. 3).
Throughout the paper, we assume that ayg = anvme. Let
vector v(t) = [v1(t),...,vi(t),... vk (t)]T denote the nodes’
coding activity.

In (2) and (3), the wireless channel coefficient associated
to the path from the transmitter of link j to the receiver of
link 7 is hji(t) = ljﬂ“ji(t) exp fji(t) where lji is the path
loss, which is dependent on the distance and propagation
environment [10]. We consider the Nakagami distribution
for the fast fading, with correlation 1 and parameter m,
so r;(t) has a gamma distribution having average ,, and
correlation p,, [10]. The term exp £j;(t) is the shadow fading
component, with &;;(¢) being a Gaussian random variable
having zero average and standard deviation o¢;,. We introduce
the vector h;(t) = [h1;(t),..., hii(t),... hii(t)]T to denote
the wireless channel coefficients seen by the receiver of the
pair <.

ITII. ENERGY MODEL

Here we present an original characterization of the energy
spent to transmit information using ME and MME as function
of the coding activity, the transmit radio powers, the wireless
channel, and the hardware platform. The relation among these

system parameters with the bit error rate and the energy
consumption of ME and MME is summarized in Fig. 4.

A. ME Coding

Consider link 7 between a pair of transmitter and receiver
nodes. The energy consumption per ME codeword spent over
the link can be expressed as follows:

EZ(ME) :Ei(tx) + Ei(rx)
_ pltx.ckt) [T(tx,ME) +Ts:| n aMEf(Pi)T(tx,ME)

+P(rx,ckt) |:T(rx,ME) +Ts:| ; (4)

where Ei(tx) and Ei(rx) are the average energy consumption
of a node while transmitting and receiving, respectively. The
power consumption of the electronic circuits, while transmit-
ting and processing a codeword, is denoted with Pkt "and
while receiving is denoted with P(kt) Note that P(tx:ckt)
and P(%<kt) do not include the radio power, which is P;.
The function f(P;) accounts for the energy spent by the radio
module to transmit at radio power P;. f(P;) is an increasing
function of P;, since the higher is the radio power transmitted,
the higher is the energy drained by the transmit antenna.
T(ME) is the transmitter activity time per ME codeword, and
TxME) s the receiver activity time per codeword; finally,
T, is the start up time of the radio transceiver, i.e., the time
employed to go from the sleep state to the active state.

B. MME Coding

By adopting the same parameter definition used in (4), we
model the energy consumption per MME codeword as follows:

EZ(MME) :Ei(tx) + Ei(rx)
_ pltx.ckt) [T(tx,MME) +T5}
+ aMMEf(Pi)T(tx,MME) + P(rx,ckt)T(rx,MME)
+ |:P(rx,ckt) +P(rx,ckt,st):| (N’L + 1) Ts . (5)

In (5), T(MME) g the transmitter activity time per MME
codeword, and T(MME) i the receiver activity time per
codeword. We will see later that T(MME) depends on the
radio powers. P(%:kt:st) s the extra energy overhead spent
in the start-up phase. In (5), we have introduced the average
number of times, denoted with N;, that the receiver has
to awake from the sleep state. This term, as 7'("MME)
depends on the bit error rate, and hence on the radio powers.
It plays a fundamental role when evaluating MME energy
consumption: each time the radio receiver module is turned
on, it spends an amount of energy given by Pk T, The
term [Pockt)  plmxcktst)] (N; 4+ 1) T, may be an impor-
tant piece of energy, because PkY) js the largest term
among the power components at the receiver (it is comparable
with the largest value of f(P;)T("MME) in off-the-shelf
nodes [11] [12]), T is not negligible, and neither is N;. f(P;)
and NN; have not been included in the energy model proposed
in [4]. The consequence of taking all these parameters into
account will lead to the conclusion that MME offers adequate
performance improvement with respect to ME only in some
but not all cases, as we shall see later.

In the following sections, we investigate the components
that concur to the energy consumption of ME and MME
coding, namely, the energy needed for radio transmission, and
the bit error rate, which determines the number of starts-up of
the radio module.

IV. OPTIMAL TRANSMIT RADIO POWER

In this section, we propose an algorithm for minimizing
the total energy consumption by optimally selecting the radio
powers P;. Radio powers must be allocated to ensure a given
quality of the received signal. The Signal to Interference plus
Noise Ratio (SINR) is a typical quality measure. Consider link
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i between a pair of transmitter and a receiver nodes. The SINR

is defined as )
vi(t)pz, (t)

7. (1)

i

SINR;(t) = 6)
Note that the SINR is a random variable, since it depends
on the wireless channel coefficients h;(t), as well as on the
coding v;(t). Moreover, it is function of the transmit powers
P. When v;(t) = 0, the SINR is zero.

To minimize the total energy consumption of the overall
system, we propose an optimization problem whose objective
function is the sum of the energy to transmit and receive, while

the constraints are expressed in terms of outage probability of
the SINR:

K
P min Z;Ei(P) @)

s.t. PriSINR;(¢) < v|vi(t) = 1] < Pout
=1,. K.

In Problem P, E;(P) is the total energy consumption, and it
is given by (4) for ME coding, and by (5) for MME coding.
v is the SINR threshold under which outages occur. Solving
the optimization problem ensures that the outage probabilities
remain below P,,;. We assume that Problem P is feasible
throughout the paper. From a physical point of view, feasibility
means that all nodes can transmit with a certain radio power
while satisfying the outage constraint.

To solve Problem P, the constraints related to the outage
have to be modeled. Note that the outage probability depends
on the distribution of the SINR, which, in turn, depends on
the wireless channel h;(¢) and the distribution of high bits
v(t) (i.e., the coding). Since the distribution of the SINR is
unknown, we make use of an approximation.

We note that M2Z,i (t) in the numerator of the SINR (6) is a
product of a gamma random variable, r;;(t), and a log-normal
one, exp&;;(t). Then, as proposed in [10], this product can be
well approximated with a log-normal random variable:

T2
1z, (8) = - Piligris(t) exp &i(t) ~ exp Xi(t) . (8)

where X;(t) is a Gaussian random variable having average and
standard deviation, respectively ux, = In(P;l;T7) — In2 +
P(m)—Inm and 0%, = ((2,m)+0Z,, where ¢(m) is Euler’s
psi function, and ¢(2,m) is Riemann’s zeta function.

The denominator of the SINR is sum of log-normal random
variables weighted by gamma and binary random variables.
Therefore, following the same approach as in [13], the
Wilkinson’s moment-matching method can be applied and the
denominator is well approximated with a log-normal random
variable 0% (t) ~ exp(Y;(t)), where Y;(t) is a Gaussian ran-
dom variable having average and standard deviation obtained
by matching the first and second order moments of U%i (t):

1
uszhE()hmbi(ﬂ——ME( ninloz, @],
=In Eu(t),h ) [U 1(15)] —21In E,,(t) hi (t) [U%l (t)]

The expressions of I ,4) n,(t)[0%, (£)] and E ) ;1) l0F, (£)]
can be easily derived by applying the linear and distributive

properties of the statistical expectation, and remembering that
the vectors h;(¢) and v(t) are statistically independent [8].

Using the previous approximations, the outage probability
can be computed while taking into account the wireless
coefficients, the transmission powers, and the distribution of
high bits. It follows that

Pr [SINR;(t) < v]v;(t) = 1] = Pr[exp(X;(t) — Y;(2)) < 7]

Iny — pux; + py;

/2 2
O'Xi—|—O'Yi

where Q(z) = 1/v2r [° e~*/2dt is the complementary
standard Gaussian distribution. Expression (9) can be used to
rewrite the constraints in Problem 7P, which becomes:

K
P mﬁn;Ei(P

st. P>¢g(P),i=1,....K
where g;(P) = yexp (—,uxi +In P + py, — giy/o%, + 0%, )
and qi = Q_l(l - Pout)-

Problem P is a centralized problem, in the sense that a
central entity needs to collect information related to all radio
link coefficients, compute the solution, and finally dispatch
the solution to all other transmitting nodes. A centralized
implementation has obvious disadvantages in terms of com-
munication resources, delays and robustness. Nevertheless,
by following the method proposed in [14], Problem P can
be solved using a distributed strategy. First, it is possible
to show that ¢;(P) does not depend on P;, because neither
ux, —InP;, ox,, py;, nor oy, depend on P;. Furthermore,
¢i:(P) is monotonically non-decreasing with P. From these
properties, we have the following result:

Theorem 1: Let E;(P) : RE — R be an increasing
function of P. Then, Problem P admits a unique optimal
solution P*, such that P = g;(P*).

Proof: The proof is similar to the proof of Theorem 1
in [14]. ]
This theorem suggests solving Problem P just by looking at
the solution of the system of non-linear equations given by the
constraints. Since g;(P) is a non-decreasing function, it is also
a contraction mappings in P. The component solution method,
as defined in [15, Pag.181-191], can be applied to solve
Problem P in a fully distributed and asynchronous manner
using the following algorithm:

Pi(n) := gi(P(n—1)),

where n is a local iteration time. The algorithm is stopped
when |P;(n) — P;(n — 1)| <&, where ¢ denotes the precision
of the solution. The algorithm is fully distributed, because
at receiver node of link ¢ we need not know the transmit
powers of all nodes, but only the statistical moments i x,, ox;,
Wy,, and oy;, which can be easily estimated locally through
sample averages. Algorithm (10) converges exponentially to
the optimal solution [15]. The numerical results of Section
VII show that convergence is fast; in the example described
in Section VII, convergence was achieved in less than 5
iterations.

—1-Q , ©)

(10)
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In the sequel, we assume that the radio powers are computed
by solving Problem P. We investigate the bit error probabil-
ities of ME and MME, and how these probabilities relate to
the total energy consumption.

V. BIT ERROR PROBABILITY

The derivation of the BER using the decision variable (1)
distinguishes two cases of error: the decision variable is
decoded as a low bit, when a high bit was transmitted; or the
decision variable is decoded as a high bit when a low bit was
transmitted. We denote these probabilities with €0 n,(¢),(¢)
and ;)1 h, (1),v(t), Tespectively, where:

eiloni()w(t) = Pr[Zi(t) = &ilvi(t) = 0,hi(t), v(t)]

_ (Zt
(t

el () = Pr[Zi(t) < dlvi(t) = 1,hi(t), v(t)]
. :[LZi( ) B 62
- (" 5") o

where ¢; is the decision threshold for the variable Z;(¢) and
piz;(t) and 0% (t) have been defined in (8) and (3), respec-
tively. The probabilities in (11) and (12) are computed under
the obvious assumption that the decision threshold ¢; must
lie in the interval [0, .z, (t)], and adopting the usual standard
Gaussian approximation [10], where Z;(t) is modelled as a
Gaussian random variable conditioned to the distribution of
the channel coefficients and coding. Specifically, it is assumed
that Zz(t) ~N (l/i(t),u,zi (t), 0z, (t))

The bit error probability, conditioned to the channel coeffi-
cients and coding, is

D;in; (1),w (1) (0:) =Pr [vi(t) = 0] €510,n; (1),0 (1) (5i)
+ Pr{vi(t) = 1] i1 n; (1),0(1) (62) 13)

—(1-a)Q (szi(t)) +aQ (%) '

This expression could be minimized with respect to J;.
Indeed, (13) is convex in J;, because () is convex for z > 0,
whereas the arguments of the first and second () are concave,
and a convex function of a concave function is convex [16].
We can analytically solve for the optimal solution:

, (1D

5 = wz; (t) _ U%i (t) In a

T2 un() 1-a
where the optimal threshold is dependent on the instanta-
neous values of the channel coefficients h;(¢) via pz, (t) and
oz, (t). However, there are at least two reasons that prevent
using (14): first, for every bit time, each node should be able
to detect if other nodes are transmitting (i.e. instantaneous
global coding activity knowledge is required); second, each
receiver node should be equipped with a channel estimator that
provides the vector h;(¢) at each bit time instant (i.e. global
instantaneous wireless channel estimation for each interfering
node is required). Implementing these tasks on local nodes is
prohibitive, since they have reduced computing resources. An
alternative approach is based on taking the average of the BER
with respect to the channel coefficient and coding, and then
minimizing the resulting expression. With this approach, the
optimal threshold depends only on the averages of the MAI,
which is simple to compute, as we discuss below.

(14)

By averaging (13) with respect to h;(¢) and v(¢) we obtain

Di(6:) =E . (t)m,(t) [(1 —a)Q <ngi(t))

e ()]

Minimizing (15) with respect to ¢, is difficult, because the
function is non linear and no closed-form is available for
®,(d;). Nevertheless, numerical techniques can be applied.
First, we use the Stirling approximation to compute the
average of a () function: given a log-normal random variable
Civ, having average pi,, and variance Ugw’ the following

approximation follows [10]:

15)

B 1Q (Go)] #5@ (ncu) + 5Q (1 + V300,

+ EQ (Mcw \/_%b) = F (i) -

Now, define the random variables

=0 s _Yi(®)
CZO((;'L) - UZ (t) ~ 61 eXp( 2 ) )
pz,(t) =5 X\ - Ra0
E—) ~ {exp ( 5 di | exp 5 .
Computing the average and standard deviation of a log-normal

random variable from the natural logarithm of the variable, we
have:

1 1
/J’Cio (62) - 62 €xXp <_§/'LYL + gagfi) )

1 1
0310(5 ) = 67 exp (—Myi + 50%1.) [1 — exp <_ZU%>} ,

and

(16)

Czl( )

Using these expressions, together with (15) and (16), we
obtain

D,(0;) ~

OJI[\D

(1= @)Q (1160 (3:)) + aQ (pcy, (3:)]
+ é [(1 —a)Q (Mcm (8:) + V30¢, (51))
+aQ (u@l (6:) + V3oc,, (&))

+ (1= a)Q (1, (85) = V3o, ()

+ aQ (pe,, (0:) = V3o, (01)) |

Simple optimization algorithms such as the steepest descent
or the bisection algorithms [16] can be applied to compute the

a7
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minimum of ®,(d;). Let 6} be the value of §; that minimizes
®,(;). Finally, denote the average values of (11) and (12)
computed in §} as

eijo = Eejjon, ) = F (Go(67))
eij1 = Eejn,m.we) = F (G1(97)) -

These expressions are used next to derive the bit error prob-
ability for the ME and MME coding.

A. Bit Error Probability in ME Coding

The BER in the ME case, denoted with @EME), can be easily
computed by using (17) and 6, where « takes the value .

B. Bit Error Probability in MME Coding

An analysis on the MME performance regarding its BER
demands a careful study which takes into account the special
nature of the MME codeword, as we see next.

We compute the average BER of the MME coding as the
ratio between the average number of erroneous bits per MME
codeword and the codeword length:

T, sV,

(PEMME) _ i,8f4Vs 7 (18)
Lyvive

where N, is the number of sub-frames per codeword and

T;,sf 1s the average number of erroneous bits in a sub-frame

transmitted over link 7

Ls—1
i = Y nWi(n), (19)
n=1

where U,;(n) stands for the probability of having n errors in
the sub-frame. To characterize ¥;(n), we need the following
definitions: the event A;(n) happens when the indicator bit
bing was transmitted and there are n decoding errors in the
following sub-frame; the event 13;(n) happens when there are
n high bits in the sub-frame. Then

LS -1 n s—1—n
Pr[Al(n”blnd] = ( n > ei‘bind (1 - eilbind)L ' ?
and
Pt o] = (

Also,

Ls—1
n

> afng (1 — aae) "

Pr [bind = 0] =1- (1 — OZMME)LS_l s
Pr [bind = 1] = (1 — OéMME)Ls_l .
Then, we have the following result
Proposition 1: The probability of detecting n errors in a
sub-frame is
\Ili(n) =Pr [bind = 1] 6i\1 PI‘[.AZ'(n”bind = 1]
+ Pr [bind = 0] {(1 — 6i|0) Pr[Ai(n)\bind = 0]
+eipo Pr(Bi(n)]} (20)
Proof: Recalling that each sub-frame starts with an indi-
cator bit, ¥;(n) can be computed considering three cases:

1) The indicator bit is a one and the receiver erroneously
decodes the indicator bit as a zero, with catastrophic

consequences on the decoding of the sub-frame. The
receiver decodes the bits of the sub-frame finding n
errors with probability Pr[A4;(n)|bina = 1].

2) The indicator bit is zero and the receiver performs
decoding correctly. Then the receiver detects the bits of
the sub-frame, finding n bits in error with probability
Pr[Ai (n)\bind == 0}.

3) The indicator bit is zero and the receiver erroneously
interprets it as a one. Then the receiver catastrophically
considers all the following bits as if it were zero, making
n errors with probability Pr[B;(n)].

By summing up the probabilities of all the cases above, we
obtain (20), which concludes the proof. |

Finally, the BER of MME is given by (18), (19), and (20).

VI. ENERGY CONSUMPTION

Here we put together the analysis presented in Sections IV
and V to characterize the energy consumption of the ME and
MME schema accurately.

A. ME Coding

The energy consumption of the ME coding scheme is
defined as the average of the energy consumption of all the
sensor nodes:

K
1
BOE) — S MY @1
i=1

where the term EZ-(ME) is defined in (4) using the radio
power levels as obtained by Algorithm (10). The total energy
consumption (21) is non-decreasing with P, since so does
fi(Py) in (4).

Considering the energy model for a system using ME
coding (4), setting ayig = 1, and computing the radio powers
with such an «, we obtain the energy consumption of the
BPSK case. The energy gain of the ME coding with respect
to BPSK is defined as the ratio in dB of the energy used in a
BPSK system and (21)

(BPSK)

TEME) (22)

puvi = 10log

B. MME Coding

To compute the energy needed by MME coding, it is
necessary to characterize T’ (2, MME) and N; in (5). The older
is given by the average time the receiver is in the active state
per MME codeword times the bit time:

TEMME) — o (23)

We have the following results
Proposition 2: The average time the receiver is in the active
state per MME codeword is

M; = Ny {1+ Pr[bina = 0] (1 — e;0) (Ls — 1)
+ PI' [bind = 1] ei‘l (LS — 1)} .
Proof: Since the sub-frame structure of an MME code-
word, the receiver wakes up N, times to check the indicator

bit. If the indicator bit is low and it is decoded as such,
the receiver stays awake for the overall sub-frame, i.e., for
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Ly — 1 bit. If the indicator bit is high, but it is erroneously
decoded as a low one, again the receiver stays awake for the
overall sub-frame. Adding up all the contributions, we obtain
the expression. ]

Proposition 3: The average number of times that the radio
module of the receiver goes from off to on is

Ni = N (Pr[bina = Ole;j0 + Pr[bing = 1] (1 — e;1)) . (24)

Proof: The number of times that a receiver awakes can
be computed from the number of times the receiver goes from
the “on” to the “off” state. Indeed, each time the receiver turns
off, it must turn on to decode the following indicator bit. The
receiver is turned off each time an indicator bit is detected
as high. For each of the N sub-frames, this happens with
probability Pr[bina = 0]e;jo + Pr[bing = 1] (1 — €;1), from
which (24) is obtained. [ |

Eq. (23) and Eq. (24) can be used with (5) to obtain the
energy consumption for the generic link <. Thus, averaging
over all the links, the MME energy is:

K
1
(MME) _ 1 (MME)
E = Z} E . (25)
The total energy consumption (25) is non-decreasing with P,
since so do f;(P;) and TWMME) 4 (N, 4 1) T,
Finally, the MME energy gain is defined as follows:

E(ME)

PMME (26)

VII. NUMERICAL RESULTS

In this section, we provide numerical evaluation of the bit
error probability and the total energy consumption of ME and
MME coding. Analytical results, as obtained from the analysis
carried out in the previous sections, are compared with those
obtained from simulations.

The results have been carried out taking as reference the
Tmote Sky wireless sensor nodes [11], which features the
CC2420 radio transceiver module by Chipcon [12]. These
sensors make use of DS-CDMA with a bit rate of 1/7, =
250 Kbps, and a processing gain G = 8. The simulation
parameters, which are introduced in the sequel, are therefore
consistent with this hardware platform. A system scenario with
K = 8 pairs of nodes is analyzed. Nodes are deployed over an
area where the maximum distance between a source node and
a destination node of a pair is randomly chosen between 2 m
and 15 m, and the maximum distance between the transmitter
of an interfering pair and a receiver is 15 m. This choice is the
most general and interesting, because each pair has a different
distance source-destination, and each receiver will experience
different interference, so that all the cases are accounted for.
No larger distances are allowed, since this would require levels
of radio power larger than 0 dBm, which is not possible
with the Tmote Sky wireless sensor nodes. For each pair
1,5 = 1... K, the standard deviation of the shadowing o¢ i is
randomly selected between 2dB and 4dB. We assumed Raleigh
fading, i.e., m = 1. The power of the noise is set to Ny =
—130 dBm. The values of the hardware energy consumption
are P(5ockt) = 36 % 1073 W, POxckt) — 33.84 x 1072 W,
and P(mktst) — OW. Furthermore, f(P;) = V C(P;), where

T T T T T
Q\ pair 1
‘\\ - - = pair2
R pair 3
A\
Yy —6— pair 4
\
-5 N - €~ pair5 1
\\ \ ~ — %= pair 6
c v o
\ \ ~
% (NN e O - - —— = e e B - —
\ N\
\ \
\ <
-10F o A 4
RGN
N
AN e e e e e e e e ===
N\
o X [ -
_15 1 1 T T T
1 2 3 4 5 6 7
iterations
Fig. 5. Convergence of the power minimization algorithm, o = 0.19,

Pout = 0.01 v = 1. On the x-axis the number of iterations is reported.

V = 1.8V is the voltage consumption and C(P,;) is the current
consumption of the electronic circuit needed to transmit with
radio power P;. The following relation can be derived [17]:

) —6.4- 10" % 1oe3 ¢ 103 1n02 i

P;
+9.9-1073- [log (103) + 1.8] )

We set the start-up time to 75 = 1073, a reasonable figure.
Values of Ty, < 107}, provide the same results, as those
shown below. Note that the start-up time of the Chipcon radio
module [12] is 0.58 x 1072 s. This case is however not that
interesting to study because this long start-up time is not
realistic for ME and MME coding. If numerical results were
obtained with this figure, no advantage of MME with respect
to ME would be achieved no matter what system parameters
(fading, number of nodes, coding activity, codeword length)
are, because this time is very long when compared to the
bit time. Furthermore, such a high wake up time would put a
severe limitation to packet transmission, since no bit reception
is possible during that long time.

In Fig. 5, the convergence trace of the power control
Algorithm (10) is reported for the case of P = 0.01,
amg = 0.19, and v = 1. Each curve refers to the radio power
of a pair. Convergence is fast, with less than 5 iterations. This
behavior remains the same for other choices of the system
parameters.

In the sequel, we present numerical results for two represen-
tative cases: short codewords (Ns = 3, L; = 20, Figs. 6 — 8),
and long codewords (Ng = 20, L; = 20, Figs. 9 — 12). These
parameters were chosen considering that the longest codeword
allowed for the payload with the Tmote Sky sensor nodes is
760 bit.

In Fig. 6, the ME energy gain as obtained by (22) in the case
of Ny =3 and Lg = 20 is plotted versus the SINR threshold
~. Each curve refers to a different value of the coding ang,
as obtained after the convergence of the radio power control
Algorithm (10). It is evident that the ME coding introduces
significant energy savings, in particular for low values of ayg.
Surprisingly, as v tends to 1, the gain quickly decreases. This
is due to the fact that large values of ~ require higher radio

27)
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Fig. 6. ME Energy Gain as function of the SINR threshold ~y for different
values of ayig = a, Pout = 0.01, Ngs = 3 and Ls = 20.
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Fig. 7. MME Energy Gain as function of the SINR threshold ~y for different
values of anive = a, Pout = 0.01, Ny = 3 and Ls = 20.

powers, with the consequence that the energy spent for radio
power transmission aygf(P;) assumes large values when
compared to the energy spent by the electronic circuits while
transmitting and processing a codeword. No value of « larger
than 1 is admitted, because the outage constraint cannot be
guaranteed, i.e., for v > 1 there may be at least a pair in
outage.

In Fig. 7, the MME energy gain as obtained by (26) in
the case of Ny = 3 and L; = 20 is plotted versus the
SINR threshold ~. Each curve refers to a different value of
the coding anvg, as obtained after the convergence of the
Algorithm (10). MME coding does not show any advantage
with respect to ME when v < 0.7. Indeed, low values of v
imply large value of the MME bit error probability, which
causes the receiver to commit frequent errors when decoding
of the indicator bit. The consequence is that the receiver
is awake even though it was not necessary. Furthermore,
recalling that the MME energy balance (5) includes the extra

BER

— BPSK
---- BPSKsim
—e— ME

--0-- ME sim
—s— MME

- - MME sim

Fig. 8. BER for BPSK, ME and MME as function of the SINR threshold
~ for different values of ayig = avMmE = @, Pout = 0.01, Ny = 3 and
Ls = 20.

ME coding gain
f=))
T
i

Fig. 9. ME Energy Gain as function of the SINR threshold ~ for different
values of ang = «, Pout = 0.01, Ng = 20 and Ls = 20.

term N; with respect to the ME energy consumption (4), this
explains the poor performance of MME when v < 0.7. On
the contrary, when v > 0.7, the ME bit error probability
decreases, so that the MME receiver goes often to sleep, and
N; is also reduced. The MME gain increases as the the coding
activity increases. Indeed, the ME coding gain worsens in such
circumstances, while the MME is able to save energy by going
to sleep. This is an interesting result, since it means that for
large «y it is better to use short codes (i.e., codes with larger
activity), rather then longer codes.

In Fig. 8, the bit error probability in the case of Ny = 3, and
Ly = 20 is reported for BPSK, ME and MME coding versus
the SINR threshold ~ as obtained in section V-A and V-B.
Each curve is associated to a different value of the coding
activity, as obtained after the convergence of the radio power
control Algorithm (10). There is no common pattern in the
behavior of the bit error rate with respect to ME and MME
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Fig. 10. MME Energy Gain as function of the SINR threshold «y for different
values of anivie = @, Pout = 0.01, Ng = 20 and Ls = 20.
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Fig. 11. MME Energy Gain at the receiver as function of the SINR threshold
~ for different values of anivg = o, Pout = 0.01, Ny = 20 and Ls = 20.

coding. The BER of BPSK is lower then the BER of ME
and MME for v > 0.6. This is an interesting result, since
one would expect that the OOK modulation increases the
BER. However, ME and MME cause less interference, which
explains their better performance when v < 0.5. By the same
argument, increasing the coding activity leads often to an
increase of the BER of ME and MME. However, notice that
small v and large ayve yield the worst case of the BER
(recall that this choice of parameters gives the best results in
terms of energy).

Fig. 9 presents the ME energy gain as obtained by (22) in
the case of Ny = 20 and L, = 20 versus the SINR threshold
~. The main difference with respect to the short codeword
case in Fig. 6 is that the gain does not decrease substantially
when v increases. This is because a longer codeword rises
the importance of the terms Pkt and pckt) jn (22)
and (26), respectively, so that the energy for radio power is
less relevant with respect to the case of short codewords.

——BPSK
--- BPSKsim
—e—ME

-©- ME sim
—&— MME

- 8- MME sim

a=0.29

Fig. 12. BER for BPSK, ME and MME as function of the SINR threshold
~ for different values of ayg = amMmE = @, Pout = 0.01, Ng = 20 and
Ls = 20.

In Fig. 10, the MME energy gain as obtained by (26) in
the case of N; = 20 and Ly = 20 is plotted versus the
SINR threshold ~. Each curve refers to a different value
of the coding anymvg. Observe that MME coding does not
show any advantage with respect to ME for any value of
7. Choosing large codewords means to increase substantially
the term 7'(tMME) N LTy in (26), whereas notice
that T(txME) — Ng(Ls — 1)Tp. The time spent to transmit
is responsible also for the energy spent for radio power
transmission. This explains the poor performance of MME.
However, MME is still able to save energy at the receiver node,
as shown in Fig. (11). This gain is defined similarly to (26),
but using only the energy Ei(rx) in (4) for ME, and Ei(rx)
in (5) for MME. The receiver MME energy gain decreases
with +, since so does the number of starts-up N;. The major
consequence that can be inferred from Fig. 7 and Fig. 10 is
that MME does not allow for global energy savings when
using large codewords.

Finally, In Fig. 12, the bit error probability in the case of
Ng =20 and Ly = 20 is reported for BPSK, ME, and MME
coding versus the SINR threshold . The same considerations
made for Fig. 8 still hold. The main difference is that there is
just a slight increase of the BER, as obvious consequence of
longer codewords.

VIII. CONCLUSIONS

We presented a general framework for the comparison of
ME and MME coding in CDMA-based wireless sensor net-
works. The analysis took into account radio power consump-
tion, energy consumption of the electronic circuit transceivers,
and bit error probability. A distributed minimization of the
total energy consumption was proposed, and a novel detection
threshold method for OOK modulation was suggested.

Numerical results show that ME coding always outperforms
BPSK in terms of energy consumption, and, for certain regions
of outage and coding activity, also in terms of bit error rate.
MME coding outperforms ME only for small-size codewords,
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while it shows poor performance for large codewords, because
of the significant energy spent for start-up. However, as
technology evolves and smaller start-up times and energy are
possible, MME may be favorable also with longer codewords.
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