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Abstract— In this paper we consider state estimation carried constraints in [6] by looking at LQG control over a wireless
over a sensor network. A fusion center forms a local multi- sensor network. We presented a sensor tree reconfiguration
hop tree of sensors and fuses the dafa into a state estimate. 514qrithm to meet a specified level of control performance in

A set of sensor trees with desired properties is constructed .
and those sensor trees are scheduled in such a way that the such a way that the total energy usage of the active sensor

network lifetime is maximized. The sensor tree constructinand ~ hodes in the tree is minimized.
scheduling algorithms are shown to have low polynomial time However when a sensor node is not a leaf node, it not

complexity which lead to efficient implementation in practce. only needs to send a measurement data packet, but also
The scheduling algorithm is also shown to return the optimal  aeqs to receive and forward data packets from its child
solution. Examples are provided to demonstrate the algorfims. . .
nodes. As receiving a packet also costs considerable amount
. INTRODUCTION of energy [4], in general those sensor nodes that are closer
to the fusion center consume more energy than those that
are far away. Consequently, the former sensor nodes die
Wireless sensor networks have attracted much attentiondguickly than the latter ones. Define the network lifetime
the past few years and this area of research brings togettierbe the first time that any one of the sensors dies due
researchers from computer science, communication, dontreo running out of battery. In [6], although the total sensor
etc [1]. A typical wireless sensor network consists of a&nergy consumption is minimized, maximization of network
large number of sensor nodes and some base stations [#ktime is not guaranteed.
Sensor nodes are usually battery powered and have lim-The main contribution of this paper are the construction of
ited processing capabilities. They interact with the pbgisi a set ofgood sensor trees which have different energy costs
world and collect information of interest, e.g, temperafur of individual sensors and scheduling of these sensor trees i
humidity, pressure, air density, etc. Depending on the ledsuch a way that the network lifetime is maximized.
Access Control (MAC) and routing protocols, as well as the
available resources (network bandwidth, node energy, et§- Rélated Work
the collected data are transmitted to their final destimatio The rapid developments of wireless and sensor technolo-
usually a fusion center, at appropriate times. gies enable drastic change of the architecture and embedded
Sensor networks haven been identified as one of the mastelligence in these systems. The theory and design tools f
important technologies in the 21st century [3], and theyehavhese systems with spatially and temporally varying cdntro
a wide range of applications, including environment andemands are not well developed, but there are a lot of current
habitat monitoring, health care, home and office automaticiesearch.
and traffic control [4]. Although tremendous progress has Kalman filtering under certain information constraints,
been made in the past few years in making sensor netwoskich as decentralized implementation, has been extensivel
an enabling technology, many challenging problems remastudied [7]. Implementations for which the computations
to be solved, e.g, network topology control and routingare distributed among network nodes is considered in [8]—
collaborative signal collection and information processi [10]. Kalman filtering over lossy networks is considered in
and synchronization [5]. [11], [12]. The interaction between Kalman filtering and
In particular any practical design must fully consider théhow data is routed on a network seems to be less studied.
constraints posed by the limited processing capability arfdouting of data packets in networks are typically done
energy supply of each individual sensor. We investigateti subased on the distance to the receiver node [13]. Some
recent work addresses how to couple data routing with
«: Control and Dynamical Systems, California Institute otfieology, the sensing task using information theoretic measures [14]
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B. Sensor Energy Cost Model

We assume that the sensor nodes are battery powered. Sen-
Fig. 1. State Estimation Using a Wireless Sensor Network sSors Spend energy in many Wa'ye” packet transmission and
reception, idle listening, computing, etc [4]. By apprapely
designing the MAC protocol such as TDMA protocol, packet
presented in [18]. A robust control approach to control ovetansmission and reception dominate the total energy usage
multi-hop networks is discussed in [19]. Definee!, as the energy cost fd¥; sending a measurement
The rest of the paper is organized as follows. In Section Ipacket to its parent node andl, as the energy cost fo$;
the sensor tree construction and scheduling problems a&eiving a measurement packet from one of its children.
formulated, and some previous results on optimal estimatiorhe transmission powet. , typically grows rapidly with the
over sensor trees and tree energy minimization problengsstance to the receivel, and ¢, is about the same for
are reviewed. In Section Ill, we propose an algorithm t@ach sensor. Without loss of generality, we WEEE = €.
construct a set of sensor trees. In Section IV, we solvgiven a tre€l’ representing the sensor communications with

the problem of sensor tree scheduling via linear prograng, the total energy cost is then given by
ming. Examples are given in Section V to demonstrate

the algorithms developed. Concluding remarks are given in e(T) = Z et +|T)ers (3
Section VI. S;€T
[I. PROBLEM SET-UP AND PREVIOUS WORK where|T'| denotes the number of nodes in tfEe

A. Plant and Sensor Models )
. L . C. Previous Work
Consider the problem of state estimation over a wireless

sensor network (Fig. 1). The process dynamics is described!n [6], the following two problems are solved.
by Problem 2.1:Given a treeT representing sensor com-
Ty = Azp_1 + wp_1, (1) munications with.Sy, what is the optimal state estimate

"y - n.  2r(T)andits associated steady state error covariahcgl")
wherez;, € R" is the state of the process angd € IR czanputed atSy?
e

is the process noise which is white Gaussian, zero-mean ap . . .
with covariance matrix) € R™*™. Q) > 0 following result is obtained.
A wireless sensor network is used to measure the state.TheAOrem 2.2: (6] Consider a sensor tre@ with d.epthh.
When S; takes a measurement of the state in Eqn (1), it 1) #x andFj can be computed from Kalman filters as

returns @ P )
1 i k—h k—h
Yp = Hizi + vy, ) i i ki1
. mi . m; - KF(kah,Pkfh,Yk 7ChaRh)
wherey, € R™ is the measurementy, ¢ R™ is the
measurement noise which is white Gaussian, zero-mean and :
with covariance matriXl; € IR"**™ II; > 0. (#5-1, Pe_1)
Each sensor can potentially communicate via a single-hop N k1
. . e = KF(Zg_2, Px_2,Y, C2, R)
connection with a subset of all the sensors by adjusting its TEIRTD g S
transmission power. Let us introduce a senSgrwhich we (%x, Pr)
denote as the fusion center and consider aftesth root S = KF(&_1,Pr1,Y¥,C1, Ry)
(see Fig. 2). We suppose that there is a non-zero single-hop
communication delay, which is smaller than the sampling *An estimate o&:, can be be computed based on the considered wireless

. . is d;, thenel,, = B; + a;(d;)™, wheres; represents the static part of the
so the data packet transmitted frafp to .Sy is delayed one energy consumption ang; (d;)™: the dynamic part. The path loss exponent

sample when compared with the parent nodesof n; is typically between 2 and 6.



2) If the limits exist, P, satisfied

Poozgclogc20~"ogc,l71(P) (4)

where P is the unique solution tg¢, (P) = P. e
Problem 2.3:How should the tred” be established such Algorithm <
thate(7) is minimized yetP..(T') < Pyesired? lT'O
A Tree Reconfiguration Algorithiis proposed in [6] such 2
that a final treeT” is returned via a finite iterative recon-

Topology Improvement

figuration of the given initial treel,. 7' has the property iy
that Poo (T7) < Pesirea and T’ approximates the minimum lTj
energy tree. T := TU{T}}

D. Problems of Interest

The drawback of thelree Reconfiguration Algorithris
that it does not consider the energy consumption of each g =341
individual sensor, and those sensors that are closer to the
fusion center usually consume more energy than those that Stop
are far away. Consequently, the former sensor nodes die
quickly than the latter ones, which make the overall network
lifetime small. We are therefore interested in solving the Fig. 3. Tree Construction Algorithm
following problems.

Problem 2.4:How can we generate a set gbod trees
with different energy consumption for each individual sens

Algorithm 1 RANDOM INITIALIZATION ALGORITHM

node? h:=0
Problem 2.5:Given a set of good trees Tf: {S0,0}
V_] ijhop = @
T={Tj:j=1,M} 8¢ ={Sy,---, SN}

_ while (8¢ # () do
how can we schedule these trees in such a way that the ho=h+1

network lifetime is maximized? _ _ Pick ny, from (1,|S¢|) uniformly at random.
In Section 1ll, we propose @ree Construction Algorithm l:=1
that solves Problem 2.4 and in Section IV, we solve Prob- while (I < ny) do
lem 2.5 via linear programming. Pick any S, € S° and anyS, € S(,_1)—hop

uniformly at random.

IIl. TREECONSTRUCTION
ConnectS, to S,.

The proposedTree Construction Algorithntonsists of S¢ =8\ {S,}
two main subroutings which are tlieandom Initialization T :=TU{Sp, (Sp,S9)}
Algorithm and the Topology Improvement AlgorithnThe Sth)—hop = S(h)—hop U {Sp}
overall algorithm is presented in Fig. 3. l:=1+1

e . end while

A. Random Initialization Algorithm end while

Define the following quantities.

o Sj_hop = {Si: S; is j-hop away fromS}.

e S¢£{S;: S, is notincluded inT yet}. B. Topology Improvement Algorithm

The intuitive idea of theRandom Initialization Algorithm  gince the previous algorithm randomly constructs the
is that Sj—nop, j =1, ,h-are randomly determined in jnitia| tree, some sensor communication paths may be es-
sequence until alb;’s are included in the tree. tablished inefficiently, i.e, some sensors use more energy

After the execution of theRandqm Initialization AI- yet have more hops to communicate wih. The Topology
gorithm,an initial tree of depth}I;L is constructed with |mprovement Algorithnaims to remove this inefficiency.
|Sj—hop| = 75,5 =1,-+-  h,and} 5 n; = N. When S; is connected t&,, we definer;, as the number

If n; = NV, then the algorithm returns the star tree, i.e, alhs hops betweens; and Sy, and e;, as the transmission
sensor nodes connect &y directly. The complexity of the energy cost ofS;. Similarly we definer;, and e; for S;

algorithm is easy seen to (V). in the initial tree constructed by thRandom Initialization

2Due to th limitati it the lengthy definitiorisCh, et Algorithm
ue to the space limitation, we omit the lengthy definitio , etc . o .
which can be found in [6]. Readers may find the theorem sta¢ee imore We consider modifying the path &f; (S; € Sj—prvj

complete than the original one. 2) in the initial tree only if there exist$, € S;_1op,J

IN IV



Tio — 1 such that eithee;, < e;o Or e;, = e;0 andr;, < 70,  gives the maximum cycle that eaéh can operate before its
in which cases, we reconne$t to S,. The first condition battery is fully consumed. As a result, the network lifetime
corresponds to reducing the energy consumptio,offet L can be computed as

not making the hops betwees) and S, larger; the second v

condition corresponds to making the hops betws&grand I — min ZFl ;1L (5)

Sp smaller yet not increasing its energy consumption. Define T Z{‘{ tiei:

F; as the indicator function fof;. F; = 1 means thatS; J=r

has already been examined for possible improvement and néfe can therefore write Problem 2.5 as

otherwise. The full algorithm is presented below. Problem 4.1:

Algorithm 2 TOPOLOGYIMPROVEMENTALGORITHM Z]‘ﬁltﬂ'ﬂi
9 : max min ?\{7
Vi ;=0 (o otar) Zj:l ljeij
VS € Sj—hop,J < 1, Fi =1 subject to
while 3F; = 0 do £ >t =1, M

F; =1 :

for all Sp S S(j)_hop,j < 7jp —1do

compute(r;p, eip). , o :
end for wheret; > t.,;, is added to make sure the estimation will
remove all(7iy, e;,) such thate;, > e enter steady state after some transient times.

let S, be the one in the remaining sensors that has T0 solve Problem 4.1, we can write it equivalently as
the leastr;,,.

if eiq < eqo OF (€ig = €0 @and iy < i) then (tfﬁf&(M)L
reconnects; to S, subject to
updateS ;) _pop; J < Tio M M
end if L tie;; < t;ll;,i=1,---,N
end while Jz:; T 72:; Y

tj 2 tmin, j =1, M

Notice thatF; is set to be 1 for allS; € Sj_pop,j < 1, . ) o
as for those sensor nodes that are 1 hop away fifgrmo ~ Notice that the first constraint myolves boIhandt.?-, so we
improvements can be made that further reduce the enerfgnnot solve the problem via linear programming directly.
consumption (and maintain the same hop numbers) or reduggt Us define
the hop numbers. e = min{e;;},

The worst case complexity of the algorithm is easily seen !
to be O(N?). Therefore the overall complexity of tHEree and
Construction Algorithmin the worst case i) (M N?). -

L= m»in min ’
vog
IV. OPTIMAL TREE SCHEDULING )
then we obtain
In Section lll, we construct a set of initial trees, which, v
as an input to thelree Reconfiguration Algorithnn [6], . Zj:ltjni
. L = min —/————
produces a set of tree such that for anyl; € 7,5 = i Zf_\{l tiei
1, M, J& '
) ) . Zj:l t51L;
Py (Tg) < PFlesired < min 7 -
’ Zj:l tjei™
Let us definee;; as the total energy cost & in 7}, i.e,
= m-in emin
.. .. K2 .
€ij = €y T €y _ 5

whereel? andeid, are the energy costs faf; transmitting _ o

and receiving a data packet) respectively. Further define Given L, let us defineP(L) as the feasibility problem to
I1; as the initial energy level of;. As Problem 2.5 stated,

we would like to schedul@; in such a way that the network P !

lifetime is maximized. Without loss of generality, we as®im  gybject to

that 7} is used fort; times in sequence and this is repeated

M M
afterwards. Thus - thjeij < thﬂi,i =1--,N
i =1 j=1

_ - =
> j=1ti€i tj 2 tmin,j =1, , M



Now P (L) can be solved via linear programming as followsthe scheduling algorithm presented in previous sectioheo t
resulting sensor trees.

(it We consider the following example with 6 sensors com-
subject to municating to.Sy. The initial sensor topology is shown in
M M Flg 4,
Ltheijgz:thi—i—u,i:l,---,N s
Jj=1 J=1
tljztmin—u,jzl,"-,M ‘
S S;
If the minimizers(¢3, - - - , t3,, u*) satisfiesu* < 0, then the Q
vector (¢5,--- ,t},) satisfies the feasibility probler®(L). S s s &
With the definition of P(L), we can find the solution to e 00 ¢

Problem 4.1 via the followin@inary Search Algorithm
Fig. 4. Initial Sensor Topology

Algorithm 3 BINARY SEARCH ALGORITHM

b= Let d,, denote the relative physical distance between
b= 17 sensorS, and.S,. Assume the transmission energy cost for
7;0::6 1 S, when the receiving node iS, is given asdZ,, i.e, the
Lgt)) o [Lku) larger the distance, the higher the energy cost.

s 12 SupposeM = 3 and we run theTree Construction
while L(t) # L(t — 1) do

Algorithmthree times. The following initial trees (Fig. 5 - 7)

if P(L(t)) is feasiblethen are returned.
l:= L(t)
L(t) =[]
else
u = L(t)
u 82
L(t) = [55*]
end if
t:=t+1 Se
end while
Theorem 4.2:The Binary Optimal Search Algorithnne— Random Initialization Algorithm Topology Improvement Algorithm
turns the optimal solution’.* with worse case time com- Fig. 5. Tree Construction Algorithm: 1st Round
plexity O(log L) * O(P(L)), and the optimal scheduling
(t7,--- ,t},) is obtained from solving?(L*).

Proof: The time complexity of the algorithm is trivial to  In the first round, during the execution of tliRandom
show, and we only need to show that/f(L*) is feasible, Initialization Algorithm
then for anyL < L*, P(L) is also feasible. Sinc®(L*) is e ny=3,n2=3

feasible, o Sihop = {51,582, 54}
M M o So_nop =1{S53,55,56}
L* Zt.’;eij < Zt.’;Hi +u*i=1,---,N Then theTopology Improvement Algorithiis executed and
j=1 j=1 Ss3 is reconnected t6 as its energy consumption is reduced.

t;c > tmin_U*vj = 17 a]V[
Thus the samét;, - - - ,t},, u*) automatically satisfy
M M
j=1 j=1

t;ztmin_U*ajzla"'aM

for any L < L*. HenceP(L) is also feasible. [ |

Random Initialization Algorithm Topology Improvement Algorithm

V. EXAMPLES

L . Fig. 6. Tree Construction Algorithm: 2nd Round
Due to the space limitation, we only provide examples g g

to demonstrate th&ree Construction Algorithrand leave it
to future work to combine th@ree Construction Algorithm  In the second round, during the execution of B@ndom
and theTree Reconfiguration Algorithrm [6], and apply Initialization Algorithm



eni=1nya=2n3=1ng=1n5=1

° Sl—hop = {53}

o So_pop = {51,54}

° S3—hop = {SS}

b S4fhop = {SQ}

o Ss—hop = {56}

Then theTopology Improvement Algorithns executed,
but in this case, no improvement is made.

(1]

(2]
(3]
(4]
(5]

(6]

(7]
(8]

Random Initialization Algorithm

Topology Improvement Algorithm

Fig. 7. Tree Construction Algorithm: 3rd Round o]

In the third round, during the execution of tiandom

[10]
Initialization Algorithm

e N1 = 2,712 =3,n3 =1

o Si—hop = {51,553} [11]

o So_pop =1{54,55,56}

L4 837h0p - {SQ}

After the Topology Improvement Algorithiis executed, [12]
Ss, S5, S¢ are reconnected t6y, S1, Sy respectively. How-
ever, in this case, we can do better by reconnecsintp S [13]
as the energy consumption §§ will be further reduced yet [14]

the hop number betwees and .Sy remains the same. The
reason thab is reconnected t6§; instead is thabs initially
has a larger hop number and hen§g is modified first
according to the algorithm. Hence tfiepology Improvement
Algorithm only improvesthe tree returned by thRandom [16]
Initialization Algorithm and does not necessarily produced
the optimal tree. We leave it to future work to construcf,,
better algorithms.

[15]

VI. CONCLUSION AND FUTURE WORK (18]

In this paper, we have considered the sensor tree con-
struction and scheduling problems for state estimatiorr oveg)
a wireless sensor network. A heuristic algorithm is propose
that constructs an initial set of sensor trees. An optires tr
scheduling algorithm having polynomial time complexity is
proposed that maximizes the network lifetime.

There are a few extensions of the current work that
we will pursue in the future which include combining the
Tree Construction Algorithnwith the Tree Reconfiguration
Algorithmin [6]; closing the loop based on the estimation
scheme; experimentally evaluate the algorithms develaped
the paper; consider packet drops issues in the communicatio
link which is often seen due to the nature of wireless
communications.
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