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To offer flexible quality of service to several classes of applications, the medium access control (MAC) protocol of IEEE 802.15.4 wireless sensor networks (WSNs) combines the advantages of a random access with contention with a time division multiple access (TDMA) without contention. Understanding reliability, delay, and throughput is essential to characterize the fundamental limitations of the MAC and to optimize its parameters. Nevertheless, there is not yet a clear investigation of the achievable performance of hybrid MAC. In this paper, an analytical framework for modelling the behavior of the hybrid MAC protocol of the IEEE 802.15.4 standard is proposed. The main challenge for an accurate analysis is the coexistence of the stochastic behavior of the random access and the deterministic behavior of the TDMA scheme. The analysis is done in three steps. First, the contention access scheme of the IEEE 802.15.4 exponential backoff process is modeled through an extended Markov chain that takes into account channel, retry limits, acknowledgments, unsaturated traffic, and superframe period. Second, the behavior of the TDMA access scheme is modeled by another Markov chain. Finally, the two chains are coupled to obtain a complete model of the hybrid MAC. By using this model, the network performance in terms of reliability, average packet delay, average queuing delay, and throughput is evaluated through both theoretical analysis and experiments. The protocol has been implemented and evaluated on a test-bed with off-the-shelf wireless sensor devices to demonstrate the utility of the analysis in a practical set-up. It is established that the probability density function of the number of received packets per superframe follows a Poisson distribution. It is determined under which conditions the guaranteed time slot allocation mechanism of IEEE 802.15.4 is stable. It is shown that the mutual effect between throughputs of the random access and the TDMA scheme for a fixed superframe length is critical to maximize the overall throughput of the hybrid MAC. In high traffic load, the throughput of the random access mechanism dominates over TDMA due to the constrained use of TDMA in the standard. Furthermore, it is shown that the effect of imperfect channel and carrier sensing on system performance heavily depends on the traffic load and limited range of the protocol parameters. Finally, it is argued that the traffic generation model established in this paper may be used to design an activation timer mechanism in a modified version of the CSMA/CA algorithm that guarantees a stable network performance.

Categories and Subject Descriptors: C.2.2 [Computer-Communication Networks]: Network Protocols

1. INTRODUCTION

The IEEE 802.15.4 communication standard is arguably becoming the most popular protocol for low data rate and low power wireless sensor networks (WSNs) in many application domains, such
as industrial control, home automation, health care, and smart grids [Willig et al. 2005; IEEE 2006; Wheeler 2007]. One of the important aspects of IEEE 802.15.4 is the combination of the contention access and the time division multiple access (TDMA) medium access control (MAC) [IEEE 2006; 2010]. It enables the protocol to serve a variety of applications, such as remote control and automation.

It is instrumental to have a mathematical model of the IEEE 802.15.4 MAC for networked control systems. A major challenge in developing networked control systems using WSNs is the inconsistency in sensor measurements due to packet loss, delay, and false detections [Hespanha et al. 2007]. A key requirement in designing distributed control protocols for multiple sensor systems is the ability to verify that these protocols correctly implement the control specifications, and keep the system within given safety, stability, and performance limits. Control systems are particularly challenging because they must support the right decision even in the presence of unexpected network congestion, network failures, or external manipulations of the environment. Therefore, analyzing the performance of communication protocols is essential to understand the fundamental limitations of control systems using WSNs. For example, a critical tool for safety verification of such control system is to provide a predictable and reliable mathematical description of the behavior of the underlying technology by modeling the interactions among the layers using simple expressions with adequate accuracy, which are then used for the design of the overall wireless networked control systems.

The idea of a hybrid MAC is not new. The IEEE 802.15.4 MAC has been inspired by the adaptive MAC protocol proposed in the late 70’s by [Kleinrock and Yemini 1978] to maximize the throughput, which combined slotted ALOHA and TDMA. Many allocation schemes were designed to combine the advantages of both the ALOHA and the TDMA approaches. One of the extensions is to use a so called reservation scheme with contention, where users contend during a reservation period, and those who succeed in this contention transmit without experiencing interference. Such a scheme derives its efficiency from that reservation periods are several orders of magnitude shorter than transmission periods. The works proposed in [Crowther et al. 1973; Roberts 1973; Binder 1975] fall in this category of reservation schemes. Additional reservation protocols and their analysis can be found in [Tobagi and Kleinrock 1976; Tasaka and Ishibashi 1984; Tsai and Chang 1986]. For example, the demand assignment multiple access is successfully used for satellite and military communications [Fine and Tobagi 1984] and for the IEEE 802.15.3c standard. The throughput of IEEE 802.15.3c is studied in [Pyo and Harada 2009]. The essential difference between these reservation schemes and the IEEE 802.15.4 standard is that the contention access period supports not only the reservation scheme but also the data packet communication. Therefore, the IEEE 802.15.4 hybrid MAC is a more general protocol than the simpler hybrid MAC based on reservation schemes. In this paper, we give an analysis of the hybrid MAC of IEEE 802.15.4. We remark that our target is to model the hybrid MAC of IEEE 802.15.4 without proposing any modifications. Rather, we aim at understanding how to improve the network performance within the standard. To the best of our knowledge, this is the first paper simultaneously considering the random access and the TDMA of IEEE 802.15.4. We compare our analytical model to the results obtained by an experimental implementation, and thereby present the first comparison of an analytical model of the IEEE 802.15.4 protocol to real experiments. The contribution of the implementation and the experiments is to demonstrate the feasibility of the analytical model to understand the fundamental limitation of the protocol in a practical system.

The remainder of this paper is organized as follows. In Section 2, we give a brief overview of the IEEE 802.15.4 MAC, where we summarize the characteristic of the contention access period (CAP) and the TDMA period, (or contention free period (CFP)). In Section 3, we summarize previous work for the slotted carrier sense multiple access/collision avoidance (CSMA/CA) mechanism of the CAP and the guaranteed time slot (GTS) allocation mechanism of the CFP for the IEEE 802.15.4 MAC. Then, we follow three steps to analyze the performance of the hybrid MAC. First, we propose an extended Markov chain model of CSMA/CA with channel, retry limits, acknowledgements (ACKs), unsaturated traffic and superframe period of the CAP in Section 5. Then, we
analyze the performance of the GTS allocation of the CFP based on a Markov chain model in Section 6. Third, we present a model for the hybrid MAC by connecting these two chains in Section 7. In Section 8, we first validate our analysis by experimental results, and show the performance of the hybrid MAC in terms of reliability, packet delay, queuing delay, and throughput. Then, we discuss the effect of imperfect channel and carrier sensing capability by using the simulation results. We discuss the motivation and possible applications of the model in Section 9. In Section 10, we conclude the paper.

2. OVERVIEW OF THE IEEE 802.15.4

In this section we give an overview of the key points of IEEE 802.15.4 MAC. The standard specifies the physical layer and the MAC sublayer for low-rate wireless networks. The standard defines two channel access modalities: the beacon-enabled modality, which uses a slotted CSMA/CA and the optional GTS allocation mechanism, and a simpler unslotted CSMA/CA without beacons. The communication is organized in temporal windows denoted superframes. Because we focus on the beacon-enabled modality featuring the hybrid MAC, we consider a star network with a coordinator. Many control applications rely on a star topology, or a topology close to a star, rather than on a general multi-hop network. In fact, multi-hop networks pose critical challenges for real-time monitoring and control applications [ISA 2009; IEEE 2010; Willig 2008]. Fig. 1 shows the superframe structure of the beacon-enabled mode. In the following, we give the details of this figure.

The network coordinator periodically sends beacon frames in every beacon interval $T_{BI}$ to identify its personal area network and to synchronize devices that communicate with it. The main symbols used in the paper is provided in Table II. The coordinator and devices can communicate during the active period, called the superframe duration $T_{SD}$, and enter the low-power mode during the inactive period. The structure of the superframe is defined by two parameters, the beacon order (BO) and the superframe order (SO), which determine the length of the superframe and its active period, respectively, they are

$$T_{BI} = a_{BaseSuperframeDuration} \times 2^{BO},$$

$$T_{SO} = a_{BaseSuperframeDuration} \times 2^{SO},$$

where $0 \leq SO \leq BO \leq 14$ and $a_{BaseSuperframeDuration}^1$ is the number of symbols forming a superframe when SO is equal to 0. In addition, the superframe is divided into 16 equally sized superframe slots of length $a_{BaseSlotDuration}$. Each active period can be further divided into a CAP and an optional CFP, composed of GTSs. A slotted CSMA/CA mechanism is used to access the channel of non time-critical data frames and GTS requests during the CAP. In the CFP, the dedicated bandwidth is used for time-critical data frames. Figure 2 illustrates the date transfer mechanism of
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1The italic letter is used for the parameters defined in the IEEE 802.15.4 standard in the manuscript.
2.1. CSMA/CA algorithm of CAP

Consider a device trying to transmit a data packet during CAP. In slotted CSMA/CA of IEEE 802.15.4, first the MAC sublayer initializes four variables, i.e., the number of backoffs (NB=0), contention window (CW=2), backoff exponent (BE=macMinBE) and retransmission times (RT=0). Then the MAC sublayer delays for a random number of complete backoff periods in the range $[0, 2^{\text{BE}} - 1]$ units. If the number of backoff periods is greater than the remaining number of backoff periods in the CAP, the MAC sublayer pauses the backoff countdown at the end of the CAP and resumes it at the start of the CAP in the next superframe. Otherwise the MAC sublayer counts its backoff delay. When the backoff period is zero, the device needs to perform the first clear channel assessment (CCA). The MAC sublayer proceeds if the remaining CSMA/CA algorithm steps (i.e., two CCAs), the frame transmission, and any ACK can be completed before the end of the CAP. If the MAC sublayer cannot proceed, it waits until the start of the CAP in the next superframe and apply a further random backoff delay in the range $[0, 2^{\text{BE}} - 1]$ units before evaluating whether it can proceed again. Otherwise the MAC sublayer proceeds the CCA in the current superframe. If two consecutive CCAs are idle, then the device commences the packet transmission. If either of the CCA fails due to busy channel, the MAC sublayer increases the value of both NB and BE by one, up to a maximum value $\text{macMaxCSMABackoffs}$ and $\text{macMaxBE}$, respectively. Hence, the values of NB and BE depend on the number of CCA failures of a packet. Once BE reaches $\text{macMaxBE}$, it remains at the value $\text{macMaxBE}$ until it is reset. If NB exceeds $\text{macMaxCSMABackoffs}$, then the packet is discarded due to channel access failure. Otherwise, the CSMA/CA algorithm generates a random number of complete backoff periods and repeats the process. Here, the variable $\text{macMaxCSMABackoffs}$ represents the maximum number of times the CSMA/CA algorithm is required to backoff. If channel access is successful, the device starts transmitting packets and waits for an ACK. The reception of the corresponding ACK is interpreted as successful packet transmission. If the device fails to receive ACK due to collision, bad channel or ACK timeout, the variable RT is increased by one up to $\text{macMaxFrameRetries}$. If RT is less than $\text{macMaxFrameRetries}$, the MAC sublayer initializes two variables CW=0, BE=$\text{macMinBE}$ and follows the CSMA/CA mechanism to re-access the channel. Otherwise the packet is discarded due to the retry limit. Note that the default MAC parameters are $\text{macMinBE} = 3, \text{macMaxBE} = 5, \text{macMaxCSMABackoffs} = 4, \text{macMaxFrameRetries} = 3$. See [IEEE 2006] for further details.
Table I. Comparison between IEEE 802.15.4 MAC model features, analyzed performance indicators, and simulators or practical implementation tools from the literature and this paper. The letters T, R, D, and E denote throughput, reliability, delay, and energy consumption. “Retry” in the feature column means the retransmission of the CSMA/CA algorithm. The circle ○ denotes that the corresponding features or performance indicators are considered analytically. A white space denotes that the analytical model does not include the corresponding features, performance indicators or validation. The triangle △ denotes that the analytical model requires a significant modification of the IEEE 802.15.4 standard to model the corresponding features or to derive the corresponding performance indicators.

<table>
<thead>
<tr>
<th>Analytical model</th>
<th>Features</th>
<th>Indicators</th>
<th>Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSMA/CA</td>
<td>ACK</td>
<td>Retry</td>
<td>GTS</td>
</tr>
<tr>
<td>[Misic and Misic 2005]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Misic et al. 2006]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Koubaa et al. 2006]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Ramachandran et al. 2007]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Pollin et al. 2008]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Sahoo and Sheu 2008]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Jung et al. 2009]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Matalo et al. 2009]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Farki et al. 2010]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>[Buratti 2010]</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>This paper</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

2.2. GTS allocation of CFP

The coordinator is responsible for the GTS allocation and determines the length of the CFP in a superframe. To request the allocation of a new GTS, the device sends the GTS request command to the coordinator. The coordinator confirms its receipt by sending an ACK frame within CAP. Upon receiving a GTS allocation request, the coordinator checks whether there are sufficient resources and, if possible, allocates the requested GTS. We recall that Figure 2(b) illustrates the GTS allocation mechanism. The GTS capacity in a superframe satisfies the following requirements:

1. The maximum number of GTSs to be allocated to devices is seven, provided there is sufficient capacity in the superframe.
2. The minimum length of a CAP $T_{min}$ is $aMinCAPLength$.

Therefore the CFP length depends on the GTS requests and the current available capacity in the superframe. If there is sufficient bandwidth in the next superframe, the coordinator determines a device list for GTS allocation based on a first-come-first-served (FCFS) policy. Then, the coordinator includes the GTS descriptor which is the device list that obtains GTSs in the following beacon to announce the allocation information. The coordinator makes this decision within $aGTSDescPersistenceTime$ superframes. Note that on receipt of the ACK to the GTS request command, the device continues to track beacons and waits for at most $aGTSDescPersistenceTime$ superframes. A device uses the dedicated bandwidth to transmit the packet within the CFP. In addition, a transmitting device ensures that its transaction is complete one IFS period before the end of its GTS.

3. RELATED WORK

In this section, we present related existing literature and we argue that it does not adequately investigate the performance of the hybrid MAC of IEEE 802.15.4. In particular, we first discuss the literature concerning the analysis of the CSMA/CA algorithm of the CAP, and then we consider previous work about the GTS allocation mechanism of the CFP. The modelling of IEEE 802.15.4 CAP is related to the IEEE 802.11 MAC [IEEE 1999]. Both IEEE 802.11 and 802.15.4 are based on a MAC that uses a binary exponential backoff scheme. Therefore, we also consider the literature related to the IEEE 802.11 MAC. Table I summarizes the features modeled, the performance indicators analyzed, and the simulators or practical implementations used in the relevant works from the literature and this paper. In the table, we have evidenced the performance indications as throughput T, reliability R, delay D, and energy E and the analytical model validation. We discuss these analytical models in the following.
3.1. Analytical model of CAP

The basic functionalities of the IEEE 802.11 MAC has been modeled by Bianchi with a Markov chain under saturated traffic and ideal channel conditions [Bianchi 2000]. Extensions of this model have been used to analyze the MAC layer service time [Tickoo and Sikdar 2004] and throughput [Wu et al. 2002] of IEEE 802.11.

The analysis of the packet delay, throughput, and power consumption of the IEEE 802.15.4 MAC has been the focus of several simulation-based studies, e.g., [Zheng and Lee 2004], and some recent theoretical works, e.g., [Misic and Misic 2005; Misic et al. 2006; Pollin et al. 2008; Sahoo and Sheu 2008; Jung et al. 2009]. Inspired by Bianchi’s work, a Markov model for IEEE 802.15.4 and an extension with ACK mechanism have been proposed in [Pollin et al. 2008] without retransmissions. In [Pollin et al. 2008], the authors provide an analytical evaluation of the performance including throughput and energy consumption in a star topology network. The probabilities of channel access and busy channel derived from a Markov chain model validate the proposed model. A modified Markov model including retransmissions with finite retry limits has been studied in [Sahoo and Sheu 2008] as an attempt to model the CSMA/CA mechanism. However, simulations show that this analysis gives inaccurate results in terms of power consumption and throughput under unsaturated traffic with finite retry limits. In [Faridi et al. 2010], the authors extend the work [Pollin et al. 2008] by considering the retransmission mechanism and investigate the reliability, delay, throughput, and power consumption of the slotted CSMA/CA algorithm of IEEE 802.15.4. It is shown that the probability of carrier sensing depends on the number of nodes and backoff stage at the expense of a more computationally intensive approach.

The works [Pollin et al. 2008; Sahoo and Sheu 2008; Faridi et al. 2010] do not consider the active and inactive periods of the superframe structure of the IEEE 802.15.4 MAC. This aspect is investigated in [Misic and Misic 2005; Misic et al. 2006; Jung et al. 2009]. In [Misic and Misic 2005], an unsaturated traffic and devices with a finite buffer in uplink communications are assumed. In [Misic et al. 2006], instead, downlink communications are taken into account, but devices are assumed to have infinite size buffers. Note that the power consumption, reliability, and delay performance are not investigated therein. Furthermore, the analytical models proposed in [Misic and Misic 2005; Misic et al. 2006] are not validated with the simulation results. In [Jung et al. 2009], a throughput analysis has been performed by an extension of the Markov chain proposed in [Misic et al. 2006], where the superframe structure, ACK, and retransmissions are considered. In [Jung et al. 2009], it is also shown that the models proposed in [Misic and Misic 2005; Misic et al. 2006], although very detailed, fail to agree with simulation results. The Markov chain proposed in [Jung et al. 2009] does not model the length of data and ACK packets, which is crucial for analyzing the performance metrics for IEEE 802.15.4 networks with low data rate.

In [Ramachandran et al. 2007], the authors propose a different approach with respect to Bianchi’s work by approximating the CAP as the simple nonpersistent CSMA, which is a similar approach to [Cali et al. 2000]. They also propose the initialization of the contention window length to one to improve throughput and energy consumption when ACKs are not used. However, the authors assume that the entire superframe duration is active, that is, \( SO = BO \) without considering the inactive period, which is not realistic. In [Martalo et al. 2009], the authors extend the framework proposed in [Ramachandran et al. 2007] to two-hop network scenarios, where sensors communicate with the coordinator through an intermediate relay device, which simply forwards the data packets without generating traffic on its own. However, the assumption of no ACK and beacon-enabled mode for the cluster tree scenario is not realistic. We remark that the GTS allocation mechanism of CFP is not considered in [Misic and Misic 2005; Misic et al. 2006; Ramachandran et al. 2007; Pollin et al. 2008; Sahoo and Sheu 2008; Jung et al. 2009; Martalo et al. 2009; Faridi et al. 2010]. Furthermore, none of these studies shows a comparison with experimental results as obtained by a practical implementation. The simulation results of [Misic and Misic 2005; Misic et al. 2006; Ramachandran et al. 2007; Pollin et al. 2008; Sahoo and Sheu 2008; Jung et al. 2009; Martalo et al. 2009; Faridi et al. 2010]
3.2. Analytical model of CFP

Most of the literature does not consider satisfactorily the CFP, where the GTS mechanism operates. An interesting theoretical performance evaluation of the GTS allocation has been proposed by Koubaa et al. [Koubaa et al. 2006] by using network calculus. This paper focuses on the impact of the IEEE 802.15.4 MAC parameters (SO, BO), the delay, throughput, and energy consumption of the GTS allocation. Network calculus assumes a continuous flow model, whereas communication happens through low data rate packets in reality. Hence, network calculus gives the worst-case traffic flows, which leads to severe under-utilization of time slots in actual implementations. In [Park et al. 2009], a Markov chain model is used to analyze the stability, queuing delay, and throughput of the GTS allocation mechanism. This model requires the exact probability density function (PDF) of the number of received GTS requests per superframe, which abstracts the CSMA/CA mechanism of the CAP. It is shown that different PDFs of the number of GTS requests are critical in terms of queuing delay and throughput even if PDFs have same mean.

Some interesting algorithms have been proposed to improve the performance of the GTS allocation mechanism. To maximize the bandwidth utilization, a smaller slot size mechanism is proposed in [Cheng et al. 2007]. In [Na et al. 2008], the delay constraint and bandwidth utilization are considered for the design of a GTS scheduling algorithm. In [Huang et al. 2008], authors propose an adaptive GTS allocation scheme by considering low delay and fairness. Despite these studies, there is no explicit consideration of theoretical study of both CAP and CFP.

In [Buratti 2010], a query-based approach to analyze the performance of CAP and CFP of IEEE 802.15.4 MAC is considered. Although this approach is interesting, this mechanism is not explicitly considered in the IEEE 802.15.4 standard, i.e., the GTS allocation mechanism in [IEEE 2006] is not query-based. In IEEE 802.15.4 MAC, devices are allowed to use both CSMA/CA mechanism of CAP and GTS allocation mechanism of CFP in a superframe, which is not the case in [Buratti 2010]. The ACK mechanism and retransmission mechanism are not considered either. Moreover, it is assumed that if a device does not succeed in accessing the channel by the end of the superframe, the packet is lost. However, in IEEE 802.15.4 the packet transmission is deferred if the remaining time of the superframe is not sufficient to transmit a packet [IEEE 2006].

Finally, we remark that despite the theoretical promises of the analytical models for analyzing both CAP and CFP we surveyed in Sections 3.1 and 3.2, to date these theoretical results have not been compared to experimental results.

In the following section, we present the system model and assumption that we adopt to analyze the performance of the IEEE 802.15.4 MAC.

4. SYSTEM MODEL

We consider a star network with a coordinator and $N$ devices. Every device contends to send data packet$^2$ to the coordinator. The coordinator acts as a data sink and we assume it does not experience the hidden device problem. Throughout this paper we consider applications where devices asynchronously generate packets for transmission. We consider the underlying minimum time unit corresponding to aUnitBackoffPeriod, as defined in the IEEE 802.15.4 standard and we denote it $T_b$. In the standard, $T_b$ corresponds to 20 symbols in the physical layer (i.e., 320 $\mu$s for 2.45 GHz). When a device just has sent a packet successfully or just discarded a packet, we assume that a new packet is generated with probability $\eta_t$. If a new packet is not generated, then the device tries to generate a new packet after $h T_b$ s, where $h$ is a positive integer. This packet is generated with probability $\eta_p$. Note that we pause the packet generation timer at the end of CAP and continue to count it at the beginning of the superframe. We discuss the motivation and possible applications of the traffic model in Sections 8.1 and 9. We consider two different types of data packets: non time-critical data

---

$^2$Throughout this paper, we use the term “packet” to denote a protocol data unit or frame at the MAC layer.
packets to be transmitted during the CAP, and time-critical data packets to be transmitted during the CFP using the GTS allocation mechanism as described in [IEEE 2006].

When a device decides to generate a data packet, it generates a non time-critical data packet with probability $\eta_d$ and time-critical data packet with probability $1 - \eta_d$ in our model. A device uses a beacon-enabled slotted CSMA/CA algorithm to send a non time-critical data packet and a GTS request to the coordinator during the CAP. Note that the packet transmission is successful if an ACK packet is received. For a time-critical data packet, the device informs the need of GTS resources by sending the request during the CAP. The coordinator allocates a number of GTSs by considering the received GTS requests. Each device may need to send a multiple number of time-critical packets wherein each packet has a fixed length due to the maximum length of a packet defined in the standard. The requests are stored in a queue of the coordinator, and wait to be served in the next superframes, where the related GTS may be allocated. If too many requests arrive with respect to the coordinator queue size, then we have a queue overflow. We assume an ideal channel condition of physical layer and perfect channel channel sensing capability of devices. Furthermore, we make the natural assumption that each device forwards a non time-critical packet or a GTS request within $2T_{dl}$, i.e., the maximum packet delay of the CAP is $2T_{dl}$.

Based on the introduced model and assumptions, we propose an analytical model of the slotted CSMA/CA algorithm of the CAP and the GTS allocation of the CFP based on two Markov chain models in Sections 5 and 6. Then, in Section 7, we connect these two models that allow us to investigate the performance of the hybrid MAC of IEEE 802.15.4 in terms of the reliability of the CAP, the average delay of the CAP, the queuing delay of the CFP, and the throughput of the network.

5. PERFORMANCE ANALYSIS OF CAP

In this section, we analyze the performance of the CSMA/CA algorithm of the CAP. In Section 5.1, we propose the model of such an algorithm to send a non time-critical data packet and GTS requests. The core contribution of the section is the proposal of an extended Markov chain model. Then, in Section 5.2, we derive the reliability and average packet delay of CSMA/CA mechanism of the CAP based on this model. In contrast to existing literature, all the key characteristics of IEEE 802.15.4 are considered, such as the channel, limited number of retransmissions, ACKs, unsaturated traffic, packet size, and superframe structure.

5.1. Modelling of CAP

Here, we develop a generalized Markov chain model of the slotted CSMA/CA algorithm of the beacon-enabled IEEE 802.15.4 MAC. The core contribution of the analysis is the derivation of the stationary probability distribution of the chain, which is summarized by Proposition 5.1. Compared to previous results, e.g., [Misic and Misic 2005; Misic et al. 2006; Ramachandran et al. 2007; Pollin et al. 2008; Sahoo and Sheu 2008; Jung et al. 2009; Buratti 2010], the novelty of this chain consists in the modelling of the channel, retry limits for each packet transmission, the ACK, the inclusion of unsaturated traffic regimes, packet size, and superframe structure. We will also discuss the strength of the proposed Markov chain model with respect to previous studies [Misic and Misic 2005; Misic et al. 2006; Jung et al. 2009; Buratti 2010].

Let $b(t), c(t), e(t)$ and $f(t)$ be the stochastic processes representing the backoff stage, the state of the backoff counter, the state of retransmission counter, and the state of deferred transmission at time $t$ experienced by a device. The binary variable $f(t)$ indicates if a transmission has been deferred ($f(t) = 1$) or not ($f(t) = 0$), which is due to the limited size of superframe duration to transmit a packet. By making the natural assumption that devices start sensing independently, the stationary probability $\tau$ that a device attempts a first carrier sensing in a randomly chosen time slot is constant and independent of other devices. The quadruple $(b(t), c(t), e(t), f(t))$ is the state evolution of the Markov chain. We use $(i, j, k, l)$ to denote a particular state. We assume the following notation for the MAC parameters: $m_0 \triangleq \text{macMinBE}, m \triangleq \text{macMaxCSMABackoffs}, n \triangleq \text{macMaxFrameRetries}, m_b \triangleq \text{macMaxBE}, W_0 \triangleq 2^{m_0}, W_m \triangleq 2^{\min(m_b + m, m_b)}$, where macMinBE
is the minimum value of the backoff exponent, $macMaxCSMABackoffs$ is the maximum number of backoffs allowed, $macMaxFrameRetries$ is the maximum number of retries allowed, and $macMaxBE$ is the maximum value of the backoff exponent in the CSMA/CA algorithm.

The Markov chain consists of three parts corresponding to the traffic generation block, CSMA/CA algorithm blocks, and packet transmission blocks in Fig. 3. The states $Q_0, \ldots, Q_{h-1}$ of Fig. 4(a) correspond to the idle-queue states when the packet queue is empty and the device is waiting for the next packet generation time. Note that the idle-queue states $Q_0, \ldots, Q_{h-1}$ take into account the sampling interval of the device. Each device generates a non time-critical data packet with probability $\eta_d$ and a time-critical packet with probability $1 - \eta_d$. Then, the device performs the CSMA/CA algorithm to check a clean channel to send the non time-critical data packet or the GTS request for the time-critical packet. The Markov chain of the CSMA/CA algorithm consists of two parts corresponding to the backoff states and clear channel assessment (CCA) states reported in Fig. 4(c). The states from $(i, W_m-1, k, l)$ to $(i, W_0-1, k, l)$ represent the backoff states. The states $(i, 0, k, l)$ and $(i, -1, k, l)$ represent the first CCA (CCA$_1$) and second CCA (CCA$_2$), respectively. Let $\alpha$ be the probability that CCA$_1$ is busy, and $\beta$ the probability that CCA$_2$ is busy. If a device fails to obtain a clear channel due to repeated busy channel, then the packet is discarded. If the channel sensing is successful, then the device goes to the packet transmission block. In Fig. 4(b), the states $(+i, j, k, l)$ and $(-i, j, k, l)$ correspond to successful transmission and collision, respectively. Note that the states $i = 1$ and $i = 2$ denote the non time-critical data packet and the GTS request of time-critical data packet, respectively.
Fig. 4. Detailed description of the components of every block of Fig. 3.
Before deriving the stationary probability of the Markov chain of Fig. 3, we need some definitions. Let $P_r$ be the retransmission probability. If the packet collides due to other transmitted packets or is lost due to a bad channel, then the device repeats the CSMA/CA algorithm until a maximum number of retransmissions $n$. We model the bad channel by independent Bernoulli trials with the bad channel probability $p$ where $0 \leq p \leq 1$. The independence of the trial results is assumed to be over all links and time slots. We assume that a transmitted packet in the bad channel does not affect other transmitted packets in the good channel. The slow variation of a fading channel is assumed so that the received power is constant throughout an entire transmission. If the packet transmission is successful, then it goes back to the traffic generation block. By knowing the duration of an ACK frame, ACK timeout, inter-frame spacing (IFS), data packet length, and header duration, we define the successful packet transmission time $L_s$ and the packet collision time $L_c$ with ACK and the successful packet transmission time $L_g$ without ACK as

$$L_s = L_p + L_{w,ack} + L_{ack} + L_{IFS},$$ (3)

$$L_c = L_p + L_{m,ack},$$ (4)

$$L_g = L_p + L_{IFS},$$ (5)

where $L_p$ is the total packet length including overhead and payload, $L_{w,ack}$ is ACK waiting time, $L_{ack}$ is the length of the ACK frame, $L_{IFS}$ is the IFS time, and $L_{m,ack}$ is the timeout of the ACK, see details in the standard [IEEE 2006]. Note that the successful packet transmission time $L_{s,d}$ and the packet collision time $L_{c,d}$ of a non time-critical data packet with packet length $L_{p,d}$ are obtained by substituting $L_{p,d}$ with $L_p$ in Eqs. (3) and (4), respectively. Similarly, we derive the successful GTS request transmission time $L_{s,r}$ and the GTS request collision time $L_{c,r}$ for a length of GTS requests $L_{p,r}$.

To compute the stationary probability of the Markov chain, we first derive the probability $\rho_t$ that the transmission is deferred due to the lack of the remaining time slots in a CAP as follows. The total number of time slots that are needed for a single transmission is $2L_{sc} + L_p + L_{w,ack} + L_{ack}$ where two slots $2L_{sc}$ are included due to the number of time slots for performing two CCAs and other components taken into account the packet transmission with an ACK frame in Eqs. (3) and (4). Hence, $\rho_t$ is approximated by

$$\rho_t = \frac{L_{tx}}{T_{CAP}} = \frac{2L_{sc} + L_p + L_{w,ack} + L_{ack}}{T_{CAP}}$$ (6)

where $T_{CAP}$ is the total number of time slots in a CAP. Similarly, the probabilities $\rho_{p,d}$ and $\rho_{s,r}$ of the events of deferred attempts due to the lack of remaining slot times for a non time-critical data packet and for a GTS request are obtained by replacing $L_p$ with $L_{p,d}$ and $L_{p,r}$ in Eq. (6), respectively. We remark here that the previous literature [Misic and Misic 2005; Misic et al. 2006; Jung et al. 2009; Buratti 2010] does not consider the extra backoff mechanism for the event of deferred attempts of the transmission which is explicitly described in the standard [IEEE 2006]. Next, $\rho_b$ is the probability that the MAC sublayer pauses the backoff countdown at the end of the CAP due to the limited length. Analogously, the approximated probability is

$$\rho_b = \frac{1}{T_{CAP}}.$$ (7)

Note that the previous literature [Misic and Misic 2005; Misic et al. 2006; Jung et al. 2009; Buratti 2010] does not take into account this event although it is a very critical aspect for delay analysis, as we show in Section 5.2.2.

We have the following results:

**Proposition 5.1.** Let the stationary probability of the Markov chain in Fig. 3 be

$$S_{i,j,k,l} = \lim_{t \to \infty} \Pr \left[ b(t) = i, c(t) = j, e(t) = k, f(t) = l \right],$$
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where \( i \in (+2, -2, +1, -1) \cup (0, m), j \in (-1, \max(W_i - 1, L_s - 1, L_c - 1)), k \in (0, n), l \in (0, 1) \).

Then,

\[
S_{i,j,k,0} = \omega_{i,j}g^kS_{0,0,0,0},
\]

with \( \omega_{i,j} = [1 - (1 - \rho_b)W_i - j]^{-1} [1 - (1 - \rho_b)W_i]^{-1}, \) and \( g = P_c(1 - \rho_t)(1 - x) \sum_{i=0}^{m} \omega_i \sum_{j=0}^{W_i - 1} (1 - \rho_b)^j, \) where \( \xi_i = \prod_{r=1}^{i} \frac{1}{(1 - \rho_t)x/W_r} \sum_{j=0}^{W_i - 1} (1 - \rho_b)^j, \) and \( \xi_0 = 1. \) Moreover,

\[
S_{i,j,k,1} = \left[ \sum_{r=j}^{W_i - 1} \rho_b \omega_{i,j}W_i - j \frac{W_i - j}{W_i} \xi_i g^k + x \frac{W_i - j}{W_i} v_{i-1,k}u(i - 1) \right. \\
+ P_c(1 - x) \frac{W_i - j}{W_0} \sum_{i=0}^{m} v_{i,k-1} \delta(i)u(k - 1) \right] S_{0,0,0,0},
\]

where \( u(i) \) is the unit step function, \( \delta(i) \) is the unit discrete delta function and

\[
v_{i,k} = x^i c + x^i \sum_{r=1}^{k} \frac{\rho_t + \rho_b \sum_{r=1}^{W_i - 1} \omega_{r,j}}{x^r} g^k + x^i a_k, \\
a_k = P_c(1 - x) \sum_{i=0}^{m} v_{i,k-1}, \quad k \geq 1, \\
v_{0,0} = \rho_t + \rho_b c \sum_{r=1}^{W_i - 1} \omega_{0,j},
\]

and \( c = \rho_t + \rho_b \sum_{j=1}^{W_i - 1} \omega_{0,j} \) and \( a_0 = 0. \)

**PROOF.** See Appendix A.1. □

We remark here that the probability \( S_{0,0,0,0} \), which plays a key role in the analysis, is different from the corresponding term given in [Misic and Misic 2005; Misic et al. 2006; Ramachandran et al. 2007; Pollin et al. 2008; Sahoo and Sheu 2008; Jung et al. 2009; Buratti 2010] due to our different modelling of channel, retry limits, ACK, unsaturated traffic, packet size, and superframe period. In Section 8, we demonstrate the validity of this Markov chain model by experimental results, and show how the performance analysis is affected by the extended model we derive in this paper.

### 5.2. Performance indicators of CAP

We now use the Markov chain model developed in the previous section to derive the performance indicators of the CAP in terms of reliability and average delay in Section 5.2.1 and 5.2.2, respectively. The main contributions of this section are given by Propositions 5.2 and 5.3 below.

#### 5.2.1. Reliability

The main contributions of this section is the derivation of the probability of successful packet reception, reliability. With this goal in mind, we derive first the probability that a device attempts CCA1 in a randomly chosen time slot:

\[
\tau = \sum_{i=0}^{m} \sum_{k=0}^{n} \sum_{l=0}^{1} S_{i,0,k,l} = \left( \frac{1 - g^{n+1}}{1 - g} \sum_{i=0}^{m} \xi_i + \sum_{i=0}^{m} \sum_{k=0}^{n} v_{i,k} \right) S_{0,0,0,0}. \tag{8}
\]

This probability depends on the probability that a transmitted packet encounters a collision or a bad channel \( P_c \), the probability that CCA1 is busy \( \alpha \), and the probability that CCA2 is also busy \( \beta \). These probabilities are developed in the following.
The packets are discarded due to either of two reasons: (i) collision, or (ii) bad channel. A transmitted packet in the good channel collides if at least one of the \(N - 1\) remaining devices transmits in the good channel and in same time slot. In addition, a transmitted packet is lost due to the bad channel. If all devices transmit with probability \(\tau\), then

\[
P_c = \left(1 - (1 - \tau(1 - p))^{N-1}\right)(1 - p) + p ,
\]

where \(N\) is the number of total devices present in the network.

Similarly to [Pollin et al. 2008], we derive the busy channel probabilities \(\alpha\) and \(\beta\) by considering the probability of the bad channel as follows. The busy channel probability of CCA1 is

\[
\alpha = \alpha_1 + \alpha_2 ,
\]

where \(\alpha_1\) is the probability of finding channel busy during CCA1 due to data transmission, namely

\[
\alpha_1 = \frac{T_p (1 - (1 - \tau(1 - p))^{N-1})(1 - \alpha)(1 - \beta) }{1 - (1 - \tau)^N} ,
\]

where the average length of packet is \(T_p = \eta_d L_{p,d} + (1 - \eta_d) L_{p,r}\), and \(\alpha_2\) is the probability of finding the channel busy during CCA1 due to ACK transmission, which is

\[
\alpha_2 = L_{\text{ack}} \frac{N\tau(1 - p)(1 - \tau(1 - p))^{N-1}}{1 - (1 - \tau)^N} (1 - \tau(1 - p))^{N-1})(1 - \alpha)(1 - \beta) ,
\]

where \(L_{\text{ack}}\) is the length of the ACK. The busy channel probability of CCA2 is

\[
\beta = \frac{1 - (1 - \tau)^{N-1} + N\tau(1 - p)(1 - \tau(1 - p))^{N-1}}{2 - (1 - \tau)^N + N(1 - p)\tau(1 - \tau(1 - p))^{N-1}} ,
\]

see details in [Pollin et al. 2008]. The expressions of the carrier sensing probability \(\tau\) and the busy channel probabilities \(\alpha\) and \(\beta\) form a system of non-linear equations that can be solved via numerical methods.

**PROPOSITION 5.2.** Consider the definitions given in Proposition 5.1. Then, the reliability is

\[
P_s = 1 - (1 - \rho_t)x\xi_m \frac{1 - g^{n+1}}{1 - g} - x \sum_{k=0}^n v_{m,k} - P_c(1 - x) \left(1 - \rho_t\right) \sum_{i=0}^m \xi_i g^n + \sum_{i=0}^m v_{i,n} \right) .
\]

**PROOF.** In slotted CSMA/CA, packets are discarded due to two reasons: (i) channel access failure and (ii) retry limits. Channel access failure happens when a packet fails to obtain idle channel in two consecutive CCAs within \(m + 1\) backoffs. Furthermore, a packet is discarded if the transmission fails due to repeated collisions or bad channel conditions after \(n + 1\) attempts. Following the Markov model presented in Fig. 3, the probability that the packet is discarded due to channel access failure is

\[
P_{dc} = \sum_{k=0}^n \left((1 - \rho_t)xS_{m,0,k,0} + xS_{m,0,k,1}\right)S_{0,0,0,0}^{-1} = (1 - \rho_t)x\xi_m \frac{1 - g^{n+1}}{1 - g} + x \sum_{k=0}^n v_{m,k} .
\]

The probability of a packet being discarded due to retry limits is

\[
P_{dr} = \sum_{i=0}^m \sum_{l=0}^1 P_c(1 - \beta)S_{i,-1,n,l}S_{0,0,0,0}^{-1} = P_c(1 - x) \left(1 - \rho_t\right) \sum_{i=0}^m \xi_i g^n + \sum_{i=0}^m v_{i,n} \right) .
\]

Therefore, by considering Eqs. (12) and (13), the reliability is

\[
P_s = 1 - P_{dc} - P_{dr} .
\]
5.2.2. Delay. In this section, we derive the analytical expression of the average delay for a successfully received packet. The average delay for a successfully received packet is defined as the time interval from the instant the packet is at the head of its MAC queue and ready to be transmitted, until the transmission is successful and the ACK is received.

PROPOSITION 5.3. The average delay to transmit a packet and successfully receive an ACK is

\[
\mathbb{E}[D] = \sum_{k=0}^{n} (1 - P_c) P_c^k \left[ \Pr[\mathcal{B}_0]^k \left( \Pr[\mathcal{B}_0](L_s + kL_c + (k+1)\mu_{\mathcal{B}_0}) + \Pr[\mathcal{F}] \right) \right] + \Pr[\mathcal{F}](L_s + kL_c + k\mu_{\mathcal{B}_0} + \mu_{\mathcal{F}}) + \sum_{r=0}^{k-1} \Pr[\mathcal{B}_0]^{k-1-r} \Pr[\mathcal{B}_1]^{r+1} \times \left( \Pr[\mathcal{F}](L_s + kL_c + (k-1-r)\mu_{\mathcal{B}_0} + (r+1)\mu_{\mathcal{B}_1} + \mu_{\mathcal{F}})u(k-1) \right) P_{\text{tot}}^{-1},
\]

where

\[
\Pr[\mathcal{F}] = \Pr[\mathcal{C}_0] + \Pr[\mathcal{C}_1] + \Pr[\mathcal{F}_0] + \Pr[\mathcal{F}_1],
\]

\[
\mu_{\mathcal{F}} = \frac{m \rho_s}{\Pr[*]}, \text{ and where * is one of the events \{\mathcal{B}_0, \mathcal{B}_1, \mathcal{C}_0, \mathcal{C}_1, \mathcal{F}_0, \mathcal{F}_1\}, with}
\]

\[
\rho_{\mathcal{B}_0,i} = \varepsilon_i \sum_{k=0}^{i} (1 - \rho_i) \Psi_i(1-x)\mu_{D_{k,i}},
\]

\[
\rho_{\mathcal{B}_1,i} = \sum_{k=0}^{i} \alpha^{-k}((1-\alpha)\beta)^k(1-x)\mu_{D_{k,i}},
\]

\[
\rho_{\mathcal{C}_0,i} = \varepsilon_i \sum_{k=0}^{i} \rho_i \Psi_i(1-x) \left( \mu_{D_{k,i}} + T_{sr} + L_{tx} + \mu_{\Phi_f} \right),
\]

\[
\rho_{\mathcal{C}_1,i} = \varepsilon_i \sum_{k=0}^{i} (1 - \Psi_i)(1-x) \left( \mu_{D_{k,i}} + T_{sr} + \mu_{\Phi_f} \right),
\]

\[
\rho_{\mathcal{F}_0,i} = \rho_x \sum_{f=0}^{i} \sum_{h=0}^{f-1} \varepsilon_f \sum_{k=0}^{f} \Psi_f \alpha^{-f-h-1}((1-\alpha)\beta)^h(1-x) \left( \mu_{D_{k,i}} + T_{sr} + L_{tx} + \mu_{\Phi_f} \right),
\]

\[
\rho_{\mathcal{F}_1,i} = \rho_x \sum_{f=0}^{i} \sum_{h=0}^{f-1} (1 - \Psi_f) \alpha^{-f-h-1}((1-\alpha)\beta)^h(1-x) \left( \mu_{D_{k,i}} + T_{sr} + \mu_{\Phi_f} \right),
\]

with

\[
\Pr[\mathcal{B}_0] = \sum_{i=0}^{m} \varepsilon_i \sum_{k=0}^{i} (1 - \rho_i) \Psi_i(1-x),
\]

\[
\Pr[\mathcal{B}_1] = \sum_{i=0}^{m} \sum_{k=0}^{i} \alpha^{-k}((1-\alpha)\beta)^k(1-x),
\]

\[
\Pr[\mathcal{C}_0] = \sum_{i=0}^{m} \varepsilon_i \sum_{k=0}^{i} \rho_i \Psi_i(1-x),
\]

\[
\Pr[\mathcal{C}_1] = \sum_{i=0}^{m} \rho_i \Psi_i(1-x).
\]
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\Pr[\mathcal{F}_0] = \rho_x^m \sum_{i=0}^{m-1} \sum_{f=0}^{i-1} \sum_{h=0}^{f-1} \varepsilon_f \sum_{k=0}^{f} \Psi_f \alpha^{i-f-h-1} ((1 - \alpha) \beta^h (1 - x) u(i - 2),

\Pr[\mathcal{F}_1] = x \sum_{i=0}^{m-1} \sum_{f=0}^{i-1} \sum_{h=0}^{f-1} \varepsilon_f \sum_{k=0}^{f} \psi_f \alpha^{i-f-h-1} ((1 - \alpha) \beta^h (1 - x) u(i - 2),

\Pr[\mathcal{F}_1] = \frac{W_r}{W_i} T_b l / W_k, \quad \Psi_i = \frac{W_r}{W_i} (1 - \rho_b) l / W_i,

\mu_{D_{h,i}} = \mu_{\Phi_k} + (i + 1) 2 L_{sc},

\epsilon_r = (1 - \rho_t) \Psi_r \max(\alpha, (1 - \alpha) \beta),

\varepsilon_i = \begin{cases} 
\frac{i+1}{r} \varepsilon_r & \text{if } i \geq 1, \\
1 & \text{otherwise},
\end{cases}

T_{sr} \text{ is the inactive period.}

\textbf{Proof.} See Appendix A.2. \qed

We remark that \( \mathbb{E}[D] \) is a function of the MAC parameters \( W_i, m, n, L_{sc} \) of CSMA/CA mechanism as well as the MAC parameters \( T_{sr}, \rho_t, \rho_b \) related to superframe period. Furthermore, the busy channel probabilities \( \alpha \) and \( \beta \), and retransmission probability \( \rho_r \) of the network affect the average delay.

6. PERFORMANCE ANALYSIS OF CFP

We now turn our attention from the CAP to the CFP. We present the modelling of the GTS allocation mechanism based on a Markov chain model in Section 6.1. Then, in Section 6.2 we build on this modelling to characterize the average queuing delay of the GTS allocation.

6.1. Modelling of CFP

The modelling of the GTS allocation is given in two steps. First, we derive the constraints on the number of time slots to allocate from the IEEE 802.15.4 specification. Then, we model the behavior of the GTS allocation by a Markov chain.

First, we derive the number of GTSs \( \Delta_{u} \) that can be allocated as a function of the IEEE 802.15.4 MAC parameters BO, SO and the number of time-critical data packets \( \varphi_n \) for each GTS request that can be served. Recall that during the CFP each packet has a fixed length \( L_g \) given by Eq. (5).

We assume that all GTS transmissions are successful and every request asks for at most one GTS. Each device may use a multiple number of GTSs. Furthermore, we assume that there is no reallocation of the GTS. Let the duration of a superframe slot be \( T_{ss} \), then

\[ T_{ss} = \frac{T_{so}}{N_{ss}} = T_0 \times 2^{SO-4}, \]

where \( T_{so} \) is the number of symbols forming a superframe, \( N_{ss} \) is the number of slots contained in a superframe, and \( T_0 \) is the number of symbols forming a superframe when \( SO = 0 \). Consider that a single GTS may extend over a number of superframe slots \( \theta_n \). Since a given GTS needs to be larger than the total forward delay \( \varphi_n L_g \), it follows that

\[ \theta_n \geq \frac{\varphi_n L_g}{T_{ss}} \text{,} \quad \text{Eq. (16)} \]
where $\bar{q}$ is the minimum number of superframe slots for a single GTS to serve the data frames $\varphi_n, L_q$.

Because the minimum CAP length, $T_{\text{CAP}} \geq T_{\text{min}}$, the constraint of the maximum number of GTSs that the coordinator can allocate in a superframe is

$$T_{\text{SO}} - T_{\text{CFP}} = T_{\text{SO}} - T_{\text{SS}}k \theta \geq T_{\text{min}},$$

where $k$ is the number of waiting requests and $T_{\text{CFP}}$ is the number of symbols forming a CFP. The maximum number of GTSs to be allocated to devices is

$$\Delta_u = \min \left( \left\lfloor \frac{N_{\text{SS}}(1 - \frac{T_{\text{min}}}{q})}{q} \right\rfloor, N_{\text{GTS}} \right),$$

where $N_{\text{GTS}}$ is the maximum number of GTS descriptors limited to seven in the IEEE 802.15.4 [IEEE 2006]. Note that $\Delta_u$ is a function of the parameters $BO, SO$ and application constraints, i.e., the number of time-critical data packets $\varphi_n$ wherein each packet has a fixed length $L_q$.

Now, we develop a Markov model for the GTS allocation mechanism. Let $r(t)$ be the stochastic processes representing the number of waiting requests of the coordinator at the beginning of the superframe $t$. This stochastic process defines a one-dimensional Markov chain of Fig. 5. If a number of received requests are over the limited queue size $q$ after the new arrivals, then some of the new requests will be dropped on the base of a FCFS policy. We denote by $\bar{q}$ the state of the Markov chain indicating that the new arrived requests are dropped due to the limited queue size. Let $\lambda_i$ be the probability of $i$ successful requests during the CAP, given that the maximum number of requests is $\bar{q}$. If the arriving requests observe that the queue size is over a threshold $q$, then these arriving requests are dropped because of a time limitation requirement $N_{\text{req}}$. Note that $q$ is fixed and it is given by $\Delta_u (N_{\text{req}} + 1)$ where $\Delta_u$ is the maximum number of GTSs for each superframe and $N_{\text{req}} = aGTS\text{DescPersistenceTime}$. After $N_{\text{req}}$ superframes, the GTS description of the beacon is removed. When there are $k$ requests, $\Delta_u \leq k \leq \bar{q}$, then some requests $k - \Delta_u$ will be delayed to obtain GTS in the next superframe. The transition probabilities of the chain are

$$P(j|i) = \lambda_j, \text{ for } 0 \leq i < \Delta_u, j \neq \bar{q},$$

$$P(j|i) = \lambda_{i+\Delta_u} - i, \text{ for } i \geq \Delta_u, j \geq i - \Delta_u, i \neq \bar{q},$$

$$P(j|i) = 0, \text{ for } i \geq \Delta_u, j < i - \Delta_u, j \neq \bar{q},$$

$$P(q|i) = \lambda_q^+, \text{ for } 0 \leq i < \Delta_u,$$

$$P(q|i) = \lambda_{\bar{q}+\Delta_u}^+, \text{ for } i \geq \Delta_u,$$

where $\lambda_k^+ = 1 - \sum_{i=0}^{k} \lambda_i = \sum_{i=k+1}^{\bar{q}} \lambda_i$. Eq. (18) gives the probability that $j$ requests arrive when there are less than $\Delta_u$ requests, the maximum number of GTSs. Note that GTSs will be allocated to previously arrived requests before the CAP of the superframe, i.e., all waiting requests at the

Fig. 5. Markov chain model for the GTS allocation of the CFP. The state defines the number of waiting requests to be served.
beginning of the current superframe arrive during the CAP of the previous superframe. Eq. (19) gives the probability that \( j \) requests remain at the current superframe when there are some requests \( i \geq \Delta_u \) at the previous superframe. The coordinator allocates a maximum number of GTSs \( \Delta_u \) to serve the requests \( i \geq \Delta_u \). Furthermore, since the number of waiting requests is greater than \( \Delta_u \), some requests will fail to obtain GTS at the superframe. Hence, there are two different groups of requests at the current superframe, one group of requests arriving before the current superframe and another group of requests arriving at the current superframe. Let us call the first group "old requests" and the second group "new requests" throughout this paper. Eq. (20) shows the probability that there are less requests in the current superframe than \( i - \Delta_u \) if there are \( i \geq \Delta_u \) requests at previous superframe. Note that the transition probability of Eq. (20) is equal to 0 due to the maximum number of GTSs \( \Delta_u \). Eqs. (21) and (22) show the transition probabilities of the drop state \( \bar{q} \) for the requests at the current superframe.

Let us denote the probability that the process described by the Markov chain is in state \( k \) at time \( t \) by \( \pi_k^t = \Pr[r(t) = k] \). Let the state probability vector at time \( t \) be \( \pi^t = (\pi_0^t, \pi_1^t, \ldots, \pi_q^t) \), for \( t \in \{1, \ldots\} \) and \( k \in \{0, \ldots, q, \bar{q}\} \). Then, we obtain \( \pi^t = \pi^1 P^t \) where \( P^t \) is the \( t \)-step transition probability matrix

\[
P = \begin{pmatrix}
\lambda_0 & \lambda_1 & \ldots & \lambda_{\Delta_u} & \lambda_{\Delta_u+1} & \ldots & \lambda_{\bar{q}} & \lambda_{\bar{q}}^+
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\lambda_0 & \lambda_1 & \ldots & \lambda_{\Delta_u} & \lambda_{\Delta_u+1} & \ldots & \lambda_{\bar{q}} & \lambda_{\bar{q}}^+
0 & \lambda_0 & \lambda_1 & \ldots & \lambda_{\Delta_u} & \lambda_{\Delta_u+1} & \ldots & \lambda_{\bar{q}}^+
0 & 0 & \lambda_0 & \lambda_1 & \ldots & \lambda_{\Delta_u} & \lambda_{\Delta_u+1}^+ & \lambda_{\Delta_u}^+
0 & 0 & 0 & \lambda_0 & \lambda_1 & \ldots & \lambda_{\Delta_u} & \lambda_{\Delta_u}^+
\end{pmatrix}.
\]

The stationary distribution is

\[
\pi = \lim_{t \to \infty} \pi^t = \mathbf{1} \left(P - \mathbf{I} + \mathbf{1}^T \mathbf{1}\right)^{-1},
\]

where \( \pi \in \mathbb{R}^{1 \times (q+2)} \), \( P \) is the transition probability matrix given in Eq. (23), \( \mathbf{I} \in \mathbb{R}^{(q+2) \times (q+2)} \) is the identity matrix, \( \mathbf{1} \in \mathbb{R}^{1 \times (q+2)} \) is the vector with all elements equal to one, and \( \mathbf{1}^T \mathbf{1} \in \mathbb{R}^{(q+2) \times (q+2)} \) is the matrix with all the elements equal to one [Gross and Harris 1998].

### 6.2. Performance indicators of CFP

In this section, we analyze the expected queuing delay of the GTS allocation, namely the average delay between the arrival time of a GTS request to a coordinator and the actual transmission time of a time-critical packet after its allocation in some of the next superframes. The core contribution of this section is given by Proposition 6.1.

We recall that each device sends the GTS requests using CSMA/CA mechanism of CAP. If the GTS request command cannot be sent due to a CSMA/CA algorithm failure, the device discards the GTS request. The coordinator determines a device list of the GTS allocation of the next super-frame.
frame based on a FCFS policy. The number of GTS descriptors is limited by the remaining length of the CAP and the desired length of the requested GTS. Hence, the CFP length depends on the GTS requests and the current available capacity in the superframe. The coordinator includes the GTS descriptor which is the device list that obtains GTSs in the following beacon to announce the allocation information. The coordinator makes this decision within $a\text{GTS\text{-}Desc\text{-}Persistence\text{Time}}$ superframes. Once the device receives an ACK corresponding to the GTS request, the device continues to track beacons and waits for at most $a\text{GTS\text{-}Desc\text{-}Persistence\text{Time}}$ superframes. When new requests are received during the CAP, then the delay of the GTS allocation can be estimated by observing the queue size of the waiting requests. If there are not sufficient GTS resources for the request in the current superframe, the GTS allocation will be delayed to the next superframe. If the coordinator is not able to assign the dedicated slot within $a\text{GTS\text{-}Desc\text{-}Persistence\text{Time}}$ superframes, then it discards the GTS requests. Assume that the arrival process of requests is uniformly distributed during the CAP. The average delay between the arrival time of the CAP and the end of the CAP at a superframe is then half of the CAP.

Suppose that $j$ requests arrive at superframe $t$ and that there are $i$ requests already waiting in the queue. We can calculate the number of successful requests that obtain a GTS and delayed requests that fail to obtain a GTS at the next superframe, as explained in the following. Based on the FCFS policy, $j$ new requests are able to obtain GTS after $i$ old requests arriving before the current superframe $t$. In Fig. 6, we first compute the number of superframes to allocate GTSs for old requests. $i$ old requests require $v_i + 1$ superframes, plus $\omega_i$ remainders that obtain the GTSs later, after $v_i + 1$ superframes have been served. Hence, $i$ old requests require $v_i + 2$ superframes to obtain GTS if there are $\omega_i$ remainders. These remainders will share the CFP along with the new requests at superframe $t + v_i + 1$, see Fig. 6. It follows that

$$v_j = \left\lfloor \frac{i - \Delta_u}{\Delta_u} \right\rfloor, \quad \omega_i = \text{rem}\left(\frac{i - \Delta_u}{\Delta_u}\right),$$

where $v_j$ is the integer quotient and the function rem returns an integer remainder. The nominator $i - \Delta_u$ takes into account the current GTS allocation mechanism of superframe $t$. Note that the new requests are not able to get GTS at the current superframe $t$ since the beacon includes information of the GTS allocation at each superframe.

By considering the waiting time of old requests, it is possible to calculate the delay of the $j$ new requests. The quotient $v_i$ of old requests can be considered as a delay offset in the computation of the delay of the new requests. We consider $\omega_i$ remainders by summing it with $j$ new requests due to the shared CFP with the $\omega_i$ remained requests. In a similar way, the quotient and remainder of the new requests are given by

$$v_j = \left\lfloor \frac{i + \omega_i}{\Delta_u} \right\rfloor, \quad \omega_j = \text{rem}\left(\frac{i + \omega_i}{\Delta_u}\right).$$

The new requests require $v_j + 1$ superframes to allocate all GTS requests. In Fig. 6, $\omega_j$ waiting requests will remain waiting to obtain GTS at superframe $t + v_i + v_j + 1$.

To analyze the delay, we define the beacon interval as

$$T^t_{\text{bi}+1} = T^t_{\text{CPP}} + T^t_{\text{SP}} + T^t_{\text{CAP}},$$

where $T^t_{\text{CPP}}$ is a CFP, $T^t_{\text{SP}}$ is an inactive period, and $T^t_{\text{CAP}}$ is a CAP at superframe $t$. Let $D_{i,j,t}$ denotes the expected delay of $j$ new requests that observe a queue size of $i$ waiting requests at superframe $t$. We distinguish the number of successful requests that obtain GTS out of $j$ new requests for a different superframe. Note that $j$ new requests of the superframe $t$ will obtain GTSs from the superframe $t + v_i + 1$ to the superframe $t + v_i + v_j + 1$. The delay of allocating GTS is the sum of three components:

- Arrival delay of the CAP: We consider the arrival delay based on the FCFS policy of queue management. Note that that the arrival time of new requests is uniformly distributed in the CAP.
— Offset delay of old and new requests: The new requests need to wait a number of superframes before obtaining GTS since there are old and new requests arriving before the current request.
— Service delay of the CFP: If the new requests are able to obtain GTS at the current superframe, then the superframe slot size $T_{SS}$ and the minimum number of superframe slots $\theta$ need to be accounted for.

Hence, the following proposition holds:

**Proposition 6.1.** Let $q$ be the queue size, then the expected delay of $j$ new requests arriving at superframe $t$ is

$$E[D_q(t)] = \sum_{i=0}^{\Delta_u-1} G(i, q) + \sum_{i=\Delta_u}^{q} G(i, q - i + \Delta_u) + G(q, \Delta_u) \frac{\pi^t_q}{\pi^{q}_t},$$  

(25)

where

$$G(a, b) = \sum_{j=1}^{\bar{\lambda}} P_{i,j}(a, \lambda_j, u(b - j) + D_{a,b,t} u(j - (b + 1))),$$

with $P_{i,j} = \pi^{i}_{a,j} / \sum_{k=1}^{\bar{\lambda}} \lambda_k$, and $\bar{\lambda}$ is the maximum number of requests.

**Proof.** See Appendix A.3. □

We remark here that the average queuing delay mainly depends on the traffic pattern $\lambda_i$ of the number of GTS requests and protocol parameters $BO$, $SO$ of $\Delta_u$.

**7. HYBRID MARKOV CHAIN MODEL**

We are now in the position to give the core contribution of the overall paper. We propose a performance analysis of the hybrid MAC by connecting the two Markov chain models of CAP and CFP in Section 5 and Section 6. Then, we characterize the throughput of hybrid MAC by taking into account both the non time-critical data packet transmission of the CAP and the time-critical data packet transmission of the CFP.

**7.1. Connection between CAP and CFP**

In this section, we connect the two Markov chain models of the CAP of Section 5.1 and the CFP of Section 6.1. Furthermore, it is determined under which conditions the GTS allocation mechanism is stable. Recall that the number of GTS requests depends on the number of time-critical data packets that the devices want to send to the coordinator. With contention-based transmissions during the CAP, there will be loss and delay of GTS requests due to the busy channel, collisions, and bad channel conditions. The number of GTS requests affects the CAP length, i.e., increasing the number of GTS requests decreases the CAP length for a fixed superframe length. Hence, the performance of the GTS allocation of the CFP depends significantly on the number of successfully received GTS requests by the coordinator during the CAP. In other words, the stability analysis of the GTS allocation mechanism shows under which conditions the CAP and CFP portion of the superframe structure is stable. The stability analysis of the superframe structure is given by Lemma 7.1.

The coupling between the two chains is given by the PDF of the number of GTS requests per superframe, which abstracts the CSMA/CA mechanism of the CAP. Such a PDF is the input to analyze the GTS allocation mechanism of the CFP. We first derive the average number of successfully received GTS requests for a given CAP length $T_{CAP}$. Then, we propose the approximated PDF of the number of GTS requests per superframe based on the analysis of the CAP.

Suppose that the arrival process of GTS requests is independent with the reliability of GTS requests $P_r$ of the CAP given in Eq. (11). The average service time for a successfully received packet...
including the average packet generation time and packet delay is

\[
\mathbb{E}[\psi_s] = \frac{1 - \eta h}{\eta_p} h + \mathbb{E}[D_s],
\]

where \( \mathbb{E}[D_s] \) is the average delay for successfully received packets given in Eq. (15). By the same argument, the average service time for discarded packets due to channel access failure and retry limits are described by the following equations: \( \mathbb{E}[\psi_{dc}] = (1 - \eta h) h/\eta_p + \mathbb{E}[D_{dc}] \), \( \mathbb{E}[\psi_{dr}] = (1 - \eta h) h/\eta_p + \mathbb{E}[D_{dr}] \), where \( \mathbb{E}[D_{dc}] \) and \( \mathbb{E}[D_{dr}] \) are the average delay for discarded packets due to channel access failure and retry limits, respectively. To consider the limited CAP length \( T_{cap} \), we derive the feasible set of \( [\mathbb{E}[\psi_s], \mathbb{E}[\psi_{dc}], \mathbb{E}[\psi_{dr}]] \) which should satisfy the following constraint:

\[
\mathcal{R} = \{ \mathbf{r} | T_{cap} - \min(\psi_c) < \psi^T r \leq T_{cap}, \mathbf{r} \in \mathbb{Z}^3_+ \},
\]

where \( \psi_c = (\mathbb{E}[\psi_s], \mathbb{E}[\psi_{dc}], \mathbb{E}[\psi_{dr}])^T \), \( \mathbf{r} = (r_1, r_2, r_3)^T \), and \( \mathbb{Z}^3_+ \) is triples of non-negative integers. Let us assume that the feasible set is a sequence of independent, identically distributed random variables which consists of \( V_{cap} \) trials, and each taking three possible outcomes, \( R_1, R_2, R_3 \). Notice that each possible outcome can occur with probability \( P_s \) by Eq. (11), \( P_{dr} \) given by Eq. (12), and \( P_{dc} \) given by Eq. (13). Therefore, the probability mass function that \( R_1 \) occurs \( r_1 \) times, \( R_2 \) occurs \( r_2 \) times, and \( R_3 \) occurs \( r_3 \) times follows a multinomial distribution:

\[
\Pr \left[ \bigcap_{i=1}^{3} R_i = r_i \right] = \frac{V_{tot}^{r_1} P_s^{r_2} P_{dc}^{r_3}}{r_1! r_2! r_3!} \sum_{r_2, r_3} \frac{V_{tot}^{r_1} P_s^{r_2} P_{dc}^{r_3}}{r_1! r_2! r_3!},
\]

where \( V_{tot} = \sum_{i=1}^{3} r_i \). From the multinomial distribution, the probability that a successfully received GTS request occurs \( r_1 \) times is

\[
\Pr[R_1 = r_1] = \frac{\sum_{r_2, r_3} \frac{V_{tot}^{r_1} P_s^{r_2} P_{dc}^{r_3}}{r_1! r_2! r_3!}}{\sum_{r_2, r_3} \frac{V_{tot}^{r_1} P_s^{r_2} P_{dc}^{r_3}}{r_1! r_2! r_3!}}.
\]

Note that if \( \mathbb{E}[\psi_s] = \mathbb{E}[\psi_{dc}] = \mathbb{E}[\psi_{dr}] \), then it follows that the distribution is binomial. Therefore, the expected number of GTS requests for a given CAP length \( T_{cap} \) is

\[
\mathbb{E}[R_1] = \sum_{r_1 = 0}^{\left\lfloor \frac{T_{cap}}{t} \right\rfloor} r_1 \Pr[R_1 = r_1].
\]

Next, we derive the average number of successfully received non time-critical packet and GTS requests for a given CAP length for a hybrid MAC. Assume that the average number of successfully received packet is proportional to the superframe length. Let us denote the average number of successfully received packets \( N_{s0} \) including the non time-critical packet and GTS requests for a given superframe length \( T_{super} \). According to the standard [IEEE 2006], the CAP and CFP lengths are updated via the following equations:

\[
T_{cap}^{t+1} = T_{sd} - T_{cap}^{t+1},
\]

\[
T_{cfp}^{t+1} = \min \left( \frac{(1 - \eta_d) N_{sd}}{T_{sd}}, T_{cap}^{t+1}, \Delta_u \right) T_{ss},
\]

where \( T_{cap}^{0} = T_{sd} \) and \( T_{cfp}^{0} = 0 \), and where the index \( t \) denotes the discrete time in the superframe unit. Recall that the probability to generate a time-critical packet is \( 1 - \eta_d \). Then, an instantaneous average number of successfully received non time-critical packets \( N_{cap}^{t} \) and GTS requests \( N_{cfp}^{t} \) for
a given superframe length $T_{SD}$ are given by

$$N_{CAP}^t = \frac{\eta_d N_{sd} T_{CAP}^t}{T_{SD}},$$  \hspace{1cm} (28)$$

$$N_{CFP}^t = \frac{(1 - \eta_d) N_{sd} T_{CFP}^t}{T_{SD}}.$$  \hspace{1cm} (29)

**Lemma 7.1.**  Iteration (27) converges to the fixed points $(T_{CAP}^*, T_{CFP}^*)$ with

$$T_{CAP}^* = \left\{ \begin{array}{ll}
\frac{T_{SD}^2}{T_{SD} + (1 - \eta_d) N_{SD} T_{SS}} & \text{if} \quad N_{SD} < \frac{N_{SS}}{1 - \eta_d} \left( \frac{N_{SS} - \Delta_u}{\eta_d} \right), \\
T_{SS} - \frac{\Delta_u T_{SS}}{N_{SD}} & \text{if} \quad N_{SD} \geq \frac{N_{SS}}{1 - \eta_d} \left( \frac{N_{SS} - \Delta_u}{\eta_d} \right),
\end{array} \right.$$  \hspace{1cm} (28)

and $T_{CFP}^* = T_{SD} - T_{CAP}^*$.

**Proof.** See Appendix A.4.

Lemma 7.1 gives conditions on when the CAP and CFP lengths converge. Note that the case when $\frac{N_{SS}}{1 - \eta_d} \leq N_{SD} < \frac{N_{SS}}{1 - \eta_d} \left( \frac{N_{SS} - \Delta_u}{\eta_d} \right)$, the lemma is inconclusive. We may have an oscillatory behavior. When $N_{SD} \geq \frac{N_{SS}}{1 - \eta_d} \left( \frac{N_{SS} - \Delta_u}{\eta_d} \right)$, since the average number of successfully received GTS requests is greater than the maximum number of GTSs to be allocated to devices $\Delta_u$, many GTS requests will be dropped due to the limited queue size. When $N_{SD} < \frac{N_{SS}}{1 - \eta_d} \left( \frac{N_{SS} - \Delta_u}{\eta_d} \right)$, the portion of CAP and CFP of the superframe structure is stabilized without significant drop of GTS requests.

**Proposition 7.2.**  The average number of successfully received non time-critical packets $N_{CAP}$ and GTS requests $N_{CFP}$ for a given superframe length $T_{SD}$ are given by

$$N_{CAP} = \frac{\eta_d N_{sd} T_{CAP}^*}{T_{SD}},$$  \hspace{1cm} (29)$$

$$N_{CFP} = \frac{(1 - \eta_d) N_{sd} T_{CFP}^*}{T_{SD}}.$$  \hspace{1cm} (30)

**Proof.** By following Lemma 7.1 and Eq. (28), we compute the average number of successfully received non time-critical packets and GTS requests. Note that the oscillatory behavior predicted by Lemma 7.1 does not exist if $2\Delta_u \leq N_{SS}$. The IEEE 802.15.4 MAC fulfills the convergence condition since $\Delta_u \leq N_{GTS}$ and $N_{SS} = 16$.

### 7.2. PDF of the number of received packets

We are now in the position to propose the PDF of the number of GTS requests per superframe, which has the input vector to analyze the GTS allocation mechanism of the CFP in Section 6. The challenge for the derivation of the analytical model is the stochastic behavior of all devices of the network, which makes it quite complicated and requires heavy computations to characterize the exact PDF of the number of GTS requests per superframe. In our earlier work [Park et al. 2009], it is shown that the exponential distribution is a good approximation of the packet delay distribution. Since the inter-arrival time of packet transmission can be approximated as exponentially distributed, the Poisson distribution with the mean value given in Eq. (26) approximates the arrival process of GTS requests in the CAP.

We validate the PDF of the number of received packets per superframe by using the Poisson approximation. Fig. 7 shows the PDF of the number of received data packets and requests per superframe as obtained by experiments and the Poisson distribution with the mean value given in Eqs. (29) and (30) as a function of the probabilities for generating non time-critical data packets with $\eta_d = 0.8, 1$, and traffic load with $\eta_t = \eta_p = 0.3, 0.8$ with the superframe order $SO = 5$, MAC parameters $m_0 = 3, m_1 = 8, m = 4, n = 1$, number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. The IEEE 802.15.4 MAC protocol is implemented...
on a real test-bed using the IEEE 802.15.4-based TelosB platform [Polastre et al. 2005] and Contiki OS [Dunkels et al. 2004]. Fig. 7(a) reports the PDF of the number of received data packets for the CAP without having a GTS allocation mechanism. We observe that a Poisson distribution predicts well the PDF of the number of received data packets. The higher traffic load $\eta_t = \eta_p = 0.8$ gives a greater number of received data packets than lower traffic load $\eta_t = \eta_p = 0.3$. Figs. 7(b) and 7(c) show the PDF of the number of data packets and requests per superframe for the probability of generating a non time-critical data packet $\eta_d = 0.8$. Note that the mean number of data packets for the traffic load $\eta_t = \eta_p = 0.3, 0.8$ is closer than the case of the probability for generating a non time-critical data packet $\eta_d = 1$. This is due to the decreasing CAP length caused by the GTS allocation based on the number of received requests. If the GTS allocation mechanism is activated with $\eta_d < 1$, then the CAP length decreases since the GTS allocation takes a portion of the superframe resource.

7.3. Throughput of Hybrid MAC

Here we characterize the throughput of the hybrid MAC, namely, the average amount of both non time-critical packets and time-critical packets that can be transmitted during the beacon interval of
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Fig. 8. Snapshot of reliability and packet delay as a function of traffic load $\eta_t = 0, \eta_p = 1$, the length of idle-queue $h_{TB} = 32, 96, 160$ ms, superframe order $SO = 10$ given a probability for generating a non-time critical data packet $\eta_d = 1$, and a packet length $L_p = 7$.

The normalized system throughput is defined as

$$\Theta = \frac{N_{CAP}L_{p,d} + \min(N_{CFP}, \Delta_u)\varphi_n L_{p,g}}{T_{BI}},$$

(31)

where an average number of successfully received non time-critical packets $N_{CAP}$ and GTS requests $N_{GF}$ are given in Eqs. (29) and (30), respectively. The first and second terms of the nominator in Eq. (31) gives the average number of successful non time-critical packets of the CAP and time-critical packets of the CFP in a slot unit, respectively. The normalized system throughput $\Theta$ depends on the traffic pattern since an average number of successfully received non time-critical packets $N_{CAP}$ and GTS requests $N_{GF}$ are related to the number of data packets $\varphi_n$, the frame size $L_p$, the mean and variance of requests.

8. PERFORMANCE EVALUATION

Here we present extensive experimental and simulation results of the hybrid IEEE 802.15.4 MAC to validate our analytical expressions in terms of the reliability given in Eq. (11), average packet delay given in Eq. (15), average queuing delay given in Eq. (25), and throughput given in Eq. (31).

We implement the IEEE 802.15.4 protocol to demonstrate the feasibility of the analytical model to understand the fundamental limitation of the protocol in a practical system. The IEEE 802.15.4 protocol was implemented on a test-bed using the TelosB platform [Polastre et al. 2005] running the Contiki OS [Dunkels et al. 2004] based on the specifications of the IEEE 802.15.4 [IEEE 2006]. TCP/IP communication is provided by the uIP stack [Dunkels et al. 2004]. The IEEE 802.15.4 defines one backoff as 20 symbols that correspond to 320 $\mu$s for 2.45 GHz. Since the hardware timer available for TelosB is based on a 32768 Hz clock, we use a backoff with duration of 305 $\mu$s instead of the 320 $\mu$s. The implementation is available for download [Qin and Park 2011]. We consider a typical indoor environment with concrete walls. 5, 10, 15, 25 devices are placed to mimic a star topology. Each device is at a distance of around 3 m from the coordinator. Network devices generate packets with traffic load equal to $\eta_t = \eta_p = 0.1, \ldots, 1$ and send packets to the coordinator.

We first investigate the fundamental limitation of the IEEE 802.15.4 protocol by assuming perfect channel and carrier sensing capabilities. We present the transient behavior of the protocol to show the convergence of the network behavior. Then, we focus on the stationary behavior by using the experimental results. The experiments include several values of the traffic load, the probability for generating a non time-critical packet, and superframe length. Note that we fix the beacon order...
Fig. 9. Experimental snapshot of the number of received data packets, received requests, and allocated GTSs as a function of traffic load $\eta_t = \eta_p = 0.1, 0.4, 0.9$ given a probability for generating a non-time critical data packet $\eta_d = 0.8$, a superframe order $SO = 5$, a number of time critical data packets $\tau_n = 2$ for each GTS request, and a packet length $L_p = 7$.

BO = 10 and MAC parameters $m_0 = 3, m_b = 8, m = 4, n = 1$ in the experiments. Furthermore, we discuss the effect of imperfect channel and carrier sensing capabilities by using simulations.

8.1. Transient behavior

In this subsection, we investigate the transient behavior of the protocol. In particular, we first present the convergence of the network behavior in terms of reliability and packet delay of CAP without having the GTS allocation mechanisms for a given length of the superframe. Then, we describe the transient behavior of the hybrid MAC by considering both CAP and CFP.

Fig. 8 shows the convergence of the network behavior in terms of reliability and packet delay of CAP as a function of the length of idle-queue $hT_b = 32, 96, 160$ ms, superframe order $SO = 10$ with the packet length $L_p = 7$ for $\eta_t = 0, \eta_p = 1$, which represents a similar traffic pattern with periodic packet generation time. The network contention level of the periodic traffic model significantly depends on the initial packet generation time. Hence, the initial traffic generation time is a critical factor to analyze the different performance indicators such as reliability, delay, and throughput.

To investigate the effect of the traffic model, in the experiment all devices synchronize the packet generation time to maximize the contention in the CSMA/CA algorithm of CAP at the initial time. We recall that the traffic model of the network is described in Section 4. The packet generation time adopted in this paper varies depending on the backoff time of CSMA/CA and retransmission.
time, which is different from the typical periodic traffic pattern commonly assumed in WSNs. The traffic model explicitly considers the contention level of the network. The basic idea is that as the contention level increases, the packet generation time increases so that the collisions are reduced. On the other hand, as the contention level decreases, the packet generation time decreases to increase the throughput of the network. This simple model allows us to make a statistical analysis of the performance of the network. Notice that we discuss the motivation and possible applications of traffic generation model in Section 9.

In Figs. 8(a) and 8(b), we observe a high packet loss and a high packet delay during the initial time due to the synchronized packet generation. However, this congestion is resolved after a few number of packet communications, as shown by a high reliability and low packet delay. In other words, all devices asynchronize the packet generation time to reduce the contention even though the packet generation time is synchronized at the initial time. It is interesting to observe that the reliability and packet delay are similar for different interval of packet generation by resolving the contention of the initial time. We remark that as the length of idle-queue increases, the proposed traffic model is similar to the periodic traffic model. The reason is that the length of idle-queue becomes dominant for packet generation interval rather than the packet delay.

Fig. 9 shows the analytical model of Proposition 7.2 and experimental snapshots of the number of received data packets, received requests, and allocated GTSs as a function of traffic load $\eta_t = \eta_p = 0.1, 0.4, 0.9$ given a probability for generating a non-time critical data packet $\eta_d = 0.8$, a superframe order $SO = 5$, a number of time critical data packets $\tau_n = 2$ for each GTS request, and a packet length $L_p = 7$. The analytical model predicts well the experimental results. The number of allocated GTSs of Fig. 9(c) follows well the number of received requests of Fig. 9(b) for the traffic load $\eta_t = \eta_p = 0.4$ due to the GTS allocation mechanism based on received requests. In Fig. 9(a) and 9(b), the number of received data packets and requests decreases at the 2th superframe. Note that the length of CAP decreases due to the allocated GTSs after receiving the GTS requests, i.e., there are no allocated GTSs at the beginning of the network. In Fig. 9(b), a large number of requests are received at the 22th superframe for the traffic load $\eta_t = \eta_p = 0.4$, then the coordinator allocates the available number of GTSs, which is 6, of the superframe in Fig. 9(c). We observe that the number of data packets decreases since the length of CAP decreases due to the number of allocated GTSs in Fig. 9(a). Furthermore, we remark that the saturation condition of the portion of CAP and CFP of Lemma 7.1 is observed for the traffic load $\eta_t = \eta_p = 0.9$ due to the greater number of received requests. We note that although the number of received data packets and requests varies, the average value follows well the analytical model based on the convergence condition of Lemma 7.1.

### 8.2. Reliability

Fig. 10(a) compares the reliability of the CAP without having GTS allocations $\eta_d = 1$ of our proposed model and experimental results as a function of traffic load $\eta_t = \eta_p = 0.1, \ldots, 1$ and superframe order $SO = 1, 3, 7$ with the packet length $L_p = 7$. The vertical bars indicate the standard deviation as obtained out of 5 experimental runs of $48000 \times 2^{10}$ time slots each. The analytical model of the reliability as obtained by Eq. (11) follows well the experimental results. We observe that the smaller $SO$ the worse is the reliability. The reason is that a small $SO$ increases the event of deferred attempts due to the lack of remaining slot of the CAP, and then it increases the contention at the beginning of superframe. We remark that the effect of $SO$ on the reliability of the CAP is negligible due to the extra backoff mechanism for the event of deferred attempts of the standard. In [Misic and Misic 2005; Misic et al. 2006; Jung et al. 2009], authors observe a high contention and high packet loss at the beginning of superframes since they do not consider the extra backoff mechanism for the event of deferred attempts which is explicitly described in the standard [IEEE 2006]. We remark that the number of deferred attempts increases as the traffic load increases and SO decreases. Therefore, the extra backoff mechanism for the event of deferred attempts at the beginning of superframe significantly improves the reliability of the CAP.

Fig. 10(b) shows the reliability of hybrid MAC with the CFP $\eta_d < 1$ as a function of traffic load, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe
As the number of devices increases, the probability for generating a time-critical data packet \( \eta_d = 1 \) and a packet length \( L_p = 7 \).

Fig. 10. Reliability as a function of traffic load \( \eta_t = \eta_p = 0.1, \ldots, 1 \). The vertical bars indicate the standard deviation as obtained out of 5 experimental runs of 48000 \( \times 2^{10} \) time slots each.

(a) Superframe order \( SO = 1, 3, 7 \) given a probability for generating a non time-critical data packet \( \eta_d = 1 \) and packet length \( L_p = 7 \).

(b) Superframe order \( SO = 1, 3 \) and the probabilities for generating a time-critical data packet \( 1 - \eta_d = 0.1, 0.2 \), given a number of time-critical data packets \( \varphi_n = 2 \) for each GTS request and packet length \( L_p = 7 \).

Fig. 11. Reliability as a function of the number of devices \( N = 5, \ldots, 25 \).

(a) Traffic load \( \eta_t = \eta_p = 0.2, 0.6, 0.9 \) given Superframe order \( SO = 5 \) and a probability for generating a non time-critical data packet \( \eta_d = 1 \) and packet length \( L_p = 7 \).

(b) Traffic load \( \eta_t = \eta_p = 0.6, 0.9 \) and the probabilities for generating a time-critical data packet \( 1 - \eta_d = 0.1, 0.2 \), given superframe order \( SO = 5 \) and a number of time-critical data packets \( \varphi_n = 2 \) for each GTS request and packet length \( L_p = 7 \).

order \( SO = 1, 3 \) with a number of time-critical data packets \( \varphi_n = 2 \) for each GTS request and packet length \( L_p = 7 \). The analytical model predicts well the experimental results. Since the CFP length increases as the probability for generating time-critical packet \( \eta_d \) increases, the CAP length decreases for a fixed superframe order. As we observe in Fig. 10(a), the reliability decreases as the CAP length decreases due to the deferred attempts of packet transmission. Although the CAP length is even more decreasing as the probability for generating a time-critical packet \( 1 - \eta_d \) increases, the effect of different probabilities \( 1 - \eta_d \) is negligible.

Fig. 11(a) reports the reliability of the CAP without having GTS allocations \( \eta_d = 1 \) and experimental results as a function of the number of devices \( N = 5, \ldots, 25 \), traffic load \( \eta_t = \eta_p = 0.2, 0.6, 0.9 \) and superframe order \( SO = 5 \) with the packet length \( L_p = 7 \). The analytical model predicts well the experimental results. As the number of devices increases, the reliability decreases.
due to the high contention to send a packet. We validate the analytical model also for a large-scale network $N = 50, \ldots, 100$ in Appendix A.6.

Fig. 11(b) shows the reliability of the hybrid MAC with the CFP as a function of the number of devices $N = 5, \ldots, 25$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order $SO = 5$ with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. As the probability for generating time-critical packet $1 - \eta_d$ increases, the reliability increases for given traffic load and superframe order. As we observe in Figs. 10(a) and 10(b), the reliability decreases as the probability of deferred attempts of packet transmission increases. As the length of packets increases, the probability of deferred attempts increases in Eq. (6). Because the length of GTS requests $L_{p,r}$ is less than $L_{p,d}$, the probability of deferred attempts decreases as the probability for generating time-critical packet $1 - \eta_d$ increases.

8.3. Delay

In this section, we study the average packet delay of the CAP and the average queuing delay of the GTS allocation mechanism of the CFP. Recall that the measured packet delay of the experiments with a backoff time unit 305 $\mu$s is tuned by considering the theoretically backoff time corresponding to 320 $\mu$s.

Fig. 12(a) compares the average packet delay of data packets of the pure CAP without having GTS allocations $\eta_d = 1$ given in Eq. (15), the analytical model derived from [Jung et al. 2009], and the experimental results as a function of traffic load $\eta_t = \eta_p = 0.1, \ldots, 1$ and superframe order $SO = 1, 3, 5$ with the packet length $L_p = 7$. Since in [Misić and Misić 2005; Misić et al. 2006; Jung et al. 2009] there is not direct investigation of the average packet delay with superframe structure, we derive it from the Markov chain model in [Jung et al. 2009]. Our analytical model of the average packet delay follows well the experimental results. The average packet delay increases as the traffic load increases due to the high contention. Furthermore, the average packet delay increases as the parameter $SO$ decreases. This is due to that as the parameter $SO$ decreases, the inactive period of the fixed superframe length $BO = 10$ increases. Note that if $BO = SO$, then the behavior of the hybrid MAC is very similar to CSMA/CA algorithm of the CAP, see details in [Park et al. 2009]. The average packet delay derived from [Jung et al. 2009] does not predict well the experimental results. The main reason is that [Misić and Misić 2005; Misić et al. 2006; Jung et al. 2009; Buratti

Fig. 12. Average packet delay as a function of traffic load $\eta_t = \eta_p = 0.1, \ldots, 1$. Note that “Jung” refers to the average delay expression derived from Markov chain model in [Jung et al. 2009]. The reason that the model in [Jung et al. 2009] is not accurate is that it does not explicitly consider the deferred attempt of the backoff state.
Fig. 13. Average packet delay as a function of the number of devices $N = 5, \ldots, 25$. The analytical model of the average packet delay predicts well the experimental results. As the number of devices increases, the average packet delay increases due to the high busy channel and collision probabilities.

2010] do not explicitly consider the deferred attempt of the backoff state. We remark that the deferred attempt of the backoff state becomes a critical factor as decreasing the parameter SO because more packets are delayed for the inactive period before actual packet transmission. Furthermore, the backoff mechanism for the deferred attempt is not considered as we discussed in Section 8.2.

Fig. 12(b) shows the average packet delay of the hybrid MAC with the CFP as a function of traffic load, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order SO = 5 with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. We observe a similar behavior of the average packet delay of the hybrid MAC as the delay of the pure CAP reported in Fig. 12(a). The average packet delay increases as the probability for generating a non time-critical data packet increases. This is due to that as the GTS requests increases, the portion of the CFP increases for the fixed superframe length. Therefore, the deferred packet delay increases since a device waits more time for the inactive period and the CFP. By a similar argument, we see that the average packet delay of hybrid MAC in Fig. 12(b) is higher than the delay of the pure CAP in Fig. 12(a). Note the scale of the axis.

Fig. 13(a) reports the analytical model of the average packet delay of the pure CAP and the experimental results as a function of the number of devices $N = 5, \ldots, 25$, traffic load $\eta = \eta_p = 0.2, 0.6, 0.9$ and superframe order SO = 5 with the packet length $L_p = 7$. The analytical model of the average packet delay predicts well the experimental results. As the number of devices increases, the average packet delay increases due to the high busy channel and collision probabilities.

Fig. 13(b) shows the average packet delay of the hybrid MAC with the CFP as a function of the number of devices, traffic load $\eta = \eta_p = 0.6, 0.9$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order SO = 5 with a number of time-critical data packets $\varphi_n = 2$ for each GTS request, and the packet length $L_p = 7$. Similar to Fig. 12(b), the average packet delay increases as the probability for generating a time-critical data packet increases because the portion of the CFP increases for the fixed superframe length. It is interesting to observe that the difference of the average packet delay for the lower traffic load $\eta = \eta_p = 0.6$ is almost constant for different probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$.

Next, we discuss the queuing delay of the GTS allocation mechanism. Fig. 14 shows the average queuing delay of the CFP as a function of traffic load, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order SO = 5, 7, 9 with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. The analytical model of the
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Fig. 14. Average queuing delay of GTS request as a function of traffic load $\eta_t = \eta_p = 0.1,\ldots,1$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order $SO = 5, 7, 9$ with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$.

Fig. 15. Average queuing delay of GTS request as a function of the number of devices $N = 5,\ldots,25$, traffic load $\eta_t = \eta_p = 0.6$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order $SO = 5, 7$ with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$.

The queuing delay given by Eq. (25) predicts well the experimental results. As the traffic load $\eta_t = \eta_p$ and the probability for generating a time-critical data packet $1 - \eta_d$ increase, the queuing delay increases due to a higher number of received GTS requests at the coordinator. By a similar argument, as the parameter $SO$ increases, the queuing delay increases due to a higher number of received GTS requests. Observe that the queuing delay is saturated when the number of received GTS requests increases for higher traffic load and higher superframe order because of the maximum number of GTSs to be allocated to devices, see details in Section 6.1.

Fig. 15 reports the average queuing delay of the CFP as a function of the number of devices $N = 5,\ldots,25$, traffic load $\eta_t = \eta_p = 0.6$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order $SO = 5, 7$ with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. By a similar argument of Fig. 15, as the number of devices increases, the queuing delay increases due to a higher number of received GTS requests at the coordinator. Hence, the queuing delay of the GTS allocation mechanism is not only dependent on the traffic load, probability for generating a time-critical data packet, and superframe order but also the number of devices of the network.
Throughput as a function of traffic load $\eta_t = \eta_p = 0.1, \ldots, 1$ and superframe order SO = 3, 5, 7, 9 with a probability for generating a non time-critical data packet $\eta_d = 1$ and packet length $L_p = 7$. We observe a similar results as the one in [Jung et al. 2009]. However, recall that our model is much more general because we consider the CFP.

Fig. 17 reports the throughput of the pure CAP without having GTS allocation and experimental results as a function of number of devices $N = 5, \ldots, 25$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ and superframe order SO = 9 with the packet length $L_p = 7$. The throughput of the CAP increases as the number of devices $N = 5, \ldots, 25$ increases for the lower traffic load $\eta_t = \eta_p = 0.2, 0.6$. However, the throughput of the CAP decreases as the number of devices $N = 10, \ldots, 25$ increases for the higher traffic load $\eta_t = \eta_p = 0.9$. Furthermore, it is interesting to observe that the throughput of the CAP for the different traffic load $\eta_t = \eta_p = 0.6, 0.9$ is similar for given number of devices.
Fig. 18. Throughput as a function of traffic load $\eta_t = \eta_p = 0.1, \ldots, 1$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order SO = 3, 5, 7 with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. We remark that the model in [Jung et al. 2009] does not take into account the CFP of the superframe. Fig. 18(a) presents the overall throughput, namely the sum of throughput of the CAP in Fig. 18(b) and the CFP in Fig. 18(c). We observe a similar trend to the throughput of the CAP as in Fig. 16. The throughput of the CAP and CFP increases as the traffic load $\eta_t = \eta_p$ and SO increase. It is interesting to observe that as the probability for generating a time-critical data packet $1 - \eta_d$ increases, the throughput of CFP increases, however the throughput of the CAP decreases. Hence, there is a tradeoff between throughput of the CAP and CFP for a fixed superframe length. In our setup, the throughput of the CAP is more dominant for the overall throughput of the network. Main reason is that the throughput of the CFP is strictly limited by the maximum number of GTSs. For the lower parameter SO = 3, 5, the overall throughput of different probabilities for generating a time-critical data packets is closer with respect to the throughput of the CAP because the throughput of the CFP compensates the lower throughput of the CAP. Therefore, the throughput of the hybrid MAC depends on the probability for generating time-critical packets.

$N = 25$. We note that the network is stable for the lower traffic load $\eta_t = \eta_p = 0.6$, whereas it is not for the higher traffic load $\eta_t = \eta_p = 0.9$. The throughput of hybrid MAC as a function of traffic load, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order SO = 3, 5, 7 with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. We remark that the model in [Jung et al. 2009] does not take into account the CFP of the superframe. Fig. 18(a) presents the overall throughput, namely the sum of throughput of the CAP in Fig. 18(b) and the CFP in Fig. 18(c). We observe a similar trend to the throughput of the CAP as in Fig. 16. The throughput of the CAP and CFP increases as the traffic load $\eta_t = \eta_p$ and SO increase. It is interesting to observe that as the probability for generating a time-critical data packet $1 - \eta_d$ increases, the throughput of CFP increases, however the throughput of the CAP decreases. Hence, there is a tradeoff between throughput of the CAP and CFP for a fixed superframe length. In our setup, the throughput of the CAP is more dominant for the overall throughput of the network. Main reason is that the throughput of the CFP is strictly limited by the maximum number of GTSs. For the lower parameter SO = 3, 5, the overall throughput of different probabilities for generating a time-critical data packets is closer with respect to the throughput of the CAP because the throughput of the CFP compensates the lower throughput of the CAP. Therefore, the throughput of the hybrid MAC depends on the probability for generating time-critical packets.
In Fig. 19, we show that the portion of CAP and CFP is critical to maximize the throughput of the hybrid MAC. Fig. 19 reports the throughput of hybrid MAC as a function of the number of devices $N = 5, \ldots, 25$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$, the probabilities for generating a time-critical data packet $1 - \eta_d = 0.1, 0.2$, and superframe order $SO = 3$ with a number of time-critical data packets $\varphi_n = 2$ for each GTS request and packet length $L_p = 7$. With a similar argument as in Fig. 18, we clearly observe a tradeoff between throughput of the CAP and CFP for a fixed superframe length. For the higher traffic load $\eta_t = \eta_p = 0.9$, the throughput of the CAP is dominant for the overall throughput. In other words, it is better to decrease the probability for generating a time-critical data packet $1 - \eta_d$ to maximize the overall throughput for the higher traffic load. However, by comparing Figs. 18(a) and 18(b) for the lower traffic load $\eta_t = \eta_p = 0.2$, we clearly observe that the compensation of the CAP becomes dominant for the overall throughput. The overall throughput increases as the probability for generating a time-critical data packet $1 - \eta_d$ increases for the lower traffic load $\eta_t = \eta_p = 0.2$. For the traffic load $\eta_t = \eta_p = 0.6$, we remark that the throughput of the CAP is dominant for the greater number of devices $N = 20, 25$, however, the throughput of the CAP becomes dominant for the less number of devices $N = 5, \ldots, 15$. Therefore, the optimal portion of the CFP to maximize the overall throughput depends on the traffic load of the network. We note that this observation of the IEEE 802.15.4 protocol is not general because the TDMA mechanism is in general better to maximize the throughput for the higher traffic load.
It is because of the limited usability of the GTS allocation mechanism as described in Sections 2.2 and 6.2.

8.5. Effect of imperfect channel and carrier sensing

Even though the assumption of the perfect wireless channel and carrier sensing plays a critical role to understand the fundamental limitations of the IEEE 802.15.4 protocol, wireless channel and carrier sensing in practice are not perfect. In this section, we first analyze the effect of imperfect wireless channel and then discuss the system performance with the imperfect carrier sensing through simulations. The main reason to use the simulation is that it is difficult to characterize the wireless channel and carrier sensing failure in real world experiments. We compare the computation time of the analytical model and simulation in Appendix A.5.

Fig. 20 compares the reliability and average packet delay of the CAP without having GTS allocations $\eta_d = 1$ of our proposed model and simulation results as a function of the probabilities of the bad channel $p = 0.1, \ldots, 0.5$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$, beacon order $BO = 8$, superframe order $SO = 7$ with the packet length $L_p = 7$. We use the COOJA simulator [Osterlind et al. 2006] to analyze the effect of the imperfect wireless channel modeled by a Bernoulli random process. The analytical model of the reliability as obtained by Eq. (11) predicts well the simulation results. The reliability decreases as the probability of bad channel increases due to the greater number of retransmissions. Note that each device retransmits a packet if an ACK is not received within the maximum number of retries. For the same reason, the average packet delay increases as the probability of the bad channel increases.

Now, we analyze the performance of CSMA/CA algorithm in the presence of carrier sensing errors. Two types of carrier sensing errors, i.e., false negative and false positive, are considered, and their impact on the system performance is analyzed using simulation results. A false negative failure is that carrier sensing incorrectly detects that the medium is idle when it is actually busy. A false positive event occurs when a busy state is reported when the medium is idle. We model carrier sensing failures by independent Bernoulli trials with success probability $1 - \gamma$ where $0 < \gamma < 1$. The independence of the trial results is assumed to be over all links and time slots.

Fig. 21 presents the reliability and average packet delay of the CAP without having GTS allocations $\eta_d = 1$ of simulation results as a function of the probabilities of the carrier sensing error $\gamma = 0.1, \ldots, 0.5$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$, beacon order $BO = 8$, superframe order $SO = 7$ with the packet length $L_p = 7$. Note that “false negative” and “false negative+positive” refer to the consideration of the false negative event and the combined event of the false nega-
to optimize the sample period their timers expire. When a node sends a packet successfully losses and varying delays. Independent control application tend to transmit sensor measurements to the controller over a WSN using the IEEE 802.15.4 protocol. We consider multiple plants controlled over a WSN using the IEEE 802.15.4 MAC protocol.

9. DISCUSSIONS

The traffic model of this paper is motivated by typical control applications. In [Park et al. 2010], it is shown how the IEEE 802.15.4 MAC protocol can be used for real-time feedback control systems. We consider multiple plants controlled over a WSN using the IEEE 802.15.4 protocol. N plants contend to transmit sensor measurements to the controller over a wireless network that induces packet losses and varying delays. Independent control applications asynchronously generate packets when their timers expire. When a node sends a packet successfully or discards a packet, it stays in an idle period for h seconds without generating new packets. We remark that controllers can be designed to optimize the sample period h [Araujo et al. 2011; Mazo and Tabuada 2011]. Furthermore, it is possible to assign different probabilities of traffic generation $\eta_t, \eta_p$. For instance, if $\eta_t = 1$, then it becomes saturated traffic, if $\eta_t = 0, \eta_p = 1$, then the traffic pattern is similar to the one of periodic traffic model. We believe that the packet generation probabilities $\eta_t, \eta_p$ and the length of idle-queue $h$ allows us to model different traffic patterns for different applications.

One of the interesting problems we highlighted is the high contention at the beginning of the superframe when many devices attempt to transmit packets after a long inactive period. This problem is similar to the batched arrivals described in [Bender et al. 2005]. Since a maximum number of backoffs and retries are strictly limited by the CSMA/CA algorithm, the reliability may significantly decrease at the beginning of the superframe, whereas the network may be underutilized for the remaining time except this initial high contention. Hence, each device may delay the activation of the CSMA/CA algorithm at the beginning of the superframe even though it has a packet to trans-
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Each device may run an activation timer of the CSMA/CA algorithm to spread the contention equally during the superframe. Therefore, the traffic generation model proposed in this paper can be used for an activation timer of the CSMA/CA algorithm to guarantee a stable network performance.

10. CONCLUSIONS

In this paper, we developed an analytical framework for modelling the behavior of the MAC protocol of the IEEE 802.15.4 standard in the hybrid modality. Since the hybrid MAC provides a random access scheme of the CAP and a deterministic access scheme of the CFP in each superframe, the analysis of the mutual effects of these two schemes provides a fundamental step towards the understanding of the performance of the IEEE 802.15.4 MAC. We first model the contention access scheme of the MAC exponential backoff process through an extended Markov chain, which included channel, retry limits, ACKs, unsaturated traffic, and superframe period. With respect to the previous literature, a substantial novelty of our model is that it explicitly considered the deferred attempt of the backoff state and the extra backoff mechanism for the event of deferred attempts, which are crucial for an accurate analysis of the reliability and delay. Then, we analyzed the behavior of contention free scheme using a new Markov chain. To connect the two access modalities, the probability distribution function of the number of received GTS requests per superframe was used as the input parameter to analyze the performance of the CFP.

We evaluated the network performance in terms of reliability of the CAP, average packet delay of the CAP, queuing delay of the CFP, and throughput of the overall hybrid MAC. The network performance was evaluated through the transient behavior of reliability and packet delay of CAP and number received non-time critical packets, number of received requests, and number of allocated GTSs per superframe of hybrid MAC. We compared the analytical model to an experimental implementation, and thereby presented the first comparison of an analytical model of the IEEE 802.15.4 MAC to real experiments. The protocol was implemented on Contiki, and was tested on the IEEE 802.15.4-based TelosB platform. Experimental results confirmed that the proposed analysis offers a satisfactory accuracy. It was determined under which conditions the superframe structure of IEEE 802.15.4 is stable. Furthermore, we showed that a Poisson distribution approximates well the number of successfully received packets for a given CAP length. The mutual effect between throughput of the random access and the TDMA scheme for a fixed superframe length was shown to be critical to maximize the throughput of the hybrid MAC. We showed that the throughput of the random access mechanism is a dominant factor with respect to the one of GTS allocation mechanism in the high traffic load due to the strict limitation of the GTS allocation in the standard. Furthermore, it is shown that the effect of imperfect channel and carrier sensing failures on system performance heavily depends on the traffic load and limited range of the protocol parameters. The false positive failure affects not only the packet delay but also the reliability in the lower traffic load mainly due to the limited number of backoffs.
APPENDIX

Table II. Main symbols used in the paper. The italic names on the right side of the table are defined in the IEEE 802.15.4 standard, see [IEEE 2006] in the manuscript.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>BO</td>
<td>Beacon order</td>
</tr>
<tr>
<td>SO</td>
<td>Superframe order</td>
</tr>
<tr>
<td>$E[D]$</td>
<td>Average delay for successfully received packets of CSMA/CA mechanism</td>
</tr>
<tr>
<td>$E[D_q(t)]$</td>
<td>Average queuing delay of the GTS allocation mechanism at superframe $t$</td>
</tr>
<tr>
<td>$E[\psi_a]$</td>
<td>Average service time for successfully received packet</td>
</tr>
<tr>
<td>$E[\psi_{dc}]$</td>
<td>Average service time for discarded packet due to channel access failure</td>
</tr>
<tr>
<td>$E[\psi_{dr}]$</td>
<td>Average service time for discarded packet due to retry limits</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Successful packet transmission time with ACK</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Packet collision time with ACK mechanism</td>
</tr>
<tr>
<td>$L_g$</td>
<td>Successful packet transmission time without ACK</td>
</tr>
<tr>
<td>$L_p$</td>
<td>Total packet length including overhead and payload</td>
</tr>
<tr>
<td>$m$</td>
<td>Maximum number of backoffs, $macMaxCSMABackoffs$</td>
</tr>
<tr>
<td>$m_0$</td>
<td>Minimum value of backoff exponent, $macMinBE$</td>
</tr>
<tr>
<td>$m_b$</td>
<td>Maximum value of backoff exponent, $macMaxBE$</td>
</tr>
<tr>
<td>$n$</td>
<td>Maximum number of retries, $macMaxFrameRetries$</td>
</tr>
<tr>
<td>$N$</td>
<td>Total number of devices of the network</td>
</tr>
<tr>
<td>$N_{nc}$</td>
<td>Average number of successfully received non time-critical packets</td>
</tr>
<tr>
<td>$N_{ncp}$</td>
<td>Average number of successfully received GTS requests</td>
</tr>
<tr>
<td>$N_{DPT}$</td>
<td>Number of superframes in which a GTS descriptor exists, $aGTSDescPersistenceTime$</td>
</tr>
<tr>
<td>$N_{GTS}$</td>
<td>Maximum number of GTS descriptors</td>
</tr>
<tr>
<td>$N_{SD}$</td>
<td>Number of slots contained in a superframe</td>
</tr>
<tr>
<td>$N_{SDO}$</td>
<td>Average number of successfully received any packets</td>
</tr>
<tr>
<td>$P_c$</td>
<td>Probability of bad channel</td>
</tr>
<tr>
<td>$P_{dc}$</td>
<td>Probability that the packet is discarded due to channel access failure</td>
</tr>
<tr>
<td>$P_{dr}$</td>
<td>Probability of a packet being discarded due to retry limits</td>
</tr>
<tr>
<td>$T_b$</td>
<td>Basic time unit, $aUnitBackoffPeriod$</td>
</tr>
<tr>
<td>$T_{BI}$</td>
<td>Length of beacon interval</td>
</tr>
<tr>
<td>$T_{SD}$</td>
<td>Length of superframe duration</td>
</tr>
<tr>
<td>$T_{CAP}$</td>
<td>CAP length</td>
</tr>
<tr>
<td>$T_{CFP}$</td>
<td>CFP length</td>
</tr>
<tr>
<td>$T_{SP}$</td>
<td>Length of inactive period</td>
</tr>
<tr>
<td>$T_{SS}$</td>
<td>Length of superframe slot</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Length of superframe when $SO = 0$</td>
</tr>
<tr>
<td>$T_{min}$</td>
<td>Minimum CAP length, $aMinCAPLength$</td>
</tr>
<tr>
<td>$T_{cap}$</td>
<td>Fixed point of the CAP length</td>
</tr>
<tr>
<td>$T_{cfp}$</td>
<td>Fixed point of the CFP length</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Busy channel probability of $CCA_1$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Busy channel probability of $CCA_2$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Probability of carrier sensing failures</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Maximum number of GTSs to be allocated to devices</td>
</tr>
<tr>
<td>$\eta_l$</td>
<td>Packet generation probability after the device sends a packet successfully or discard a packet</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>Packet generation probability when the sampling interval is expired</td>
</tr>
<tr>
<td>$\eta_d$</td>
<td>Probability to generate a non time-critical data packet</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Normalized throughput of the network</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>Minimum number of superframe slots for a single GTS</td>
</tr>
<tr>
<td>$\pi_k$</td>
<td>Probability of $k$ successful requests during the CAP</td>
</tr>
<tr>
<td>$\pi_k^t$</td>
<td>Probability of state $k$ at time $t$ of Markov chain for the GTS allocation mechanism</td>
</tr>
<tr>
<td>$p_t$</td>
<td>Probability of deferred attempts due to the lack of the transmission time in a CAP</td>
</tr>
<tr>
<td>$p_b$</td>
<td>Probability of deferred attempts due to the lack of the backoff counter time in a CAP</td>
</tr>
<tr>
<td>$p_s$</td>
<td>Channel sensing probability</td>
</tr>
<tr>
<td>$\nu_T$</td>
<td>Number of time-critical data packets for each GTS request</td>
</tr>
</tbody>
</table>
A.1. Proof of Proposition 5.1

We follow two steps to compute the stationary probability. First, we derive the state transition probability of Markov chain. Second, a normalization condition is applied to compute the probability $S_{0,0,0,0}$.

First, the state transition probabilities associated to the Markov chain of Fig. 3 are

\begin{align*}
P(i, j, k, 0|i, j + 1, k, 0) &= 1 - \rho_b, \quad \text{for } k \geq 0, \\
P(i, j, k, 1|i, j + 1, k, 1) &= 1, \quad \text{for } k \geq 0, \\
P(i, j, k, 0|i - 1, 0, k, 0) &= \frac{(1 - \rho_l)(\alpha + (1 - \alpha)\beta)}{W_i}, \quad \text{for } i \leq m, \\
P(0, j, k, 0|i, 0, k - 1, 0) &= \frac{P_e(1 - \rho_l)(1 - \alpha)(1 - \beta)}{W_0}, \quad \text{for } k \leq n, \\
P(0, j, k, 1|i, 0, k - 1, 1) &= \frac{P_e(1 - \alpha)(1 - \beta)}{W_0}, \quad \text{for } k \leq n, \\
P(Q_0|m, 0, k, 0) &= (1 - \eta_l)(1 - \rho_l)(\alpha + (1 - \alpha)\beta), \quad \text{for } k < n, \\
P(Q_0|m, 0, k, 1) &= (1 - \eta_l)(\alpha + (1 - \alpha)\beta), \quad \text{for } k < n, \\
P(Q_0|i, 0, n, 0) &= (1 - \eta_l)(1 - \rho_l)(1 - \alpha)(1 - \beta), \quad \text{for } i < m, \\
P(Q_0|i, 0, n, 1) &= (1 - \eta_l)(1 - \alpha)(1 - \beta), \quad \text{for } i < m, \\
P(0, j, 0, 0|Q_0) &= \frac{\eta_l}{W_0}, \quad \text{for } j \leq W_0 - 1.
\end{align*}

Eq. (32) corresponds to the decrement of backoff counter of non-deferred transmission, which happens with probability $1 - \rho_b$. Eq. (33) models the decrement of backoff counter after the event of deferred attempts, which happens with probability 1. Recall that we assume that the maximum number of deferred attempts of a single packet transmission is 1 in Section 4. Eq. (34) represents the probability of selecting uniformly a state in the next backoff stage of non-deferred transmission after finding busy channel in CCA1 or CCA2. Eqs. (35) and (36) give the probability of picking uniformly a state in the next retransmission stage after the packet collision or bad channel of non-deferred and deferred transmission, respectively. Eqs. (37) and (38) represent the probability of going back to the idle-queue stage due to the channel access failure of non-deferred and deferred transmission, respectively. Eqs. (39) and (40) give the probability of going back to the idle-queue stage due to the retry limits of non-deferred and deferred transmission, respectively. Finally, Eq. (41) models the probability of going back to the first backoff stage from the idle-queue stage.

Next, we derive the closed form expression for the chain of Fig. 3. Let us first consider the stationary probability of non-deferred transmission $l = 0$. Owing to the chain regularities and Eqs. (32) and (34), we have $S_{i,0,k,0} = y_i S_{i-1,0,k,0}$ where

\[ y_i = \frac{(1 - \rho_l)(\alpha + (1 - \alpha)\beta)}{W_i} \sum_{j=0}^{W_i-1} (1 - \rho_b)^j, \quad i \geq 1, \]

and $y_0 = 1$. By using the product of $y_i$, the stationary probability $S_{i,0,k,0}$ is rewritten as follows

\[ S_{i,0,k,0} = \xi_i S_{0,0,k,0}, \]

where $\xi_i = \prod_{r=1}^{i} y_r$ and $\xi_0 = 1$. From Eqs. (32) and (34), we have

\[ S_{i,j,k,0} = \frac{1}{W_i} \left( 1 + \sum_{r=j+1}^{W_i-1} (1 - \rho_b)^{W_i-r} \right) (1 - \rho_l) S_{i-1,0,k,0}. \]
where \( x = \alpha + (1 - \alpha)\beta \). Then, we obtain
\[
S_{i,j,k,0} = \varpi_{i,j}S_{i,0,k,0},
\] (43)
where \( \varpi_{i,j} = \frac{1 - (1 - \rho_b)W_{i-j}}{1 - (1 - \rho_b)W_i} \).

From Eqs. (35) and (42), we have
\[
S_{i,0,k,0} = P_c(1 - \rho_t)(1 - \alpha)(1 - \beta) \sum_{j=0}^{m} \frac{(1 - \rho_b)^j}{W_0} S_{i,0,k-1,0} = g^k S_{0,0,0,0},
\] (44)
where \( g = P_c(1 - \rho_t)(1 - \alpha)(1 - \beta) \sum_{i=0}^{m} \xi_i \sum_{j=1}^{W_i-1} \frac{(1 - \rho_b)^j}{W_0} \). Now, we characterize the stationary probability of the deferred transmission \( l = 1 \). From Eqs. (36) and (42)–(44), we derive
\[
S_{i,0,k,1} = (\alpha + (1 - \alpha)\beta)S_{i-1,0,k,1}u(i - 1) + \rho_t S_{i,0,k,0} + \rho_b \sum_{j=1}^{W_i-1} S_{i,j,k,0}
\]
\[
+ P_c(1 - \alpha)(1 - \beta) \sum_{i=0}^{m} S_{i,0,k-1,1} \delta(i)u(k - 1)
\]
\[
= xS_{i-1,0,k,1}u(i - 1) + \left( \rho_t + \rho_b \sum_{j=1}^{W_i-1} \varpi_{i,j} \right) \xi_i g^k S_{0,0,0,0}
\]
\[
+ P_c(1 - x) \sum_{i=0}^{m} S_{i,0,k-1,1} \delta(i)u(k - 1),
\]
where \( u(i) \) is the unit step function and \( \delta(i) \) is the unit delta function. For \( k = 0 \), we obtain
\[
S_{i,0,0,1} = \zeta_i S_{0,0,0,0},
\]
where \( \zeta_i = x^i + x^i \sum_{r=1}^{i} \frac{\varpi}{c}, z_i = \rho_t + \rho_b \sum_{j=1}^{W_i-1} \varpi_{i,j}, c = \zeta_0 = \xi_0 = \rho_t + \rho_b \sum_{j=1}^{W_i-1} \varpi_{0,j} \).

Analogously, we derive the following recursive formula:
\[
S_{i,0,k,1} = v_{i,k} S_{0,0,0,0}
\] (45)
where \( v_{i,k} = \zeta_i g^k + x^i a_k, v_{0,0} = \rho_t + \rho_b \zeta_0 \sum_{j=1}^{W_i-1} \varpi_{0,j}, \)
\[
a_k = P_c(1 - x) \sum_{i=0}^{m} v_{i,k-1}, \quad k \geq 1,
\] (46)
and \( a_0 = 0 \). By putting together Eqs. (36) and (42)–(44), we obtain
\[
S_{i,j,k,1} = \rho_b S_{i,j,k,0} + \frac{\rho_t}{W_i} S_{i,0,k,0} + \frac{\rho_b}{W_i} S_{i,r,k,1} + \frac{\alpha + (1 - \alpha)\beta}{W_i} S_{i-1,0,k,1}u(i - 1)
\]
\[
+ P_c(1 - \alpha)(1 - \beta) \frac{m}{W_0} \sum_{i=0}^{m} S_{i,0,k-1,1} \delta(i)u(k - 1)
\]
\[
= \left[ \sum_{r=1}^{W_i-1} \rho_b \varpi_{i,r} \xi_i g^k + \rho_t \frac{W_i - j}{W_i} \xi_i g^k + x \frac{W_i - j}{W_i} v_{i-1,k} u(i - 1) \right]
\]
\[
+ P_c(1 - x) \frac{W_0 - j}{W_0} \sum_{i=0}^{m} v_{i,k-1} \delta(i)u(k - 1) \right] S_{0,0,0,0}.
\] (47)
modelling and stability analysis of hybrid multiple access in IEEE 802.15.4 protocol

by considering the state transition probability of the Markov chain, we apply the normalization condition to compute the state probability $S_{0,0,0,0}$. The normalization condition is

$$\eta_d S_\sigma (\rho_t, d, L_{p,d}) + (1 - \eta_d) S_\sigma (\rho_t, r, L_{p,r}) = 1,$$  \hspace{1cm} (48)

where

$$S_\sigma (\rho_t, L_p) = \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} S_{i,j,k,0} + \sum_{i=0}^{m} \sum_{k=0}^{1} S_{i,-1,k,0} + \sum_{k=0}^{1} \left( L_{s_{-1,i}} \sum_{j=0}^{1} S_{s_{-1,i},j,k,0} + \sum_{j=0}^{1} \sum_{l=0}^{1} S_{s_{-1,i},0,j,l} \right) + \sum_{i=0}^{m} Q_i,$$

* is 1 for a non-time-critical data packet and 2 for a GTS request of a time-critical data packet and $\rho_{t,d}$ and $\rho_{t,r}$ are the probabilities of the event of deferred transmission for a non-time-critical packet with packet length $L_{p,d}$ and a GTS request for time-critical packet with request length $L_{p,r}$, respectively. In Eq. (48), the first and second term are related to a non-time-critical data packet and a GTS request of time-critical data packet, respectively. We next derive the expressions of each term in Eq. (48). From Eqs. (42)–(44), we have

$$\sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} S_{i,j,k,0} = \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} c_{i,j,k} W_{i,j,k} = \frac{1 - g^{n+1}}{1 - g} \sum_{i=0}^{m} \sum_{j=0}^{n} c_{i,j} W_{i,j} S_{0,0,0,0}.$$  \hspace{1cm} (49)

Similarly, from Eqs. (42)–(47), we have

$$\sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} S_{i,j,k,1} = \left[ \rho_t \sum_{i=0}^{m} \sum_{j=0}^{n} c_{i,j} W_{i,j} + \rho_r \sum_{i=0}^{m} \sum_{j=0}^{n} c_{i,j} W_{i,j} S_{0,0,0,0} \right] + \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} W_{i,j,k} \eta (\rho_t - \rho_r) \left( 1 - x \right) \sum_{j=0}^{n} \sum_{k=0}^{1} v_{i,j,k} \delta (i - 1) S_{0,0,0,0}.$$  \hspace{1cm} (50)

From Eqs. (42) and (44), it follows

$$\sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} S_{i,-1,i,0} = \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} (1 - \rho_t) (1 - \alpha) S_{i,0,0,0} = \frac{1 - g^{n+1}}{1 - g} \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} c_{i,j,k} S_{0,0,0,0}.$$  \hspace{1cm} (51)

Similarly, from Eq. (45), we obtain

$$\sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} S_{i,-1,i,1} = \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} (1 - \alpha) S_{i,0,0,1} = \sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{k=0}^{1} v_{i,j,k} S_{0,0,0}.$$  \hspace{1cm} (52)

Analogously, the packet transmission state follows:

$$\sum_{j=0}^{n} \sum_{k=0}^{1} S_{j+1,i,j,k,l} + \sum_{j=0}^{n} \sum_{l=0}^{1} S_{j,i,j,0,l} = (L_s (1 - P_r) (1 - \beta) + L_c P_r (1 - \beta)) \sum_{i=0}^{m} \sum_{j=0}^{n} S_{i,-1,i,0,l},$$

where the last triple sum is the sum of Eqs. (51) and (52). To derive the idle-queue state probability, we first compute the state probability of the failure events due to the limited number of backoff
stages \( m \) and the retry limit \( n \) and the successful transmission. From Eqs. (37) and (38), the state probability of the failure events due to the limited number of backoff stages \( m \) is

\[
\sum_{k=0}^{n} (1 - \rho_t)x S_{m,0,k,0} + \sum_{k=0}^{n} x S_{m,0,k,1} = \left( (1 - \rho_t) x \xi_m \frac{1 - g^{n+1}}{1 - g} + x \sum_{k=0}^{n} v_{m,k} \right) S_{0,0,0,0}. \tag{54}
\]

Similarly, from Eqs. (39), (40), (42) and (44), the state probability of the failure events due to the limited number of the retry limit \( n \) is

\[
\sum_{i=0}^{m} P_e (1 - \beta) S_{i,-1,n,0} + P_e (1 - \beta) S_{i,-1,n,1} = \sum_{i=0}^{m} P_e (1 - \rho_t) (1 - \alpha) (1 - \beta) S_{i,0,n,0} + P_e (1 - \alpha) (1 - \beta) S_{i,0,n,1} = \left( P_e (1 - \rho_t) (1 - \alpha) (1 - \beta) \sum_{i=0}^{m} \xi_i g^n + P_e (1 - \alpha) (1 - \beta) \sum_{i=0}^{m} v_{i,n} \right) S_{0,0,0,0}. \tag{55}
\]

The state probability of the successful transmission follows by summing Eqs. (51) and (52):

\[
\sum_{i=0}^{m} \sum_{k=0}^{i} (1 - P_e) (1 - \beta) S_{i,-1,k,i} . \tag{56}
\]

By putting together Eqs. (54), (55) and (56), the idle-queue state probability is

\[
Q_0 = 1 - \frac{\eta_p}{\eta} \left( (1 - \rho_t) x \xi_m \frac{1 - g^{n+1}}{1 - g} + x \sum_{k=0}^{n} v_{m,k} + P_e (1 - \rho_t) (1 - \alpha) (1 - \beta) \sum_{i=0}^{m} \xi_i g^n 
+ P_e (1 - \alpha) (1 - \beta) \sum_{i=0}^{m} v_{i,n} + (1 - P_e) (1 - \beta) \left( (1 - \rho_t) (1 - \alpha) \frac{1 - g^{n+1}}{1 - g} \sum_{i=0}^{m} \xi_i 
+ (1 - \alpha) \sum_{i=0}^{m} \sum_{k=0}^{i} v_{i,k} \right) \right) S_{0,0,0,0}. \tag{57}
\]

Hence, \( \sum_{i=0}^{h} Q_i = h Q_0 \) where \( h \) is the length of idle-queue state without generating packets as described in Section 4. Note that Eqs. (49)–(53) and (57) give the state values \( S_{i,j,k,l} \) as a function of \( S_{0,0,0,0} \). By replacing Eqs. (49)–(53) and (57) in the normalization condition given by Eq. (48), we obtain the expression for \( S_{0,0,0,0} \).

### A.2. Proof of Proposition 5.3

To compute the average delay, we need some intermediate technical steps. In particular, we characterize (a) the expected value of the backoff delay due to busy channel and (b) the expression of the delay due to collision or bad channel after two successful CCAs. We first address the average backoff delay due to busy channel in the following.

Let \( d_i \) be the random time associated to the successful CCAs of a packet at the \( i \)-th backoff stage. Denote by \( \mathcal{A}_i \) the event of two successful CCAs at time \( i + 1 \) after \( i \)-th events of unsuccessful CCAs. Let \( \mathcal{A} \) be the event of successful CCAs within the total attempts \( m \). Then, the backoff delay for two successful CCAs after the \( i \)-th unsuccessful attempt is

\[
d = \sum_{i=0}^{m} 1_{\mathcal{A}_i} \mathcal{A}_i d_i ,
\]

where \( 1_{\mathcal{A}_i} \mathcal{A}_i \) is 1 if \( \mathcal{A}_i \mathcal{A} \) holds, and 0 otherwise.

By considering the deferred attempt, we divide the events of two successful CCAs at time \( i + 1 \), given \( i \) previous unsuccessful CCAs, as follows: (a) the event of successful CCAs without any deferred attempts during \( i + 1 \) attempts (b) the event of successful CCAs at the deferred attempt (c)
Consider the attempt of CCA of the and models worst case, i.e., a failure of the second sensing (model, see our previous work [Park et al. 2009] in the manuscript). The term sensing failure takes the event of successful CCAs after the deferred attempts during i previous unsuccessful attempts. There are two events which depend on the previous deferred attempt before the current i + 1 attempts as follows: the event of successful CCAs without any deferred attempts and with a deferred attempt before current i + 1 attempts.

Let \( \mathcal{B}_{0,i} \) be the event of successful CCAs without any deferred attempts before and during i + 1 attempts with i \( \in \{0, \ldots, m\} \). The probability of such an event is

\[
\Pr[\mathcal{B}_{0,i}] = \varepsilon_i \sum_{k=0}^{i} (1 - \rho_k) \left( \sum_{j=0}^{W_i-1} \frac{(1 - \rho_J)^j}{W_j} \right) (1 - \alpha)(1 - \beta),
\]

where

\[
\varepsilon_i = \begin{cases} 
+1 & \text{if } i \geq 1, \\
1 & \text{otherwise}, 
\end{cases}
\]

\[
\varepsilon_r = (1 - \rho_t) \left( \sum_{j=0}^{W_r-1} \frac{(1 - \rho_J)^j}{W_J} \right) \max(\alpha, (1 - \alpha)\beta).
\]

The term \( \varepsilon_r \) gives an approximation for the probability (58) for analytical tractability. For an accurate model, see our previous work [Park et al. 2009] in the manuscript. In Eq. (58), the first term \( \varepsilon_i \) models i previous unsuccessful attempts without any deferred attempts. Note that the terms \( 1 - \rho_i \) and \( 1 - \rho_J \) give the probability of non-deferred attempts due to the lack of the remaining slot times for packet transmission and of the remaining slot times during backoff time, respectively. \( \mathcal{B}_0 \) is the event of successful CCAs without any deferred attempts before and during the maximum m + 1 times:

\[
\Pr[\mathcal{B}_0] = \sum_{i=0}^{m} \Pr[\mathcal{B}_{0,i}] .
\]

Consider the attempt of CCA of the i-th channel sensing. Then, the random CCA delay \( d_{\mathcal{B}_0} \) within m + 1 attempts can be described as

\[
d_{\mathcal{B}_0} = \begin{cases} 
\Phi_0 + 2L_{sc}, & \text{if } \mathcal{B}_{0,0} \cap \mathcal{B}_0; \\
\Phi_0 + 2L_{sc} + \Phi_1 + 2L_{sc}, & \text{if } \mathcal{B}_{0,1} \cap \mathcal{B}_0; \\
\vdots & \\
\sum_{k=0}^{m} \Phi_k + (m + 1)2L_{sc}, & \text{if } \mathcal{B}_{0,m} \cap \mathcal{B}_0;
\end{cases}
\]

where \( \Phi_k \) is the random backoff time at k + 1-th attempts. \( 2L_{sc} \) is the successful sensing time and \( i2L_{sc} \) is the unsuccessful sensing time due to busy channel during CCAs. Note that we consider the worst case, i.e., a failure of the second sensing (CCA2), which implies that \( L_{sc} = T_b \) and that each sensing failure takes \( 2L_{sc} \) in Eq. (58). Recall that a device transmits the packet when the backoff counter is 0 and two successful CCAs are detected, see [IEEE 2006] in the manuscript. We can rewrite \( d_{\mathcal{B}_0} \) as

\[
\sum_{i=0}^{m} \left[ \sum_{k=0}^{i} \Phi_k + (i + 1)2L_{sc} \right] 1_{\mathcal{B}_{0,i} \cap \mathcal{B}_0}.
\]
The expectation of $\Phi_k$ can be computed by recalling the uniform distribution of backoff time:

$$\mu_{\Phi_k} = \sum_{i=0}^{W_k-1} \frac{i}{W_k} T_b.$$  \hfill (62)

Now, it is possible to compute the average value of $d_\beta_0$ as

$$\mu_{\beta_0} = \sum_{i=0}^{m} \frac{\rho_{\beta_0,i}}{\Pr[\beta_0]} ,$$  \hfill (63)

where

$$\rho_{\beta_0,i} = \varepsilon_i \sum_{k=0}^{i} (1 - \rho_t) \sum_{j=0}^{W_k-1} \frac{(1 - \rho_t)^j}{W_i} (1 - \alpha)(1 - \beta) (\mu_{\Phi_k} + (i + 1)2L_{sc}) ,$$

and recall that the first term is given in Eq. (58). Note that the normalization comes by considering all possible events of successful attempts.

Let $\beta_{1,i}$ be the event of successful CCAs without any event of deferred attempt during $i + 1$ attempts, but with an event of deferred attempt before $i + 1$ attempts. The probability of such an event is

$$\Pr[\beta_{1,i}] = \sum_{k=0}^{i} \alpha^{i-k}((1 - \alpha)\beta)^k(1 - \alpha)(1 - \beta).$$  \hfill (64)

With a similar way of Eq. (61), we can define $d_{\beta_1}$ as

$$d_{\beta_1} = \sum_{i=0}^{m} \left[ \sum_{k=0}^{i} \Phi_k + (i + 1)2L_{sc} \right] I_{[\beta_{1,i}|\beta_{1}}.$$  \hfill (65)

By using the expectation of $\Phi_k$ given in Eq. (62), the average value of $d_{\beta_1}$ with the maximum number of times $m + 1$ is

$$\mu_{\beta_1} = \sum_{i=0}^{m} \frac{\rho_{\beta_1,i}}{\Pr[\beta_1]} ,$$  \hfill (66)

where

$$\rho_{\beta_1,i} = \sum_{k=0}^{i} \alpha^{i-k}((1 - \alpha)\beta)^k(1 - \alpha)(1 - \beta) (\mu_{\Phi_k} + (i + 1)2L_{sc}) ,$$

$$\Pr[\beta_1] = \sum_{i=0}^{m} \Pr[\beta_{1,i}] .$$

Here, we have considered the worst case of sensing time given by $2L_{sc}$.

Second, we derive the average backoff delay of the event of successful CCAs at the $i + 1$-th attempt with an event of deferred attempt. We remind that an event of deferred attempt is due to two reasons: (i) lack of the remaining time slots for packet transmission, which happens with the probability $\rho_t$, and (ii) lack of the remaining time slots during the backoff time, which happens with probability $\rho_b$.

Let $\gamma_{0,i}$ be the event of successful CCAs after the event of deferred attempt due to the lack of the remaining slot times for packet transmission at the $i + 1$-th attempt. $\gamma_{0,i}$ is the successful event of $\gamma_{0,i}$ during the maximum $m + 1$ times. The probability of such an event $\gamma_{0,i}$ is

$$\Pr[\gamma_{0,i}] = \varepsilon_i \sum_{k=0}^{i} \rho_t \sum_{j=0}^{W_k-1} \frac{(1 - \rho_t)^j}{W_i} (1 - \alpha)(1 - \beta).$$  \hfill (67)

The random CCA delay within $m + 1$ attempts of the event $\gamma_0$ is

$$d_{\gamma_0} = \sum_{i=0}^{m} \left[ \sum_{k=0}^{i} \Phi_k + T_{sp} + L_{tx} + \Phi_t + (i + 1)2L_{sc} \right] I_{[\gamma_{0,i}|\gamma_0}.$$  \hfill (68)
The average value of $d_{\phi_0}$ is

$$
\mu_{\phi_0} = \sum_{i=0}^{m} \frac{\rho_{\phi_0,i}}{\Pr[\mathcal{E}_0]},
$$

(69)

where

$$
\rho_{\phi_0,i} = \varepsilon_i \sum_{k=0}^{i} \rho_t \sum_{j=0}^{W_i-1} \frac{(1 - \rho_h)^j}{W_i} (1 - \alpha)(1 - \beta)(\mu T_s + T_p + L_{tx} + \mu T_s + (i + 1)2L_{sc}) ,
$$

(70)

and the expectation of $\Phi_k$ in Eq. (62), the total number of time slots that are needed for a single transmission $L_{tx}$ in Eq. (6) and $\varepsilon_i$ in Eq. (59).

Similarly, we denote by $\mathcal{C}_1$, the event of successful CCAs at the event of deferred attempt due to the lack of the remaining slot times for backoff time counter at the $i+1$-th attempt. $\mathcal{C}_1$ is the successful event of $\mathcal{C}_1,i$ during the maximum $m+1$ times. The probability of such an event $\mathcal{C}_1,i$ is

$$
\Pr[\mathcal{C}_1,i] = \varepsilon_i \sum_{k=0}^{i} \left( 1 - \sum_{j=0}^{W_i-1} \frac{(1 - \rho_h)^j}{W_i} \right) (1 - \alpha)(1 - \beta).
$$

(71)

The random CCA delay within $m+1$ attempts of the event $\mathcal{C}_1$ is

$$
d_{\phi_1} = \sum_{i=0}^{m} \left[ \sum_{k=0}^{i} \Phi_k + T_s + \Phi_i + (i + 1)2L_{sc} \right] \mathbb{I}_{\mathcal{C}_1,i|\mathcal{C}_1}.
$$

(72)

The average value of $d_{\phi_1}$ is

$$
\mu_{\mathcal{C}_1} = \sum_{i=0}^{m} \frac{\rho_{\mathcal{C}_1,i}}{\Pr[\mathcal{C}_1]},
$$

where

$$
\rho_{\mathcal{C}_1,i} = \varepsilon_i \sum_{k=0}^{i} \left( 1 - \sum_{j=0}^{W_i-1} \frac{(1 - \rho_h)^j}{W_i} \right) (1 - \alpha)(1 - \beta)(\mu T_s + T_p + \mu T_s + (i + 1)2L_{sc}) ,
$$

(73)

Third, we derive the average backoff delay of the event of successful CCAs at the time $i+1$ given $i$ previous unsuccessful CCAs but one of $i$ unsuccessful attempts with an event of deferred attempt. With a similar way of previous events $\mathcal{C}_0$ and $\mathcal{C}_1$, we consider two different reasons of events of deferred attempt.

Let $\mathcal{F}_{0,i}$ be the event of successful CCAs at the time $i+1$ after an event of deferred attempt during $i$ previous unsuccessful attempts due to the lack of the remaining slot times for packet transmission. $\mathcal{F}_0$ is the successful event of $\mathcal{F}_{0,i}$ during the maximum $m+1$ times. The probability of such an event $\mathcal{F}_{0,i}$ is

$$
\Pr[\mathcal{F}_{0,i}] = \varepsilon_i \sum_{f=0}^{i-2} \sum_{h=0}^{(f-1)} \alpha_f \beta_f \alpha^{i-2-(f-1)-h} \beta^h \left( 1 - \alpha \right) \left( 1 - \beta \right) \alpha (i - 2),
$$

(74)

where

$$
\rho_{\mathcal{F}_{0,i}} = \varepsilon_i \sum_{k=0}^{i} \left( 1 - \sum_{j=0}^{W_i-1} \frac{(1 - \rho_h)^j}{W_i} \right) (1 - \alpha)(1 - \beta)(\mu T_s + T_p + \mu T_s + (i + 1)2L_{sc}) ,
$$

(75)

and the expectation of $\Phi_k$ in Eq. (62), the total number of time slots that are needed for a single transmission $L_{tx}$ in Eq. (6) and $\varepsilon_i$ in Eq. (59).
where $\tilde{\alpha}_r = \rho t \sum_{j=0}^{W_r-1} \frac{(1-\rho_0)^j}{W_r}(1-\alpha)\beta$, $\tilde{\beta}_r = \rho t \sum_{j=0}^{W_r-1} \frac{(1-\rho_0)^j}{W_r}(1-\alpha)\beta$. The random CCA delay within $m+1$ attempts of the event $\mathcal{F}_0$ is

$$d_{\mathcal{F}_0} = \sum_{i=0}^{m} \left[ \sum_{f=0}^{i-2} \sum_{h=0}^{f} \Phi_k + T_w + L_{tx} + \Phi_f + (i+1)2L_{sc} \right] 1_{\mathcal{F}_0,i|\mathcal{F}_0}. \quad (74)$$

The average value of $d_{\mathcal{F}_0}$ is

$$\mu_{\mathcal{F}_0} = \sum_{i=0}^{m} \rho_{\mathcal{F}_0,i}, \quad (75)$$

where

$$\rho_{\mathcal{F}_0,i} = \sum_{f=0}^{i-2} \sum_{h=0}^{f} \varepsilon_f \sum_{k=0}^{f} (\tilde{\alpha}_f + \tilde{\beta}_f)\alpha^{i-2-(f-1)-h}((1-\alpha)\beta)^h(1-\alpha)(1-\beta) \times (\mu_{\Phi_k} + T_w + L_{tx} + \mu_{\Phi_f} + (i+1)2L_{sc}) u(i-2),$$

$$\Pr[\mathcal{F}_0] = \sum_{i=0}^{m} \Pr[\mathcal{F}_0,i].$$

Similarly, we denote by $\mathcal{F}_{1,i}$, the event of successful CCAs at the time $i+1$ after a deferred attempt during $i$ previous unsuccessful attempts due to the lack of the remaining slot times for backoff time counter. $\mathcal{F}_1$ is the successful event of $\mathcal{F}_{1,i}$ during the maximum $m+1$ times. The probability of such an event $\mathcal{F}_{1,i}$ is

$$\Pr[\mathcal{F}_{1,i}] = \sum_{f=0}^{i-2} \sum_{h=0}^{f} \varepsilon_f \sum_{k=0}^{f} (\tilde{\alpha}_f + \tilde{\beta}_f)\alpha^{i-2-(f-1)-h}((1-\alpha)\beta)^h(1-\alpha)(1-\beta)u(i-2), \quad (76)$$

where $\tilde{\alpha}_r = \left(1 - \sum_{j=0}^{W_r-1} \frac{(1-\rho_0)^j}{W_r} \right)\alpha$, $\tilde{\beta}_r = \left(1 - \sum_{j=0}^{W_r-1} \frac{(1-\rho_0)^j}{W_r} \right)(1-\alpha)\beta$. The random CCA delay within $m+1$ attempts of the event $\mathcal{F}_1$ is

$$d_{\mathcal{F}_1} = \sum_{i=0}^{m} \left[ \sum_{f=0}^{i-2} \sum_{h=0}^{f} \Phi_k + T_w + \Phi_f + (i+1)2L_{sc} \right] 1_{\mathcal{F}_{1,i}|\mathcal{F}_1}. \quad (77)$$

The average value of $d_{\mathcal{F}_1}$ is

$$\mu_{\mathcal{F}_1} = \sum_{i=0}^{m} \rho_{\mathcal{F}_{1,i}}, \quad (78)$$

where

$$\rho_{\mathcal{F}_{1,i}} = \sum_{f=0}^{i-2} \sum_{h=0}^{f} \varepsilon_f \sum_{k=0}^{f} (\tilde{\alpha}_f + \tilde{\beta}_f)\alpha^{i-2-(f-1)-h}((1-\alpha)\beta)^h(1-\alpha)(1-\beta) \times (\mu_{\Phi_k} + T_w + \mu_{\Phi_f} + (i+1)2L_{sc}) u(i-2),$$

$$\Pr[\mathcal{F}_1] = \sum_{i=0}^{m} \Pr[\mathcal{F}_{1,i}].$$

In the following, we consider the packet loss due to collision or bad channel. We remind that each device transmits a packet when the channel sensing is successful within the maximum number of $m$ backoff stages. Hence, we derive the average packet delay based on the average backoff delay for the event of successful CCAs. By considering the event of deferred attempt, we categorize the
events of successful transmission at the time $k+1$ given $k$ previous packet collisions or bad channel conditions as follows: (a) the event of successful packet transmission without any deferred attempts (b) the event of successful packet transmission at the event of deferred attempt (c) the event of successful packet transmission after an event of deferred attempt during $k$ previous unsuccessful attempts.

First, the average delay of the successful packet transmission at the time $k + 1$ after $k$ events of packet collisions or bad channel conditions without any events of deferred attempts is

$$\Gamma_k = (1 - P_c) P^k_c \Pr[\mathcal{B}_0]^{|k+1|} ( (k + 1) \mu_{\mathcal{B}_0} + L_s + kL_c ) ,$$  

(79)

$$P_k = (1 - P_c) P^k_c \Pr[\mathcal{B}_0]^{|k+1|} ,$$  

(80)

where $\Pr[\mathcal{B}_0]$ in Eq. (60), $\mu_{\mathcal{B}_0}$ in Eq. (63), and $L_s$ and $L_c$ are the packet successful transmission time and the packet collision time given in Eqs. (3) and (4), respectively. A packet transmission is successful with probability $1 - P_c$, or collide with probability $P_c$ given by Eq. (80).

Second, the average delay of the successful transmission at the deferred attempt of the time $k + 1$ after $k$ packet collisions or bad channel conditions is

$$\tilde{\Gamma}_{s,k} = (1 - P_c) P^k_c \Pr[\mathcal{B}_0]^{|k|} \Pr[s] ( (k \mu_{\mathcal{B}_0} + \mu_s + L_s + kL_c ) ,$$  

(81)

$$\tilde{P}_{s,k} = (1 - P_c) P^k_c \Pr[\mathcal{B}_0]^{|k|} \Pr[s] ,$$  

(82)

where $*$ is one of the events $\{\mathcal{C}_0, \mathcal{C}_1, \mathcal{F}_0, \mathcal{F}_1\}$ given in Eqs. (66), (72), (75), and (78), respectively.

Third, the average delay of the successful packet transmission at the time $k + 1$ given $k$ previous events of packet collisions or bad channel conditions but one of $k$ events of packet collisions or bad channel conditions with an event of deferred attempts is

$$\tilde{\Gamma}_{s,k} = (1 - P_c) P^k_c \sum_{r=0}^{k-1} \Pr[\mathcal{B}_0]^{k-1-r} \Pr[s] \Pr[\mathcal{B}_1]^{|r+1|}$$

$$\times ( (k - 1 - r) \mu_{\mathcal{B}_0} + \mu_s + (r + 1) \mu_{\mathcal{B}_1} + L_s + kL_c ) u(k - 1) ,$$  

(83)

$$\tilde{P}_{s,k} = (1 - P_c) P^k_c \sum_{r=0}^{k-1} \Pr[\mathcal{B}_0]^{k-1-r} \Pr[s] \Pr[\mathcal{B}_1]^{|r+1|} u(k - 1) ,$$  

(84)

where $*$ is one of the events $\{\mathcal{C}_0, \mathcal{C}_1, \mathcal{F}_0, \mathcal{F}_1\}$ given in Eqs. (66), (72), (75), and (78), respectively.

Now, we are in the position to derive the average delay for successfully received packets. By normalizing Eqs. (79), (82), and (84), the expected value of delay is

$$\mathbb{E}[D] = \sum_{k=0}^{\infty} \left( \Gamma_k + \tilde{\Gamma}_{\mathcal{C}_0,k} + \tilde{\Gamma}_{\mathcal{C}_1,k} + \tilde{\Gamma}_{\mathcal{F}_0,k} + \tilde{\Gamma}_{\mathcal{F}_1,k} + \tilde{\Gamma}_{\mathcal{F}_2,k} + \tilde{\Gamma}_{\mathcal{F}_3,k} \right) u(k - 1) P_{\text{tot}}^{-1} ,$$  

(85)

where

$$P_{\text{tot}} = \sum_{k=0}^{\infty} P_k + \tilde{P}_{\mathcal{C}_0,k} + \tilde{P}_{\mathcal{C}_1,k} + \tilde{P}_{\mathcal{F}_0,k} + \tilde{P}_{\mathcal{F}_1,k} + ( \tilde{P}_{\mathcal{F}_2,k} + \tilde{P}_{\mathcal{F}_3,k} ) u(k - 1) .$$

A.3. Proof of Proposition 6.1

We follow two steps to compute the average queuing delay of the GTS allocation mechanism. We first derive the expected delay $D_{i,j,t}$ of $j$ new requests that observe a queue size of $i$ waiting requests at superframe $t$. Then, the expected delay experienced by $j$ new requests arriving at superframe $t$ is computed by considering $D_{i,j,t}$.

Now, we compute the expected delay $D_{i,j,t}$. If the new requests are $j < \omega_j$ (i.e., $\nu_j = 0$), then

$$D_{i,j,t} = \frac{T_{\text{cell}}}{2} + \sum_{k=t}^{t+\nu+i} T_{k+1}^{i+1} + \beta T_{i+1}^{i+1} \left( \omega_i + \frac{j+1}{2} \right) ,$$  

(86)
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where \( \nu_i, \nu_j \) is the quotient and \( \omega_i, \omega_j \) is the remainder of old and new requests, respectively. The average arrival delay is half of \( T_{\text{CAP}} \). The offset \( \sum_{k=t}^{t+\nu_i} T_{\text{CAP}}^{k,k+1} \) takes into account the delay of \( i \) old requests. In addition, the average service delay is half of the service time of \( j+1 \) new requests with a single GTS duration \( \theta T_{\text{SS}}^{t+\nu_i+1} \) for each request. Note that \( \omega_j \) remainders are considered as an offset before the GTS allocation of \( j \) new requests.

If \( j \) new requests are more than \( \omega_j \) (i.e., \( \nu_j > 0 \)), then

\[
D_{i,j,t} = \frac{\Delta_u - \omega_i}{j} \left[ T_{\text{CAP}}^t \left( 1 - \frac{\Delta_u - \omega_i}{2j} \right) + \frac{t+\nu_i}{j} T_{\text{CAP}}^{k,k+1} + \frac{\theta T_{\text{SS}}^{t+\nu_i+1}}{2} \left( \omega_i + \frac{\Delta_u - \omega_i + 1}{2} \right) \right] \\
+ \frac{\Delta_u}{j} \sum_{k=t}^{t+\nu_i} T_{\text{CAP}}^{k,k+1} \left( 1 - \frac{\Delta_u - \omega_i}{j} - \frac{(l-(t+\nu_i+1))\Delta_u}{j} - \frac{\Delta_u}{2j} \right) u(\nu_j - 2) \\
+ \frac{\omega_j}{j} \left[ T_{\text{CAP}}^t \left( 1 - \frac{\Delta_u - \omega_i}{j} - \frac{(\nu_j - 1)\Delta_u}{j} - \frac{\omega_j}{2j} \right) \right] \\
+ \sum_{k=t}^{t+\nu_i+\nu_j} T_{\text{CAP}}^{k,k+1} + \frac{\theta T_{\text{SS}}^{t+\nu_i+\nu_j+1}}{2} (\omega_j + 1) .
\]

It is possible to categorize the delay into three groups (first, middle, last group). The different groups of delay are also combined with the arrival, offset, and service delay components. The delay of the first group is the delay of first allocated GTSs \( \Delta_u - \omega_i \) out of \( j \) new requests at superframe \( t + \nu_i + 1 \), see Fig. 6. The average arrival delay of the first group considers the ratio \( 1 - (\Delta_u - \omega_i)(2j)^{-1} \) since the arrival time of \( j \) new requests are uniformly distributed in the CAP. The offset \( \sum_{k=t}^{t+\nu_i} T_{\text{CAP}}^{k,k+1} \) takes into account the delay of \( i \) old requests. With a similar approach of \( j < \omega_j \), the average of the service delay considers \( \omega_i \) remainders and \( \Delta_u - \omega_i \) new requests.

The delay of the middle group is the delay between the first and last allocated GTSs \( (\nu_j - 1)\Delta_u \) out of \( j \) new requests from the superframe \( t + \nu_i + 2 \) to \( t + \nu_i + \nu_j \), see Fig. 6. Hence, the number of allocated GTSs is the maximum number of GTSs \( \Delta_u \) out of \( j \) new requests. The average arrival delay of the middle group considers the term \( 1 - (\Delta_u - \omega_i)j^{-1} - (l-(t+\nu_i+1))\Delta_u j^{-1} - \Delta_u(2j)^{-1} \) since other requests of the number \( \Delta_u - \omega_i \) of the first group and the number \( (l-(t+\nu_i+1))\Delta_u \) of the middle group obtain GTSs before \( \Delta_u \) new requests out of \( j \). Note that the number of allocated GTS is dependent on the time progress \( l \) in a superframe unit. With a similar approach used in the case \( j < \omega_j \), we consider \( \Delta_u \) new requests to derive the average service delay.

The delay of the last group is the delay of last allocated GTSs \( \omega_j \) out of \( j \) new requests at superframe \( t + \nu_i + \nu_j + 1 \). The average arrival delay of the last group considers the term \( 1 - (\Delta_u - \omega_i)j^{-1} - ((\nu_j - 1)\Delta_u)(2j)^{-1} \) since other requests of the number \( \Delta_u - \omega_i \) of the first group and the number \( (\nu_j - 1)\Delta_u \) of the middle group obtain GTSs before \( \omega_j \) remainders out of \( j \) new requests. By a similar approach to the case \( j < \omega_j \), we consider \( \omega_j \) remainders in order to compute the average service delay.

By considering the Eqs. (86) and (87), the expected delay experienced by \( j \) new requests arriving at the superframe \( t \) is

\[
\mathbb{E}[D_q(t)] = \sum_{i=0}^{\Delta_u - 1} \sum_{j=1}^{\lambda_q} \pi_j \frac{\lambda_j}{\sum_{k=1}^{\lambda} \lambda_k} \left( D_{i,j,t} u(q-j) + D_{i,t} u(q-(j+1)) \right) .
\]
+ \sum_{i=\Delta_u}^q \sum_{j=1}^{\bar{\lambda}} \left[ \pi_q^i \frac{\lambda_j}{\sum_{k=1}^{\bar{\lambda}} \lambda_k} (D_{i,j,t} u(q - i + \Delta_u - j) + D_{i,q-i+\Delta_u,t} u(j - (q - i + \Delta_u + 1))) \right] \\
+ \sum_{j=1}^{\bar{\lambda}} \left[ D_{q,j,t} u(\Delta_u - j) + D_{q,\Delta_u,t} u(j - (\Delta_u + 1))) \right], \quad (88)

where \( \bar{\lambda} \) is the maximum number of requests. The first term of Eq. (88) gives the average delay of new requests when the old requests \( i \leq \Delta_u - 1 \). By considering the Markov chain, if there are more than \( q \) new requests, then the extra requests out of \( q \) arrivals will be dropped. The unit function takes into account the queue size \( \eta \). The second term considers the average delay when the old requests \( \Delta_u \leq i \leq q \). Note that the Markov chain represents the feasible number of new requests without the dropped requests. By a similar approach to first term, it is possible to consider the maximum number of new requests, \( q - i + \Delta_u \), without dropped requests when \( i \) old requests wait in the queue.

The third term computes the average delay at the dropped state \( q \). At the dropped state \( q \), \( \Delta_u \) new requests are considered since the queue size of old requests is \( q \).

A.4. Proof of Lemma 7.1

Let us denote \( T_{\text{CAP}}^* \) and \( T_{\text{CFP}}^* \) the fixed point of (27). We derive the stochastic mean convergence condition of these iterations. The geometric series is used to compute the condition of convergence and divergence of the iterations of the CAP and CFP lengths. The iteration of Eq. (27) is rewritten as follows

\[ T_{\text{CAP}}^{t+1} = T_{\text{SD}} - \frac{(1 - \eta_d)N_{\text{SD}}T_{\text{SS}}}{T_{\text{SD}}} T_{\text{CAP}}^t. \]

Note that the convergence of an infinite series is not changed by insertion or removal of finite number of terms. We remark that the iteration follows an oscillatory behavior since the slope of iteration is negative. Then, the CAP length is rewritten as the following sum of geometric series

\[ T_{\text{CAP}}^\infty = T_{\text{SD}} \sum_{k=0}^{\infty} \left( \frac{(1 - \eta_d)N_{\text{SD}}T_{\text{SS}}}{T_{\text{SD}}} \right)^k. \]

This geometric series converges to

\[ T_{\text{CAP}}^* = \frac{T_{\text{SD}}^2}{T_{\text{SD}} + (1 - \eta_d)N_{\text{SD}}T_{\text{SS}}}, \quad (89)\]

for \( (1 - \eta_d)N_{\text{SD}}T_{\text{SS}} < T_{\text{SD}} \) and the CAP length is saturated to

\[ T_{\text{CAP}}^* = T_{\text{SD}} - \Delta_u T_{\text{SS}}, \quad (90)\]

for \( (1 - \eta_d)N_{\text{SD}}(T_{\text{SD}} - \Delta_u T_{\text{SS}})/T_{\text{SD}} \geq \Delta_u \). If the number of requests is greater than \( \Delta_u \), then the CAP length is \( T_{\text{SD}} - \Delta_u T_{\text{SS}} \). By considering the convergence condition (89) and the saturated condition (90), the stability of the CAP and CFP in a superframe are as follows

convergence if \( N_{\text{SD}} < \frac{N_{\text{SS}}}{\eta_d} \)

saturation if \( N_{\text{SD}} \geq \frac{(1 - \eta_d)(N_{\text{SS}} - \Delta_u)}{N_{\text{SS}} \Delta_u} \)

oscillation if \( \frac{N_{\text{SS}}}{1 - \eta_d} \leq N_{\text{SD}} < \frac{(1 - \eta_d)(N_{\text{SS}} - \Delta_u)}{(1 - \eta_d)(N_{\text{SS}} - \Delta_u)} \).
A.5. Comparison of computation time

Fig. 22 compares the computation time of both analytical model and simulation as a function of the number of devices $N = 5, \ldots, 25$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ and superframe order $SO = 5$ with a probability for generating a non time-critical data packet $\eta_d = 1$ and packet length $L_p = 7$.

A.6. Performance evaluation for a large-scale network

Fig. 23 presents the reliability and average packet delay as a function of the number of devices $N = 50, \ldots, 100$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ given beacon order $BO = 8$, superframe order $SO = 7$, probability for generating a non time-critical data packet $\eta_d = 1$ and packet length $L_p = 7$.

Fig. 22. Computation time of both analytical model and simulation as a function of the number of devices $N = 5, \ldots, 25$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ and superframe order $SO = 5$ with a probability for generating a non time-critical data packet $\eta_d = 1$ and packet length $L_p = 7$.

Fig. 23. Reliability and average packet delay as a function of the number of devices $N = 50, \ldots, 100$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ given beacon order $BO = 8$, superframe order $SO = 7$, probability for generating a non time-critical data packet $\eta_d = 1$ and packet length $L_p = 7$. 

A.5. Comparison of computation time

Fig. 22 compares the computation time of both analytical model and simulation as a function of the number of devices $N = 5, \ldots, 25$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ and superframe order $SO = 5$ with a probability for generating a non time-critical data packet $\eta_d = 1$. The computation time for the analytical model is less than the one for the simulation. The computation time for the simulation increases as the number of devices and the traffic load increase. However, the computation time for the analytical model shows weak dependency with the number of devices and the traffic load.

We note that the system of nonlinear equations is solved using the common trust-region dogleg algorithm [Conn et al. 2000]. The algorithm is a variant of the Powell dogleg method described in [Powell 1970]. The initial point is critical for the computation time to apply this algorithm. Note that we fix the initial points $\alpha = 0.3, \beta = 0.3, \tau = 0.3$.

A.6. Performance evaluation for a large-scale network

Fig. 23 presents the reliability and average packet delay of the CAP without having GTS allocations $\eta_d = 1$ as a function of the number of devices $N = 50, \ldots, 100$, traffic load $\eta_t = \eta_p = 0.2, 0.6, 0.9$ and superframe order $SO = 7$ with the packet length $L_p = 7$. As the number of devices increases,
the performance of the reliability and delay decreases due to the high contention to send a packet. The analytical model predicts well the simulation results even though the analytical model is slightly higher than the simulation results. Recall that the analysis using the Markov chain model in this paper assumes the decoupling approximation. The decoupling approximation is to assume that the aggregate attempt process of the other $N - 1$ devices is independent of the backoff process of the given device. However, this hypothesis between consecutive channel slots and statistical homogeneity is not generally true as the number of devices increases.
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