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Abstract— In this paper, we propose a method for dynamic
systems to operate over homomorphically encrypted data for
an infinite time horizon, where we do not make use of reset,
re-encryption, or bootstrapping for the encrypted messages.
The given system is first decomposed into the stable part and
the anti-stable part. Then, the stable part is approximated to
have finite impulse response, and by a novel conversion scheme,
the eigenvalues of the state matrix of the anti-stable part are
approximated to algebraic integers. This allows that the given
system can be implemented to operate for an infinite time hori-
zon using only addition and multiplication over encrypted data,
without re-encrypting any portion of data. The performance
error caused by the approximation and quantization can be
made arbitrarily small, with appropriate choice of parameters.

I. INTRODUCTION

As a countermeasure for the threat of cyber-attacks on
networked control system, the notion of encrypted control
has been introduced, to conceal and protect control data from
third parties of malicious adversaries [1]–[4]. It aims for
control operation directly performed over encrypted signals
and parameters via homomorphic encryption, which allows
arithmetic operation over encrypted messages without de-
cryption. By doing so, all control data can be protected by
encryption thoroughly, while they are encrypted at sensors,
processed at computing devices, and eventually transmitted
and decrypted at actuators. Security problems are being
regarded as more and more urgent in most applications that
involve network communication, so the use of homomorphic
encryption have been introduced for more and more methods
and algorithms, for example, for model predictive control
[5], [6], optimization problems [7], average consensus or
distributed aggregation [8]–[10], quantized control [11], reset
control [12], and learning based control [13], [14].

Since bootstrapping techniques of fully homomorphic en-
cryption has been developed in [15], it has been known
that any sort of arithmetic or logical functions can be
implemented and applied to encrypted variables, an unlimited
number of times. Nonetheless, as it may require a substantial
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amount of computational resource, the use of bootstrapping
has not been widely considered for real-time control oper-
ation. Instead, only the abilities of performing addition and
multiplication over encrypted data have been exploited.

But then, the sort of operations or the number of operations
that is allowed for encrypted messages becomes limited, and
it makes the implemented systems or circuits over encrypted
data incapable of operating for an infinite time horizon. The
most representative case would be running a linear dynamic
system, in which recursive multiplication by non-integer
numbers as well as rounding operation for discarding least
significant digits is required in most cases, so that it is also
incapable of operating over encrypted data, as it is. For more
details, see [16, Section II-D] or [17, Section III].

This problem has been a common concern in the initial
studies on encrypted control, and most results that con-
sider dynamic operation over encrypted data have admitted
assumptions for “refreshing the state”. More specifically,
re-encryption of the state (as in [2]), reset of the state
(as in [12]), or use of the bootstrapping (as in [4]) has
been assumed, where each of them causes shortcomings
of requiring additional communication resources, causing
performance degradation, and requiring substantial computa-
tional resources, respectively. In [16], a method making use
of re-encryption of system output is proposed instead of the
whole system state, which re-encrypts a smaller portion of
data, but it still relies on the presence of decryption key to
have the system operate for an infinite time horizon.

In this paper, we propose a method for dynamic systems
to operate over encrypted data for an infinite time horizon,
which does not assume the use of reset, re-encryption, or
bootstrapping for any portion of encrypted messages. The
given system is first decomposed into the stable part and the
anti-stable part. Motivated from the observation made in [16]
and [17] that linear systems whose state matrix consisting
of integers can be implemented to operate for an infinite
time horizon without re-encryption, the stable part of system
is approximated to have finite impulse response so that the
state matrix becomes a nilpotent matrix consisting of zeros
and ones. And, we propose a novel method for the anti-stable
part of system, which first approximates the eigenvalues of
state matrix to algebraic integers1 and then converts the
system to a periodically time-varying system which has the
state matrices consisting of integers. Then, we show that the
converted system can be implemented using only addition

1An algebraic integer is a complex number which is a root of a monic
polynomical having the coefficients as integer.
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and multiplication over integers (quantized numbers), so that
it can operate over encrypted data for an infinite time horizon
without re-encryption or bootstrapping. Finally, it will be
seen that the performance error due to the approximations
as well as quantization can be made arbitrarily small, by
appropriate choice of parameters.

The rest of this paper is organized as follows. Section II
begins with preliminaries and problem formulation. Sec-
tion III presents the main result on running dynamic systems
over encrypted data. Finally, Section IV concludes the paper.

Notation: The set of integers, positive integers, non-
negative integers, real numbers, and complex numbers are
denoted by Z, N, N0, R, and C, respectively. The floor
function, rounding function, and ceiling function are denoted
by b·c, d·c, and d·e, respectively. We define a mod q :=
a−baq cq for a ∈ Z and q ∈ N, and the set of integers modulo
q is denoted by Zq := {0, 1, · · · , q−1}. We make use of the
functions, such as d·c or (· mod q), defined for scalars, as
component-wise functions for vectors and matrices, as well.
We let |·| denote the absolute value of a complex number, let
∠(·) denote the angle of a non-zero complex number, and
let ‖ · ‖ denote the infinity norm of a vector or a matrix.
For a sequence u1, · · · , um of column vectors or scalars, we
define col{ui}mi=1 := [u1;u2; · · · ;um] := [u>1 , · · · , u>m]>.
For m ∈ N and n ∈ N, we let 0m×n ∈ Rm×n denote the
zero matrix, and In ∈ Rn×n denote the identity matrix.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Homomorphic Encryption

Consider a cryptosystem denoted by (Zq, C,Enc,Dec),
where Zq is the space of plaintexts (unencrypted data) with
modulus q ∈ N, C is the space of ciphertexts (encrypted
data), and Enc : Zq → C and Dec : C → Zq are
the encryption and decryption algorithms2, respectively. We
abuse notation and let Enc : Znq → Cn and Dec : Cn → Znq ,
n ∈ N, be regarded component-wise algorithms for vectors.

Throughout the paper, the cryptosystem is assumed to be
additively homomorphic; i.e., to satisfy the followings:
H1: For all m ∈ Znq with n ∈ N, Dec(Enc(m)) = m holds.
H2: There exists an operation Addn : Cn × Cn → Cn for

each n ∈ N, such that Dec(Addn(c1, c2)) = Dec(c1)+
Dec(c2) mod q, for all c1 ∈ Cn and c2 ∈ Cn.

H3: There exists IntMultm,n : Zm×nq × Cn → Cm for each
m ∈ N and n ∈ N, such that Dec(IntMultm,n(K, c)) =
K · Dec(c) mod q, for all K ∈ Zm×nq and c ∈ Cn.

The property H2 means that the cryptosystem can perform
addition directly over encrypted messages, and H3 means
the ability of performing constant multiplication over cipher-
texts, where the multiplier is unencrypted. We abuse notation
and use c1 + c2 := Addn(c1, c2) for c1 ∈ Cn and c2 ∈ Cn,
and K · c := IntMultm,n(K, c) for K ∈ Zm×nq and c ∈ Cn.

As typical examples of additively homomorphic encryp-
tion, Paillier cryptosystem [18] or cryptosystems based on
the Learning With Errors (LWE) problem, such as [19] or
[20], can be considered. Regarding the latter, the case of

2We omit the arguments of encryption and decryption key, for simplicity.

using LWE-based cryptosystems, the presence of “injected
errors” should be considered in practice, as they satisfy H1–
H3 with small errors (see [16] or [21] for details). But in this
paper, we omit the argument of error effect, for simplicity.

B. Problem Formulation

Consider a linear time-invariant system, given as

x(t+ 1) = Fx(t) +Gy(t) + ex(t), x(0) = x0 + ex,0,

u(t) = Hx(t) + Jy(t) + eu(t), t = 0, 1, 2, · · · , (1)

where x(t) ∈ Rn is the state, y(t) ∈ Rp is the input, and
u(t) ∈ Rm is the output of the system, respectively, and
x0 ∈ Rn is the initial state, and ex(t) ∈ Rn, eu(t) ∈ Rm, and
ex,0 ∈ Rn denote perturbations. For the ideal case, i.e., the
case that ex(t) ≡ 0, eu(t) ≡ 0, and ex,0 = 0, the input, state,
and output are denoted as {y′(t), x′(t), u′(t)}, respectively.

Assuming that the system (1) is a part of stable closed-
loop system, we make two mild assumptions, as follows3:
A1: The input, state, and output of (1) for the ideal case are

bounded; there exists M > 0, which is known, such that
‖[y′(t);x′(t);u′(t)]‖ ≤ M , for all t ∈ N0. Especially
for the output u′(t) =: col{u′i(t)}mi=1, we let

umin
i ≤ u′i(t) ≤ umax

i , ∀t ∈ N0, ∀i = 1, · · · ,m, (2)

with some real numbers {umin
i }mi=1 and {umax

i }mi=1.
A2: The trajectories {y′(t), x′(t), u′(t)} of (1) are stable

with respect to the perturbations {ex,0, ex(t), eu(t)}; for
any ε > 0, there exists a constant ηx > 0 such that if
supt(‖[ex(t); eu(t); ex,0]‖) ≤ ηx, then4 ‖y(t)−y′(t)‖ ≤
ε, ‖x(t)−x′(t)‖ ≤ ε, and ‖u(t)−u′(t)‖ ≤ ε, ∀t ∈ N0.

Given the system (1) with the real matrices {F,G,H, J}
and x0 ∈ Rn, the objective of this paper is to implement
(1) with a digital computer, to operate over encrypted data.
Regarding quantization for digital implementation, let the
input y(t) ∈ Rp of (1) be quantized and encoded as

y(t) :=

⌈
y(t)

r

⌋
mod q, (3)

where r > 0 is the step size for the quantization, and q ∈ N
is the size of plaintext space, so that it consists of elements
of the set Zq , i.e., y(t) ∈ Zp

q . Then, it can be encrypted as

y(t) := Enc(y(t)) ∈ Cp. (4)

Then, the problem is to construct a dynamic system
defined over the space C which satisfies the followings:
• It receives the signal y(t) ∈ Cp as input, and computes

its next state and its output u(t) ∈ Cm, using only the
operations Addn and IntMultm,n of H2 and H3.

• The performance of the constructed system is equiv-
alent to that of (1); for any ε > 0, the parameters
of the system can be chosen so that it guarantees
‖g(Dec(u(t))) − u′(t)‖ ≤ ε for all t ∈ N0, with some
function g : Zm

q → Rm for the decrypted output.

3Note that we do not assume that the system (1) itself is a stable system.
4The perturbations {ex(t), eu(t), ex,0} may affect the value of the input

y(t) of (1) as well, in case the system (1) is a part of closed-loop system.
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• The constructed system can perform the operation for
an infinite time horizon, without decrypting, resetting,
or re-encrypting any portion of encrypted data.

III. MAIN RESULT

It has been observed, as in [17], that linear systems having
the state matrix as integers can be implemented to operate
over ciphertexts, for an infinite time horizon. Motivated from
this idea, the approach of this paper is to convert the given
linear time-invariant system (1) to a linear time-varying
system having the state matrices consisting of integers, which
has practically the same input-output relation, and then
implement the converted system to operate over ciphertexts.

Consider a linear time-varying system of the form

v(t+ 1) = Fv(t)v(t) +Gv(t)y(t) + ev(t), (5a)
uv(t) = Hv(t)v(t) + Jv(t)y(t) + eu(t), (5b)
v(0) = v0 + ev,0

where v(t) ∈ Rnv , nv ∈ N, is the state with the initial value
v0 ∈ Rnv , y(t) ∈ Rp is the same input with (1), uv(t) ∈ Rm

is the output, {ev(t), eu(t), ev,0} are the perturbations, and
{Fv(t), Gv(t), Hv(t), Jv(t)}∞t=1 are time-varying matrices
which consist of a finite set of matrices.

In Section III-A, we first propose a method for converting
the given system (1) to the form (5), which has practically
the same input-output relation with that of (1), subject to the
constraint that the converted system (5) should have the state
matrix as integers, i.e., have Fv(t) ∈ Znv×nv for all t ∈ N0.
Then, we demonstrate the validity of the proposed approach;
it will be seen in Section III-B that the converted system (5)
with the condition Fv(t) ∈ Znv×nv can be implemented to
operate over encrypted data for the infinite time horizon.

A. Conversion to System having State Matrix as Integers

We consider decomposition of the system (1) to stable part
and anti-stable part, by a transformation to the real Jordan
form; with an invertible matrix W = [W>1 ,W

>
2 ]> ∈ Rn×n

such that z1(t) =W1x(t) ∈ Rn1 and z2(t) =W2x(t) ∈ Rn2

where n1+n2 = n, the system (1) is transformed as the form

z1(t+ 1) = F1z1(t) +G1y(t) + ez1(t), (6a)
z2(t+ 1) = F2z2(t) +G2y(t) + ez2(t), (6b)

u(t) = H1z1(t) +H2z2(t) + Jy(t) + eu(t), (6c)
z1(0) =W1x0 + ez1,0, z2(0) =W2x0 + ez2,0,

where we let the matrix F1 ∈ Rn1×n1 be anti-stable, i.e.,
every eigenvalue λ1 ∈ C of F1 is such that |λ1| ≥ 1,
and let the matrix F2 ∈ Rn2×n2 be strictly stable, i.e.,
every eigenvalue λ2 ∈ C of F2 is such that |λ2| < 1, and
{ez1(t), ez2(t), ez1,0, ez2,0} are the perturbations with respect
to the states z1(t) and z2(t).

In this section, we present a scheme for converting the
system (6) to the form (5) having the state matrices consisting
of integers, in which the conversion for the part (6a) is based
on a novel approximation method for the eigenvalues of the
matrix F1, and the part (6b) is proposed to be approximated
to have finite impulse response.

First, we make use the following lemma to convert the part
(6a), which implies that an anti-stable matrix can be slightly
perturbed by a small error, so that one of its powers can be
transformed to a matrix consisting of integers.

Lemma 1: For any α > 0 and an anti-stable matrix F1 ∈
Rn1×n1 , there exist Fp ∈ Rn1×n1 , T ∈ Rn1×n1 , and k1 ∈ N
such that ‖F1 − Fp‖ ≤ α and TF k1p T−1 ∈ Zn1×n1 . �

Sketch of Proof: For a complex number λ = σ + iω ∈ C
with σ ∈ R, ω ∈ R, and i2 = −1, define dλc := dσc+ idωc.
We claim that, for any λ ∈ C such that |λ| ≥ 1, there exists
a sequence {λ′k}∞k=1 ⊂ C, such that limk→∞ λ′k = λ and
(λ′k)

k = dλkc. For each k ∈ N, since dλkc 6= 0, we can let
βk := ∠dλkc−∠(λk). Define λ′k := k

√
|dλkc| · ei(∠λ+βk/k).

It follows that (λ′k)
k =

∣∣dλkc∣∣ ei(∠(λk)+βk) = dλkc, and

lim
k→∞

λ′k = lim
k→∞

|λ| · k

√
1 +
|dλkc| − |λk|
|λk|

· ei∠λ = λ,

since
∣∣∣∣dλkc∣∣− ∣∣λk∣∣∣∣ ≤ √2/2. Thus, the claim holds. Now,

let {λj}n1j=1 ⊂ C be the eigenvalues of F1. Given α > 0,
according to the claim, there exist {λ′j}

n1
j=1 ⊂ C and k1 ∈ N

such that
∣∣λj − λ′j∣∣ ≤ α/(2‖T1‖‖T−11 ‖) and (λ′j)

k1 =

dλk1j c hold, ∀j = 1, · · · , n1, where T1 ∈ Rn1×n1 is the
transformation matrix such that the matrix J1 := T1F1T

−1
1 ∈

Rn1×n1 is of the real Jordan form of F1. Let Jp ∈ Rn1×n1

be the same matrix with J1, where the real parts and the
imaginary parts of the eigenvalues {λj}n1j=1 are replaced by
those of {λ′j}

n1
j=1. Define Fp := T−11 JpT1, which ensures

‖F1 − Fp‖ ≤ α. Then, every eigenvalue (λ′j)
k1 = dλk1j c

of F k1p has the real and imaginary parts as integers, so a
transformation T ∈ Rn1×n1 for F k1p to the real Jordan form
yields TF k1p T−1 ∈ Zn1×n1 . This completes the proof. �

Remark 1: Note that the property TF k1p T−1 ∈ Zn1×n1 in
Lemma 1 implies that the characteristic polynomial of F k1p
is a monic polynomial having the coefficients as integers,
which means, the eigenvalues of Fp are of algebraic integers.
Indeed, an eigenvalue λ ∈ C of Fp is a root of det(sk1In1 −
F k1p ) = 0. In this context, the meaning of Lemma 1 can
be understood that the eigenvalues of the given matrix F1

can be approximated to algebraic integers so that one of its
powers can be transformed to a matrix of integers. �

With the perturbed state matrix Fp and transformation T
obtained from Lemma 1, the anti-stable part (6a) of system
is proposed to be converted as follows; we re-write (6a) as

z1(t+1)=Fpz1(t)+G1y(t)+(F1z1(t)−Fpz1(t)+ez1(t)),
=: Fpz1(t) +G1y(t) + e′z1(t), (7)

and define a time-varying coordinate transformation as5

v1(t) := TF−(t mod k1)
p z1(t), (8)

which varies with time, with period k1. Then, by multiplying

5Since the matrix F1 is anti-stable and hence invertible, the perturbed
matrix Fp can be assumed to be invertible as well, thanks to Lemma 1.
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both sides of (7) by TF−(t+1 mod k1)
p , it is transformed as

v1(t+ 1) = TF ((t mod k1)+1−(t+1 mod k1))
p T−1v1(t)

+ TF−(t+1 mod k1)
p (G1y(t) + e′z1(t))

=: Fv1(t)v1(t) +Gv1(t)y(t) + ev1(t),

(9)

with the initial state given by

v1(0) = T (W1x0 + ez1,0) =: v1,0 + ev1,0.

Here, it can be clearly seen that the converted system (9) has
the state matrix consisting of integers for all t ∈ N0, since

Fv1(t) = TF ((t mod k1)+1−(t+1 mod k1))
p T−1

=

{
TF k1p T−1, if t mod k1 = k1 − 1,

In1 , otherwise,

thanks to Lemma 1.
Next, for the stable part (6b) of the system, we use finite

impulse response approximation, to convert the state matrix
to integers; since the state z2(t) of (6b) can be computed as

z2(t)← F t2W2x0 +

t−1∑
τ=0

F t−1−τ2 G2y(τ), (10)

an approximate value of z2(t) can also be computed as

z2(t)←
t−1∑

τ=t−k2−1

F t−1−τ2 G2y(τ), for t ≥ k2 + 1, (11)

with k2 ∈ N chosen sufficiently large, because the matrix F2

is strictly stable. Thus, we convert the system (6b) as

v2(t+1) =

[
0k2n2×n2 Ik2n2
0n2×n2 0n2×k2n2

]
v2(t)+


G2

F2G2

...
F k22 G2

y(t)+ev2(t)
=: Fv2v2(t) +Gv2y(t) + ev2(t), (12)

v2(0) =
[
W2x0;F2W2x0; · · · ;F k22 W2x0

]
+ ev2,0

=: v2,0 + ev2,0,

where v2(t) ∈ R(k2+1)n2 is the state, with the parameter
k2 ∈ N for the dimension of (12), and {ev2(t), ev2,0} are the
perturbations with respect to the state v2(t). Note that the
update rule for the first n2-components of v2(t) corresponds
to (10) for 0 ≤ t ≤ k2, and (11) for t ≥ k2+1. And, clearly,
the state matrix Fv2 consists of integers, and it is nilpotent as
F k2+1
v2 = 0, so the system (12) is of finite impulse response.
As the result of the proposed conversion, the proposed

form of converted system (5) is now determined; let the part
(5a) be identified with the combination of (9) and (12), by

v(t) :=

[
v1(t)
v2(t)

]
, v0 :=

[
v1,0
v2,0

]
, ev(t) :=

[
ev1(t)
ev2(t)

]
, ev,0 :=

[
ev1,0
ev2,0

]
,

Fv(t) :=

[
Fv1(t) 0n1×(k2+1)n2

0(k2+1)n2×n1 Fv2

]
, Gv(t) :=

[
Gv1(t)
Gv2

]
.

To recover the state x(t) from the state v(t), we define

xv(t) :=W−1
[
F

(t mod k1)
p T−1 0n1×n2 0n1×k2n2

0n2×n1 In2 0n2×k2n2

]
v(t) (13)

=W−1
[
F

(t mod k1)
p T−1v1(t); [In2 , 0n2×k2n2 ]v2(t)

]
.

And, to obtain the output u(t) from v(t), by (5b), we define

Hv(t) := [H1F
(t mod k1)
p T−1, H2, 0m×k2n2 ], Jv(t) := J.

Finally, the following theorem states that given any linear
time-invariant system (1), it can be converted to the form (5)
having the state matrix as integers, and it can have practically
the same performance with that of (1), by appropriate choice
of the parameters k1 for the period of time-varying matrices
for the part (9), and k2 for the dimension of the part (12).

Theorem 1: Consider the converted system (5), designed
as (9) and (12). For any ε > 0, there exist k1 ∈ N, k2 ∈ N,
and ηv>0 such that supt(‖[ev(t); eu(t); ev,0]‖) ≤ ηv implies
‖xv(t)− x′(t)‖ ≤ ε and ‖uv(t)− u′(t)‖ ≤ ε, ∀t ∈ N0. �

Sketch of Proof: We let xv(t) of (13) be identified with
x(t) of (1); let ex(t) := xv(t + 1) − Fxv(t) − Gy(t), and
ex,0 := xv(0)− x0, so that x(t) = xv(t), ∀t ∈ N0. Then,

ex,0 =W−1[T−1ev1,0; I
′
2ev2,0],

ex(t) =W−1

 F
(t+1 mod k1)
p T−1ev1(t);
I ′2ev2(t) + F ′2(F

t
v2ev2,0

+
∑t−1
τ=t−k2−1 F

t−1−τ
v2 ev2(τ))


+W−1

[
(Fp − F1)W1xv(t);

−F k2+1
2 G2y(t− k2 − 1)

]
=: ex,1(t) + ex,2(t),

where F ′2 := [−F2, In2 , 0n2×(k2−1)n2 ], I
′
2 := [In2 , 0n2×k2n2 ],

and y(t − k2 − 1) := 0 for t < k2 + 1. Let ε > 0 be
given, and the constants M > 0 and ηx be given from
the conditions A1 and A2. Thanks to Lemma 1, we choose
k1 ∈ N such that ‖Fp−F1‖ ≤ ηx/(2‖W−1‖‖W1‖(M + ε)).
And, since limk→∞ ‖F k2 ‖ = 0, we choose k2 ∈ N such that
‖F k2+1

2 ‖ ≤ ηx/(2‖W−1‖‖G2‖(M + ε)). Then, it is clear
that ‖[xv(t); y(t − k2 − 1)]‖ ≤ M + ε implies ‖ex,2(t)‖ ≤
ηx/2. Next, since {F (t+1 mod k1)

p }∞t=0 is a finite set, there
exists a constant C > 0 such that ‖[ex,0; ex,1(t)]‖ ≤ C ·
max{‖ev,0‖, {‖ev(τ)‖}tτ=t−k2−1}. Now, we choose ηv :=
ηx/(2C), and suppose that supt(‖[ev(t); eu(t); ev,0]‖) ≤ ηv .
Then, it directly implies ‖ex,0‖ ≤ ηx/2 and ‖ex,1(t)‖ ≤
ηx/2, ∀t ∈ N0. Based on the assumptions A1 and A2, it
can be shown that ‖ex,2(t)‖ ≤ ηx/2, ‖xv(t)‖ ≤M + ε, and
‖y(t)‖ ≤ M + ε, ∀t ∈ N0, and hence ‖xv(t) − x′(t)‖ ≤ ε
and ‖uv(t)− u′(t)‖ ≤ ε, ∀t ∈ N0. This ends the proof. �

The meaning of Theorem 1 can be understood as follows.
The difference between the trajectories {xv(t), uv(t)} of
the converted system (5) and those of {x′(t), u′(t)} of the
given system (1) for the ideal case is due to three things;
the error ‖F1 − Fp‖ for approximation of the eigenvalues
of the state matrix F1 of (6a) to algebraic integers, the
error due to finite impulse approximation for the part (6b),
and the presence of the perturbations {ev(t), eu(t), ev,0}
in (5). Since the two approximation errors can be made
arbitrarily small by increasing the parameters {k1, k2}, it
follows that the condition A2 for the system (1) also holds
with respect to the converted system (5) and the perturbations
{ev(t), eu(t), ev,0}, with appropriate choice of {k1, k2}.

Remark 2: Since the transformation (8) for the state
v1(t) is of periodically time-varying, and the part (12) for the
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state v2(t) is of finite impulse response, it can be checked that
the state v(t) = [v1(t); v2(t)] is bounded. First, Theorem 1
with A1 and A2 ensures that ‖xv(t)‖ ≤M+ε and ‖y(t)‖ ≤
M + ε hold, for all t ∈ N0. Then, from (8), it is obvious that

‖v1(t)‖ =
∥∥∥TF−(t mod k1)

p W1xv(t)
∥∥∥

≤ max
i=0,··· ,k1−1

{‖TF−ip W1‖}(M + ε).

And, since F k2+1
v2 = 0 in (12), a bound for v2(t) is found as

‖v2(t)‖ =

∥∥∥∥∥F tv2v2(0) +
t−1∑
τ=0

F t−1−τv2 (Gv2y(τ) + ev2(τ))

∥∥∥∥∥
≤ ‖v2,0‖+ ηv + (k2 + 1)(‖Gv2‖(M + ε) + ηv).

Thus, it is clear that the state v(t) is bounded. �
In the next subsection, we show how to run the converted

periodically time-varying system (5) over ciphertexts, where
it will be seen that the conversion for the condition Fv(t) ∈
Znv×nv allows the operation performed for an infinite time
horizon without re-encryption, using only homomorphic
property of cryptosystem. It can be seen as an extended
version of the methods in [16] and [17], where time-invariant
systems having the state matrix as integers are considered.

B. Implementation over Encryped Data

We first consider digital implementation for the converted
system (5), to operate over the space Zq = {0, 1, · · · , q−1},
with some q ∈ N. Let the matrices of (5) be stored as

F t = Fv(t) mod q, Gt :=

⌈
Gv(t)

s

⌋
mod q,

Ht :=

⌈
Hv(t)

s

⌋
mod q, J :=

⌈
J

s2

⌋
mod q,

(14)

with a scale factor 1/s ≥ 1, as elements of Zq , which
vary with time, with the period k1. Note that, thanks to the
conversion, the state matrices Fv(t) are of integers, so it does
not need scaling to keep the numbers down to decimal place.

Then, the system (5) is proposed to be implemented as

v(t+ 1) = F tv(t) +Gty(t) mod q, v(0) =
⌈v0
rs

⌋
mod q,

u(t) = Htv(t) + Jy(t) mod q, (15)

where v(t) ∈ Znv
q is the state, u(t) ∈ Zm

q is the output, and
y(t) ∈ Zp

q is the input quantized as (3), so that it operates
based on modular addition and multiplication over Zq . Here,
we let the modulus q ∈ N be chosen to cover the range of
the output u(t) scaled by 1/(rs2); we let

q ≥ max
i=1,··· ,m

{⌈
umax
i + ε

rs2

⌉
−
⌊
umin
i − ε
rs2

⌋
+ 1

}
, (16)

where the constants {umax
i , umin

i }mi=1 are from (2), and ε con-
siders the error margin from the condition A2, respectively.

Then, with the decoding function g : Zm
q → Rm to recover

the real output uv(t) ∈ Rm from u(t) ∈ Zm
q , defined as

g(u(t)) := rs2 ·
(
u(t)−

⌊
u(t)− u0

q

⌋
q

)
(17)

where u0 := col
{⌊

umin
i −ε
rs2

⌋}m

i=1
∈ Zm, the following lemma

states that operation of (15) is equivalent to that of (5).
Lemma 2: Consider the system (5) with Fv(t) ∈ Znv×nv ,

and the system (15) over Zq . For any ηv > 0, there exist r′ >
0 and s′ > 0 such that for every r < r′ and s < s′, it satisfies
g(u(t)) = uv(t), ∀t ∈ N0, with some {ev(t), eu(t), ev,0}∞t=0

such that supt(‖[ev(t); eu(t); ev,0]‖) ≤ ηv . �
Sketch of Proof: Consider an auxiliary system written as

v′(t+ 1) = F tv
′(t) +Gt

⌈
y(t)

r

⌋
, v′(0) =

⌈v0
rs

⌋
, (18)

u′(t) = Htv
′(t) + J

⌈
y(t)

r

⌋
, v′(t) ∈ Znv , u′(t) ∈ Zm.

It is obvious that u(t) = u′(t) mod q, ∀t ∈ N0. Conversely,
as the same as in [16, Lemma 2], it can be easily proven that

u′(t) = u(t)−
⌊
u(t)− u0

q

⌋
q, ∀t ∈ N0,

as long as (16) holds. Then, the system (18) is identified
with (5); with the errors {ev,0, ev(t), eu(t)} of (5) given as

ev,0 = rs
⌈v0
rs

⌋
−v0, ev(t) = rs

⌈
Gv(t)

s

⌋⌈
y(t)

r

⌋
−Gv(t)y(t),

eu(t) =

(
s

⌈
Hv(t)

s

⌋
−Hv(t)

)
v(t) + rs2

⌈
J

s2

⌋⌈
y(t)

r

⌋
−Jy(t),

it follows that v(t) = rs·v′(t) and uv(t) = rs2·u′(t), ∀t ∈ N0.
Note that the matrix Gv(t) is of periodically time-varying so
that bounded, and the signals {y(t), v(t)} are also bounded
as shown in Remark 2. Based on this boundedness, it can
be shown that ‖ev,0‖, ‖ev(t)‖, and ‖eu(t)‖ tend to zero, as
r and s go to zero; for any ηv > 0, there exist r′ > 0 and
s′ > 0 such that for every r < r′ and s < s′, it satisfies
‖[ev,0; ev(t); eu(t)]‖ ≤ ηv , ∀t ∈ N0. This ends the proof. �

Remark 3: Note that the implementation of (15), using
only modular addition and multiplication over integers for
operation for the whole time, is attributable to the state
matrix F t consisting of integers, obtained with the proposed
conversion. Indeed, if the matrix Fv(t) were not of integers,
so kept as F t = dFv(t)/sc with the scale factor 1/s > 1, the
factor 1/s as well as the matrix Fv(t) would be recursively
multiplied to the state v(t) of (15). Then, unless any opera-
tion other than addition and multiplication is allowed, there
would be an overflow problem for the state v(t) so that it
would be incapable of operating for an infinite time horizon,
even if the real state v(t) is bounded. See [16, Section II-D]
or [17, Section III] for more details. �

So far, we have proposed a method for implementing the
given system (1), as (15), using only modular addition and
multiplication over the space Zq . As the end result, we now
show that it is straightforward to implement the operation of
(15) directly over ciphertexts, via additively homomorphic
cryptosystems described in Section II-A; consider a dynamic
system defined on the space C of ciphertexts, designed as

v(t+ 1) = F t ·v(t) +Gt ·y(t),v(0) = Enc
(⌈v0

rs
mod q

⌋)
,

u(t) = Ht ·v(t) + J ·y(t), (19)

5618

Authorized licensed use limited to: KTH Royal Institute of Technology. Downloaded on April 15,2023 at 20:09:09 UTC from IEEE Xplore.  Restrictions apply. 



in which v(t) ∈ Cnv is the state, y(t) ∈ Cp is the input
encrypted as (4), and u(t) ∈ Cm is the output, and + and ·
denote the operations Addn and IntMultm,n of the properties
H2 and H3, respectively, with some dimensions {m,n}.

Finally, we have the following main theorem, which states
that the operation of the given system (1) can be implemented
only using addition and multiplication over encrypted data
for an infinite time horizon, in which it does not re-encrypt
or reset any portion of data for the whole time, and the
performance error can be made arbitrarily small with the
choice of the parameters {k1, k2, r, s}.

Theorem 2: Consider the system (19) over encrypted
data. For any ε > 0, there exist k1 ∈ N, k2 ∈ N, r′ > 0, and
s′ > 0 such that for every r < r′ and s < s′, it guarantees
that ‖g(Dec(u(t)))− u′(t)‖ ≤ ε holds, for all t ∈ N0. �

Proof: Let Dec(·) be taken for the both sides of (19).
Then, by the properties H1–H3, it is clear that Dec(v(t))
obeys (15), i.e., Dec(v(t)) = v(t) and Dec(u(t)) = u(t),
∀t ∈ N0. Now, consider (5) as an auxiliary system, and let
ε > 0 be given. According to Theorem 1, there exist k1 ∈ N,
k2 ∈ N, and ηv > 0 such that supt(‖[ev(t); eu(t); ev,0]‖) ≤
ηv implies ‖xv(t) − x′(t)‖ ≤ ε and ‖uv(t) − u′(t)‖ ≤ ε,
∀t ∈ N0. Then, Lemma 2 completes the proof. �

Remark 4: A remark is made to compare the proposed
method of this paper, and the method presented in [16].
Both the methods consider converting the state matrix to
integers for operation for an infinite time horizon. But, a
significant difference is that the method in [16] assumes the
existence of an external unit6 having the decryption key,
which can decrypt and re-encrypt the system output, and
transmit it back to the system. In contrast, this assumption is
not considered in this paper, as it is clear that the proposed
system (19) does not utilize re-encryption of the output u(t).
To sum up, a strong point of the method of this paper is that
the proposed system (19) can operate solely, for the infinite
time horizon, without relying on the presence of decryption
key (without re-encrypting any portion of data). �

IV. CONCLUSION

In this paper, we have proposed a method for running
linear time-invariant systems over encrypted data for an infi-
nite time horizon, which does not make use of bootstrapping
techniques, reset, or re-encryption of data, but exploiting the
additively homomorphic property of the cryptosystem only.

The proposed method first consider the Jordan canonical
decomposition of the given system, into stable part and anti-
stable part, and convert each of them to have the state matrix
as integers. To this end, finite impulse response approxima-
tion is used for the stable part, and a novel conversion scheme
is presented for the anti-stable part, which first approximates
the eigenvalues of the state matrix, and then transforms
the system to a periodically time-varying system having the
state matrices as integers. By doing so, it has been proven
that the converted system can be implemented to operate

6For example, the actuator in the common configuration of encrypted
control system can be considered as such external unit.

using only modular addition and multiplication, that is, can
be implemented over encrypted data without re-encryption.
Moreover, it has been seen that the performance error, which
is due to approximation errors during the conversion and
quantization errors because of digital implementation, can be
made arbitrarily small by appropriate choice of parameters.

The case of using LWE-based cryptosystems which can
be both multiplicatively and additively homomorphic is not
considered in this paper, and consideration of injected errors
during encryption for such cases is omitted for simplicity,
but they can be considered in the future work.
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