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The comprehensive integration of instrumentation, communication, and control into physical systems has
led to the study of Cyber-Physical Systems (CPSs), a field that has recently garnered increased attention.
A key concern that is ubiquitous in CPS is a need to ensure security in the face of cyber attacks. In this
paper, we carry out a survey of systems and control methods that have been proposed for the security
of CPS. We classify these methods into three categories based on the type of defense proposed against
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the cyberattacks: prevention, resilience, and detection & isolation. A unified threat assessment metric is
proposed in order to evaluate how CPS security is achieved in each of these three cases. Also surveyed are
the risk assessment tools and the effect of network topology on CPS security. Furthermore, an emphasis
has been placed on power and transportation applications in the overall survey.
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3.2.2.
3.2.3.

1. Introduction

Motivated by concerns about sustainability, efficiency, and re-
siliency, several sectors including energy, transportation, water, and
healthcare systems have witnessed significant advances in instru-
mentation, monitoring, and automation over the past decade. The
resulting integration of information, communication, and computa-
tion with physically engineered systems demands a detailed inves-
tigation into the analysis and synthesis of Cyber-Physical Systems
(CPS) as a means to realize the desired performance metrics of ef-
ficiency, sustainability, and safety. The extensive and intricate pres-
ence of cyber components also introduces concerns over unwanted
access to these systems. The available communication technologies,
referred to as SCADA (Supervisory Control and Data Acquisition),
are witnessing significant advances, triggering a shift from pro-
tected, closed, and wired networks to open and wireless networks,
which, as a side effect, are more vulnerable to outside interference.
This, in turn, has led to a recent systematic investigation of secu-
rity of CPS, various attack models, tools for analysis of CPS secu-
rity, and most importantly, methods for ensuring resilience against
cyber attacks. This paper surveys this emerging area and offers a
systems and control-theoretic perspective to provide a snapshot
of the current state of research in the field. For the purposes of
this paper, we denote the term CPS security to include both se-
curity, which sometimes is used as a system property that corre-
sponds to defense against attacks, and resiliency, a system property
that corresponds to survival and recovery after occurrence of an
attack.

The notion of security against unwanted intrusions and at-
tacks can be traced back to the times of Caesar (Tranquillus, 1957)
and early warfare strategies. A technological intersection with this
topic, however, has its origins in the proliferation of computers in
the commercial sector. Grouped under the rubric of InfoSec, in-
formation security breaches were recognized to be central to the
satisfactory performance of a system. In particular, three security
breaches were often considered to be important for the protec-
tion of information (Cherdantseva & Hilton, 2012; 2013; Saltzer &
Schroeder, 1975): Confidentiality, Integrity, and Availability which
denote as an unauthorized information release, an unauthorized
information modification, and an unauthorized denial of use of the
information, respectively’.

Given the central role that information plays in a feedback
control system, the approaches to achieving CPS security can be
grouped using the same taxonomy (see Fig. 1). A confidentiality
breach can be viewed as the monitoring of information that is
used to control the system, integrity breach as the corruption of
the sensor data sent to the network for processing, and availabil-
ity breach as either blocking or delaying of the information be-
tween the computational block and the actuation node in a system
(Cardenas et al., 2011; Cardenas, Amin, & Sastry, 2008; Cardenas,
Amin, & Sastry, 2008; Sandberg, Johansson, & Amin, 2015).

T In the literature (Zeldovich (Fall 2014)), security goals are also defined in the
same manner but with a positive voice: confidentiality is to maintain the secrecy of
the important data, integrity is to guarantee the fidelity of the data, and availability
is to ensure the accessibility of the data at the right time.
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Fig. 1. A schematic of various attacks that can occur in a CPS grouped under the
three categories, Disclosure attacks, Deception attacks, and Disruption attacks.

If protection against the security breaches above can be viewed
from a defender’s perspective, an attacker’s perspective can be
considered as well to address CPS security. Broadly speaking, cy-
ber attacks have been grouped under three headings; disclosure
attacks, deception attacks, and disruption attacks (Bishop, 2005;
Teixeira, Sou, Sandberg, & Johansson, 2015) denoted as DDD attacks
in what follows (Fig. 1). Disclosure attacks refer to any intrusions
that include eavesdropping (Nozari, Tallapragada, & Cortés, 2017);
deception attack corresponds to the corruption of signals (such
as a spoofing attack (Jafarnia-Jahromi, Broumandan, Nielsen, &
Lachapelle, 2012) or a false-data injection attack (Pasqualetti, Dor-
fler, & Bullo, 2013)), and a disruption attack corresponds to another
active intrusion where the signal may either be blocked or delayed
(e.g., denial of service (De Persis & Tesi, 2015)). These three attacks
are not mutually exclusive-almost all deception attacks can be dis-
ruptive as well; disruption attacks need not necessarily coincide
with a deception attack to achieve a more active action such as
blocking or delaying. It is clear that there is a direct mapping be-
tween these three attack-models and the three security goals of
confidentiality, integrity, and availability (Fig. 1). The disclosure at-
tack is analogous to the confidentiality breach, the deception attack
to the integrity breach, and the disruption attack to the availability
breach. Both the CIA goals and the DDD attacks have been exten-
sively analyzed in the literature for analysis and synthesis of CPS
security over the past few years (Amin, Cardenas, & Sastry, 2009;
Bishop, 2005).

In a well-designed control system where performance goals of
accuracy, speed, and robustness are met, allowing cyber attacks to
have an impact, let alone a significant one, seems like an impossi-
bility. To the contrary, the number of attacks, as well as their im-
pact on the underlying infrastructure, has been quite compelling.
We summarize some of the major attacks on control systems in
power and transportation infrastructures in the following section.
Each of the major attacks is classified using the security breaches
and attack models described above. The specific set of components
compromised in the underlying feedback control loops is indicated
in Fig. 1.



396 S.M. Dibaji, M. Pirani and D.B. Flamholz et al./Annual Reviews in Control 47 (2019) 394-411

Private Network

-

Air Gap
@ & Connecting
the infected
é "‘ USB

Maintenance
Engineer

Internet

O &

Maintenance

Infected USB laptop

-

Receiving
modified Receiving
results results

N

Injecting

malicious

spinning
commands

vavds 03 s}jnsal jewaoN
uondBul I1d

(85— (o= (85—

Sending malicious
-

& < commands to
SCADA centrifuge

controllers

Fig. 2. A schematic of the Stuxnet attack that occurred in 2011.

1.1. Examples of CPS cyber-attacks

In this subsection, we name a few of the most consequential
attack scenarios that have occurred in real cyber-physcal systems.

1.1.1. Stuxnet

Stuxnet was a cyber-physical attack on an Iranian uranium en-
richment plant in late 2009. In targeting a commercially available
Programmable Logic Controller, operating under a narrow set of
conditions, the attackers were able to ensure the attack reached
its intended recipient with limited fallout. They inserted a mal-
ware which would lie dormant in the system and go undetected
(Falliere, Murchu, & Chien, 2018; Zero Days, 2016). With such a
stealthy presence, observing critical and confidential system data,
the attacker observed key outputs of the system under stable con-
ditions, and replayed those measurements to other monitoring
sites of the network. Simultaneously, malicious actuation signals
were injected into other critical actuation sites, resulting in a sig-
nificant damage to a number of centrifuges (Falliere et al., 2018).
In general, many cyber-attacks can remain undetected after inser-
tion, for a significantly long period up to a year (Mo, Weerakkody,
& Sinopoli, 2015; Zero Days, 2016). Fig. 2 illustrates Stuxnet in a
schematic form. One can view Stuxnet as a combination of decep-
tion and disclosure attacks.

11.2. RQ-170

In 2011, US operators lost control of an RQ-170 unmanned aerial
vehicle (UAV) which subsequently landed in Iran. One speculation
as to what caused this to occur is that Iranian forces jammed GPS
communications followed by a spoof of GPS signals, thereby de-
ceiving the drone into landing in the desired location (Hartmann
& Steup, 2013). In addition to this attack on a UAV, a number of
studies have been carried out to show the potential threat of GPS
spoofing on vehicles (Harding et al., 2014). The RQ-170 attack can
be viewed as a disruption attack followed by a deception attack.

1.1.3. Ukraine attack

Traditional practice in power grids is to institute safeguards
against physical faults (Watts, 2003) using protective devices. A
singular departure from such occurrences happened in the Ukraine
attack. This consisted of a series of attacks on Ukrainian power dis-
tribution networks causing outages as well as lasting damage in
2015. The first was introduced via phishing emails containing the
Black Energy malware. Once it infiltrated the system, it enabled

the attacker to steal critical data and study the system environ-
ment. This, in turn, enabled access to a more critical control level
and allowed the spoofing of control commands (Case, 2016). That
is, first there was a confidentiality breach, followed by an integrity
breach. Finally, by overwriting the firmware in a few substations,
the attacker was able to ensure remote inoperability of breakers,
leading to an availability breach. In 2016, yet another attack was
launched on a transmission station using the Crash Override mal-
ware. This malware could communicate directly with grid control
software and its modular design enabled it to be modified to work
for US or European grid protocols as well (Greenberg, 2017).

1.1.4. Maroochy attack

In 2000, the Maroochy water services in Queensland, Australia,
were attacked by a disgruntled employee. Motivated by revenge,
he accomplished the attack by infiltrating the SCADA network of
water services and altered the control signals. The attacker took
control of 150 sewage pumping stations resulting in the evacua-
tion of one million liters of untreated sewage, over a three-month
period, into stormwater drains and on to local waterways (Slay &
Miller, 2007). This is clearly a deception attack/integrity breach on
actuators.

1.1.5. Jeep hack

Car hacking shows a large level of vulnerability that modern au-
tomotive systems seem to possess against adversarial actions. One
of the examples was an (under control) attack on a Jeep which
was driving in 70 mph on a highway in St. Louis, USA, where
the car was hijacked remotely by attackers to show how various
Electronic Control Units, from wiper to brake and engine systems,
can be manipulated remotely through the cellular connection in-
side the vehicle (Greenberg, 2018). Although this attack was set to
be under control, it is claimed that remote car hacking can have
life-threatening consequences for passenger vehicles in the future
(Koscher et al., 2010).

1.1.6. Other attacks

The attacks listed above are by no means comprehensive. They
are meant to be an overview of some of the major cyber-attacks
that have had a noticeable impact on power and transportation in-
frastructures. The earliest cyber attack on critical infrastructure is
reported to have occurred in 1982 when the sale of intentionally
damaged control software to the Soviet Union resulted in an ex-
plosion in Siberia (Onyeji, Bazilian, & Bronk, 2014). Over the past
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five years, there have been several other cyber attacks on ground
transportation infrastructures (ENISA cybersecurity report, 2016),
the service industry, and the manufacturing industry to name a
few (for a list of cyber-attacks refer to Data Breach Investigations
Report (2009, 2015); Hackmageddon (2018)). We have excluded
physical attacks like the Metcalf sniper attack (Sniper attack CNN
report, 2015) that have occurred on a PG&E transmission substa-
tion in California leading to a large financial loss and pilot in-
tended crash of Airbus (Airbus A320-211 report, 2015) Based on
Rus et al. (2018), two thirds of attacks have been initiated by
phishing emails. A majority (70-80%) of attacks are abetted by in-
siders. 67% of the cyber threats are enabled by victim errors, 64%
are directly introduced by hackers, and 38% by malware.

1.2. Research opportunities in CPS security

The FY 2019 US Presidents Budget includes $15 billion of budget
authority for cyber-security-related activities, a $583.4 million (4.1
percent) increase above the FY 2018 Estimate (Cybersecurity fund-
ing, 2019) which indicates the level of attention being paid to this
topic. As the problem of CPS security is of huge interest to the en-
gineering community, it is not surprising that there is a large num-
ber of research investigations over the past decade. Earlier works
such as Cardenas et al. (2011, 2008); Cardenas et al. (2008) and
Sandberg, Teixeira, and Johansson (2010) brought to attention
the fact that the topic of cyber-attacks is not of interest just
to the cybersecurity community, but out of significantly broader
interest. These works also demonstrated that component-wise
solutions may not suffice, and instead, these threats must be
analyzed from a comprehensive system and infrastructure perspec-
tive. Also as mentioned above, DDD attacks have been discussed
at length in Teixeira, Shames, Sandberg, and Johansson (2015) and
Cardenas et al. (2008).

Issues of CPS security arise in a range of applications. On a
daily basis, there are reports of cyberattacks in almost every sec-
tor that includes a cybercomponent. To give the readers a better
sense of the impact of cyberattacks and the general problem of
CPS security, in what follows, we expand on the impact in the
context of power systems (Ashok, Govindarasu, and Wang, 2017;
Bobba et al., 2012; Gusrialdi and Qu, 2019; Huang, Satchidanan-
dan, Kumar and Xie, 2018; Humayed, Lin, Li, and Luo, 2017; Li,
Shahidehpour, and Aminifar, 2017; Liang, Zhao, Luo, Weller, and
Dong, 2017; Liao and Chakrabortty, 2018; Liu and Li, 2017; Mi-
lani, Khan, Chakrabortty, and Husain, 2018; Nordell, 2012; Onyeji
et al., 2014; Sandberg et al, 2010; Sanjab, Saad, Guvenc, Sar-
wat, and Biswas, 2016; Sridhar, Hahn, Govindarasu et al., 2012;
Stoustrup, Annaswamy, Chakrabortty, and Qu (ed.), 2019; Wang
and Lu, 2013; Xie, Mo, and Sinopoli, 2011; Yan, Qian, Sharif, and
Tipper, 2013). In particular, see Nordell (2012) for definitions of se-
curity and Gusrialdi and Qu (2019) for a chapter on cybersecurity
in smart grid control with comprehensive discussion on attacks by
insiders and outsiders and countermeasures in a power system.
The presence of a large number of subsystems in power systems
implies that the impact of attacks vary significantly depending on
where they occur. Broadly speaking, this impact can be summa-
rized over the following three broad headings:

1. Transmission level: Attacks may happen in AGC control loops
(generator governor control) (Huang et al., 2018), PSS, FACTS
controller, and wide-area controllers (Ashok et al., 2017; Bobba
et al., 2012; Liao & Chakrabortty, 2018). Each of these cases
may involve denial-or-service type attacks, hardware failures,
control software failure, replay attacks, and data tampering at-
tacks. Wide-area control is especially susceptible to attacks as
substantive long-distance sensitive communication is required
for WAC, opening up many vulnerable points for attackers to

intrude through. For example, if the computation of the wide-
area control signals is happening in a cloud, then attackers may
cause DoS, data tampering and other such attacks to either de-
grade the closed-loop CPS performance or completely destabi-
lize the system. Moreover, GPS receivers of PMU measurements
are prone to spoofing attacks (Jafarnia-Jahromi et al., 2012). Di-
rect hardware attacks on the bare metal of the shared virtual
computers used in the cloud for performing these computa-
tions, or software attacks on their data storage units and hy-
pervisors, are also highly possible.

2. Distribution level: Attacks can happen in islanded micro-
grids, grid-connected microgrids, or networked microgrids
(Li, Shahidehpour, et al., 2017). Similarly, in a distribution-level
power grid, an attacker may change the current and voltage set-
points of the power converters that connect the renewable re-
sources to the grid to wrong values such that the power flow
equations no longer have any feasible solution, forcing the grid
to enter into an unsafe zone (Milani et al., 2018). Another im-
portant point is that the majority of communication protocols
used for microgrid operation and control are executed using
wireless communication, where security may be a serious con-
cern. If this communication is hacked, and, as a result, mes-
sages do not reach the microgrid controllers from the supervi-
sory management layer, then severe issues of frequency stabil-
ity and voltage stability can arise.

3. Market level: False data injection in electricity markets has
been investigated in Xie et al. (2011), where a convex optimiza-
tion problem is solved by the attacker to find which nodal price
of Ex-Post market must be manipulated to maximize the finan-
cial profit of the attacker.

It has to be noted that in power systems and more gener-
ally in complex cyber-physical systems, fault-tolerance is the ba-
sic requirement to make sure a blackout would not occur even in
the presence of unintentional faults. One example of power grids
lacking sufficient fault-tolerance is the Venezuela power grid that
encountered frequent balckouts in March 2019 (Venezuela et al.,
2019).

Similar to power systems, transportation systems experience a
wide range of impact depending on the specific subsystem that
has been targeted. Unmanned aerial vehicles and their vulner-
abilities are addressed in Rani, Modares, Sriram, Mikulski, and
Lewis (2016). General transportation systems have been examined
in Javed and Hamida (2017), Hoppe, Kiltz, and Dittmann (2008),
Fagnant and Kockelman (2015), Sucasas, Mantas, Saghezchi, Rad-
wan, and Rodriguez (2016), Xue, Wang, and Roy (2014), Sherif, Ra-
bieh, Mahmoud, and Liang (2017), Alam, Ferreira, and Fon-
seca (2016), Parkinson, Ward, Wilson, and Miller (2017), Petit and
Shladover (2015), Woo, Jo, and Lee (2015), Siegel, Erb, and
Sarma (2018), Ahmed and Gharavi (2018), Amoozadeh et al. (2015),
and industrial systems in Bradbury (2012), Fovino, Carcano,
Masera, and Trombetta (2009), Huitsing, Chandia, Papa, and
Shenoi (2008), Ding, Han, Xiang, Ge, and Zhang (2018). As ev-
idenced by the Jeep-Hack and Stuxnet examples, the impact of
cyber-attacks can be significant, as they represent safety-critical in-
frastructures.

In addition to the above applications, CPS security has been
investigated in Cho and Woo (2017) for protection methods in
nuclear power plants, motivated by the cyber attack in 2014.
In Wang, Wang, Shen, Alsaadi, and Hayat (2016), a review on
deception and disruption attacks in CPSs has been performed.
The importance of security in SCADA has been discussed in
Bradbury (2012), Fovino et al. (2009) and in Modbus con-
trol systems in Huitsing et al. (2008). A survey on informa-
tion and communication-based security aspects of industrial con-
trol systems is done by McLaughlin et al. (2016). The repeated
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occurrence of the term security in the recent control systems sur-
vey (Lamnabhi-Lagarrigue et al., 2017) is another indicator of the
importance of this topic.

1.3. Contributions of this paper

The purpose of this paper is to present an overview of the
research activities in the area of CPS security in two critical in-
frastructures, power and transportation. We provide this overview
with two objectives in mind; the first is to provide a broad sys-
tem and control perspective within which most of the research
contributions to-date can be viewed. The second objective is to
map these contributions to a CIA-taxonomy of security breaches
and DDD-taxonomy of attack models. We accomplish both of these
objectives in Section 2, where all systems and control defense
mechanisms are grouped under three headings of prevention, re-
silience, and detection & isolation, based on the underlying con-
cept employed. In this section, a metric that quantifies the CPS se-
curity is also proposed. We discuss threat assessment tools and re-
quired topological conditions for underlying networks in Section 3.
A summary and suggestions for future research are included in
Section 4.

2. Systems and control methods for CPS security

With the overall importance of CPS security mentioned in the
introduction, we now focus on the details of the intersection of
this topic with closed-loop control systems. Given that control sys-
tems consist of key components such as sensors which measure
key variables of interest and actuators that synthesize control in-
puts that help the system perform tasks of regulation and tracking,
it is important that the CPS security focuses on sensors and actu-
ators. In addition to these components, another important compo-
nent of a control system is a communication network often used
to relay crucial information to relevant places. Therefore CPS se-
curity needs to include its focus not only on sensors and actua-
tors but also the underlying communication network. It is essen-
tial to model the adversary and its available resources. One such
conceptual model is illustrated in Fig. 3. It should be noted that
attacks on CPSs often are confused with the faults that may occur
randomly and are oblivious of the system model. Attacks, unlike
faults, through eavesdropping, publicly available knowledge, oper-
ator faults, and so on, may have access to the system model and
make use of this knowledge to design smarter and more effective
attacks (Teixeira, Sou, et al., 2015). This is one of the reasons that
a system and control level of defense is required against such at-
tacks. However, in order to develop a systematic set of method-
ologies that provides CPS security for control systems, one needs
to begin with an analysis of the different type of attacks that are
possible. Attack models that characterize the capabilities of the
attacker, such as their computational power, the type of access
they may have, the data they collect, and their collaborative ca-
pabilities are very much needed. One such model is developed in
Teixeira, et al. (2015) which is based on the available resources

Prior Model
Knowledge

Attack Sensor and

Action - Actuator Data
— A —

Fig. 3. A schematic of how attacks impact a CPS. It should be noted that an attack
action differs from random faults in the sense that attacks may have access to the
system model and suitably leverage to exacerbate the impact on the CPS.

to an attacker. These models need to be designed using questions
such as the following: What are the points and signals that attack-
ers have access to? What can they do precisely on the signals?
What are their limitations? These must be stated clearly in order
to understand the logic behind the associated defense mechanisms,
to understand the level of conservatism, to compare with other se-
curity mechanisms, and to improve the defense mechanisms.> The
DDD attack models mentioned in the introduction provide a start-
ing point for such designs and form our primary focus in this pa-
per.

In Fig. 1, we illustrate a feedback control system and various
vulnerable points that can be attacked, indicating the correspond-
ing attacks as A;,i=1,...,9, which are often referred to as attack
surfaces (Manadhata & Wing, 2011). In what follows, we classify
the existing literature on attacks into one of the three DDD cat-
egories, and proceed within each category to subclassify them on
the basis of the specific point in the CPS system which is attacked.
It should however be noted that this mapping is not necessarily
unique. A typical attack may include both features of deception
and disruption, and therefore could be grouped under either of
these categories. For instance, the paper Gil, Kumar, Mazumder,
Katabi, and Rus (2017) considers a masquerading attack in which
a malicious node spoofs a large number of legitimate nodes, which
could be viewed as either a deception or a disruption attack.

2.1. Attack models

As shown in Fig. 1, a typical cyber-physical system consists of
inputs u(k) at time step k and outputs y[k] that are measured by
sensors, communicated through a network, and with suitable com-
putations, the control input is communicated and delivered to the
physical system through actuators. The attacks A;,i=1, 2,3 are on
the sensors, As, Ag are on the networks, Ag is on the computational
layer, A;,i=7,8,9 are on the actuators. In what follows, we group
these attacks into the DDD categories, and wherever possible, we
present the underlying attack model.

Disclosure attacks: Disclosure attacks aim to find access to infor-
mative signals or obtain some conclusive information about them.
A successful disclosure attack may directly use or sell the obtained
data or use them in order to extract other information about the
system. The latter is called inference attacks or sometimes known
plaintext attacks (Yuan & Mo, 2015) which are to infer the pri-
vate information of a system, such as its transfer function, us-
ing the access to some potentially legitimate parts of the system
(du Pin Calmon & Fawaz, 2012) such as sensory data and control
inputs. Disclosed, or indirectly inferred data, can also be used to
design smarter attacks in the future. One of the reasons that dis-
closure attacks are, despite their simple definitions, more vital in
security is that the detection of disclosure attacks usually take a
long time, i.e. the attacks are in the so-called zero days mode. It
has been proved that in some systems, the attacks that use the
system’s information, potentially gained via an initial disclosure
attack, can destabilize the closed-loop system. Disclosure attacks
may take place on either sensor measurements, control computa-
tions, or actuation signals, which are indicated in Fig. 1, respec-
tively, by As, As, and Ag.

Deception attacks: Deception attacks or false data injection (FDI)
are accomplished when the signals are somehow different from

2 There is a wide spectrum of assumptions that can be made on attacks. Based
on Shannon’s Maxim, the enemy knows the system. The Shannon’s paradigm is in
contrast to Security by Obscurity in which the security is guaranteed by assumptions
on the secrecy of the system’s data (Shannon, 1949). The best security solutions are
those that with the assumptions on which data are shared or under a direct ac-
cess of the public (or non-trusted insiders), the attacks are defined thoroughly. This
is done in computer security via Access Control tables (Kern, Kesavan, & Daswani,
2007).
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Fig. 4. Threat assessment of a CPS system and its reduction due to three defense mechanisms, based on prevention, resilience, and detection & isolation. The variable I

denotes a quantity of interest that signifies the system vulnerability.

their true value. They can occur in three distinct locations in the
closed-loop system (see Fig. 1):

(i) Sensor attacks, which change the operating conditions ruin-
ing the fidelity of the measurements (A, in Fig. 1), i.e.,

Y[kl = ylk] + ay[k]. (1)

where y?[k] is the corrupted measurement vector and ay[k]
is the attack verctor, non-zero for some of the measurements
(Cardenas et al., 2008).

(ii) Actuation attacks, which deviate the control signals from
the values they have to be (Ag in Fig. 1), and (iii) Computational
attacks, in some CPSs, which alter the control law (Ag in Fig. 1),
i.e,, in both cases the attacked control input u“[k] is given by

u9k] = u[k] + aulK],

where ay[k] is a non-zero value for some of the control inputs
(Cardenas et al., 2008).

Deception attacks are the strongest attacks in terms of the level
of damages they may create. For example, it is easy to imagine
how a deception attack can quickly destabilize the closed-loop sys-
tem. A good example of such attacks is introduced in Brown and
Demarco (2018) for power systems.

Disruption attacks: Any intentional tampering of information
comes under the category of disruption attacks, sometimes de-
noted as denial of service (DoS) attacks or jamming attacks. DoS at-
tacks can be on the sensor data (A; in Fig. 1), in the underlying
network for (A4) or on the actuation signals (A7) (Cardenas et al.,
2008), all of which can be classified into the following attack mod-
els:

. 0 if A; occurs,
yi[k] = . (2)
y[k] otherwise.
0 if A4 or A; occurs,
ulk] = . (3)
u[k] otherwise.

Often such DoS attacks are countered by using a Zero-Order-
Hold approach. Gusrialdi and Qu (2019) provides a more detailed
exposition of these models and addresses grid-specific attacks such
as those on load frequency control and interdiction attacks and de-
ception attacks such as circuit breaker attacks and load altering at-
tacks.

It could be argued that the attacks as in (2) and (3) could have
been easily grouped under deception attacks. A different example

of disruption attacks, rather than (2), is an erasure, where the goal
of the attacker is simply to prevent authorized entities from being
made available the information that is required for their operation.
Such an attack can be expressed as

{@ if A; occurs,

Y[kl = , (4)
y[k] otherwise.

where @ denotes the total lack of arrival of the data at the intended
recipient.

In addition to the above perspective which is that of an at-
tacker, a defender’s perspective is important as well. One can ar-
gue that the focus of cyber-security (Rus et al., 2018) is from such
a perspective and seeks to provide protection to a system by se-
curing key components through firewall, encryption, etc. However,
as the complexity of the overall system increases, it becomes diffi-
cult to ensure that a defense mechanism of the entire system can
be guaranteed only through protection of every one of its individ-
ual components. Rather, a systems perspective is needed, which fo-
cuses on prevention of these attacks, and if attacks do occur, en-
sure that the system is resilient by containing the impact of these
threats, and/or detect and isolate these threats and recover quickly.
This is the focus of the next subsection.

2.2. Defense mechanisms

In this paper, we characterize three defense mechanisms, em-
ployed either prior to, or during the occurrence of the attack, to
ensure CPS security. In order to present these three mechanisms in
a unified manner, we consider an overall threat assessment metric
illustrated in Fig. 4. Our thesis is that in order to develop a com-
prehensive defense mechanism for security, all three components
of prevention (to postpone the onset of an attack), resilience (to
contain the maximum impact of the attack and operate as closely
to normal as possible), and detection and isolation (to identify the
source of the attack, isolate the corrupted subsystems, and restore
the normal mode as quickly as possible) are equally important and
have to be layered in. If the defense strategy relies on detection
alone, then the threat of the same attack recurring is not mini-
mized. In addition, in the interval between the onset of the attack
and detection, the system could experience a significant damage. A
good example of such a scenario is the Stuxnet (Chen, 2010). Ma-
roochy is also an outcome of the lack of detection and resilience
mechanisms (Slay & Miller, 2007). The absence of resilience in
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RQ-170 is apparent, as the control system was unable to defend
against the spoofing attack. It could be viewed that preventive
mechanisms are active prior to the attack whereas resilience and
detection and isolation mechanisms are invoked during the attacks
and until the system is restored to normal operation.

Each of the three defense mechanisms represents a certain
point of view of ensuring security and therefore corresponds to a
certain control methodology and related systems tools. The goals,
the tools used, and the resulting performance are therefore in-
timately connected with the defense mechanism. In the sections
that follow, the control methodology, the tools, and the results re-
ported in the literature are provided in detail.

2.2.1. Prevention mechanisms

Methods in this category are to guard against disclosure attacks,
which start from an infiltration stage to steal the vital informa-
tion of the system and leverage them in future attacks. A simple
example of this stage is through an insider (like the case in Ma-
roochy attack) or Advanced Persistent Threats (APTs), an attack in
which the access of the system is given to an unauthorized user in
a stealthy fashion for an extensive period of time (Chen, Desmet,
& Huygens, 2014). We group defense mechanisms in this category
into two cases; Cryptography and Randomization. The former is
a long-standing topic with its underpinnings in computer science
and extensively studied (Katz, Menezes, Van Oorschot, & Vanstone,
1996). The latter, on the other hand, is grounded in control theory
and has a rich history in robust control problems (Milanese, 2013).

(i) Cryptography:

Cryptography is the science of constructing and analyzing pro-
tocols that prevent third parties or the public from reading private
messages. Modern cryptography started after World War Il making
use of the concept of public key (Diffie & Hellman, 1976), Fig. 5 (a).
The idea behind cryptography is to make sure that the data be-
tween a sender and a receiver cannot be revealed via an unautho-
rized user. Authentication can be checked with sharing the secure
acknowledge messages. Fig. 5(b) shows why making use of encryp-
tion and decryption is helpful in maintaining the confidentiality of
data. However, if the eavesdropper has access to the points be-
tween decryptor and B, or encryptor and A, it can still read the
message. As A and B can be any of three components, sensors,
communication network, or actuators, shown in Fig. 1, this kind
of attacks may take place in CPS. However, if a form of encryp-
tion that allows computation on ciphertexts is used, it can prevent
the eavesdropper from accessing these messages. Farokhi, Shames,
and Batterham (2017) and Darup, Redder, Shames, Farokhi, and
Quevedo (2018) discuss a homomorphic cryptographic platform
with closed-loop stability analysis to address. An application of
this method to secure transportation systems is discussed in
Farokhi, Shames, and Johansson (2017). A key management scheme
for privacy issues in SCADA systems is also proposed in Rezai, Ke-
shavarzi, and Moravej (2013). A polynomial-based scheme for a
symmetric key generation in SCADA is discussed in Pramod and
Sunitha (2015) and a cryptographic framework for the threats

@

Encryptor
g Decryptor |m

._ EnciMj\

N/ 3
/Eavesdropper
(b)

Fig. 5. (a) German Lorenz cipher machine, used in World War II to encrypt very-
high-level messages, (b) Encryption and Decryption’s roles in confidentiality.

in cyber-physical systems is analyzed in Burmester, Magkos, and
Chrissikopoulos (2012). Also Sherif et al. (2017) proposes a simi-
larity technique between encrypted data to preserve the privacy
of ride-sharing autonomous vehicles. Secure estimation with pri-
vacy assurance of the encoded data is discussed in Wiese et al.
(2018).

(ii) Randomization:

Randomization as a defensive tool is utilized to confuse the po-
tential attacker and has proved useful whenever the predictabil-
ity of the deterministic rules may be leveraged by the attackers
to obtain key information of the system, potentially for conduct-
ing much more advanced attacks. Randomized algorithms have
proved useful in a wide range of mathematical and algorithmic
problems (Motwani & Raghavan, 2010). Randomization as a robust
control technique has been employed in the last decade (Frasca,
[shii, Ravazzi, & Tempo, 2015; Milanese, 2013). Most of the tech-
niques which aim to provide a confidentiality service use ran-
domization of data. An example of masking the private data in
the presence of an adversarial agent is Mo and Murray (2017).
The regular (non-adversarial) agents obtain the correct states and
compute the average consensus using the masked data with a
noise. A similar technique in a network of agents is proposed by
Nozari et al. (2017), where the privacy of the states is preserved
in an approximate manner. The latter method uses the differen-
tial privacy technique to tackle the problem (Corts et al., 2016;
Dwork, 2011). The idea there is to use an alternative random-
ized data set to maintain the main data set from confidentiality
breaches. The idea of randomization has been proposed also in ad-
versarial machine learning (Huang, Joseph, Nelson, Rubinstein, and
Tygar (2011)). In Gupta, Katz, and Chopra (2017), the idea of mask-
ing data to achieve the exact average consensus in the presence of
an eavesdropper is proposed. Dibaji, Pirani, Annaswamy, Johansso,
and Chakrabortty (2018) proposes a random gain selection method
to secure the closed loop system against disclosure attacks on As
and Ag.

2.2.2. Resilience mechanisms

Resilience is a property defined as the ability to withstand and
recover from severe stresses induced by natural stresses or de-
liberate attacks (Annaswamy, Malekpour, and Baros, 2016; Fawzi,
Tabuada, and Diggavi, 2014; Khargonekar, 2015; Obama presiden-
tial policy; Rieger, Gertman, & McQueen, 2009). Resilience may not
be an inherent property of the system and needs to be bestowed
through a suitable design of the control system. A large num-
ber of the methods reported in the literature can be viewed as a
resilience-increasing mechanism. In what follows, we group these
methods into four types, which include (i) Game theory, (ii) Event-
triggered Control, (iii) Mean Subsequence Reduced algorithms, and
(iv) Trust-based approaches. While (i) and (ii) are based on state-
space methods, (iii) and (iv) are graph-based.

(i) Game-theoretic methods:

A game-theoretic approach that provides resilience consists of
trying to maximize the price of attacking a system or minimize
the damage that an attacker can apply to the system. Game the-
ory, in a nutshell, is an interaction between two or multiple play-
ers, where each player tries to optimize some objective function.
The challenging part of games is that the objective function of a
player depends on the choices of at least one other player in the
game. Thus, each player cannot optimize its objective independent
of choices of other players.

There is a vast literature on game-theoretic approaches to the
security and resilience of control systems since the past decade.
These approaches vary depending on the structure of the cyber-
physical system or based on the specific type of malicious action
acting on the cyber layer. Each of these two approaches is dis-
cussed briefly as follows:
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The first approach is to model the game for the security of CPS
based on the structure of the cyber and the physical layers (Amin,
Schwartz, & Sastry, 2013; Chen & Zhu, 2015; Clark, Zhu, Pooven-
dran, & Basar, 2013; Ferdowsi, Saad, & Mandayam, 2017; La, 2017;
Sanjab & Saad, 2016; Sanjab, Saad, & Basar, 2017; Zhu, Bushnell,
& Basar, 2013; Zhu, Tembine, & Basar, 2010). One of the common
approaches is to define games in both physical and cyber layers.
More formally, considering that in the physical layer, the evolution
of the system is modeled with the following general dynamics

x(t):g(t7x7uvwan(t7a7ﬁ))7 (5)

where g(.) is a nonlinear function of the state x, the control action
u, the disturbance effect w and 7n(t, o, ) which is a switching sig-
nal indicating the state of the cyber-layer. Here t is the time and
o and B are the actions of the attacker and defender in the cy-
ber layer, respectively. Parameter 1 evolves in discrete time, e.g.,
Markov jump model, in the cyber-layer which makes the over-
all hybrid system shown in Fig. 6. The concept of games-in-games
reflects two interconnected games, one in the physical layer and
the other in the cyber layer. At the physical layer control system,
a zero-sum differential game between the robust controller and
the disturbance is used to design an H,, controller for achiev-
ing robust performance for uncertain parameters or disturbances
(Pan & Basar, 1999). At the cyber layer defense system, a zero-sum
stochastic game between a defender and an attacker is used to de-
sign an optimal cyber policy for ensuring system security (Zhu &
Basar, 2011).

Another approach is based on the type of the attack and mali-
cious behaviour (Horak, Zhu, & Bosansky, 2017; Khanafer, Touri, &
Baar, 2013; Miao, Zhu, Pajic, & Pappas, 2018; Ugrinovskii & Lang-
bort, 2017; Wu, Li, & Shi, 2017). More particularly, in this case, de-
pending on the type of adversarial or malicious behavior that is
active or passive, an appropriate game strategy, e.g., Nash or Stack-
elberg, has been discussed. More specifically, the interaction be-
tween a jammer and a passive defender can be reasonably cap-
tured by a Stackelberg game in that the jammer is an active player
who sends signals at an intended level to interfere with communi-
cation channels while the legitimate user rationally defends itself
from such an attack. On the other hand, in the case where the de-
fending user behaves actively or either side has an information ad-
vantage, the Nash equilibrium becomes a reasonable solution con-
cept (Felegyhazi & Hubaux, 2006; Gupta, Langbort, & Basar, 2010).
Another example is eavesdropping action. As eavesdropping is a
passive attack where an eavesdropper receives information that
leaks from a communication channel, the behavior of an eaves-
dropper can be viewed as that of a follower in a Stackelberg game
against a user who employs active defenses (Manshaei, Zhu, Alp-
can, Basar, & Hubaux, 2013). Recently, an attacker-defender game
framework on networks with unknown topology is proposed in
which the defender injects control inputs to reach a synchroniza-

tion while attenuating the (worst case) attack signal from adver-
sarial agents (Vamvoudakis & Hespanha, 2018a; 2018b).

In addition to the above game-theoretic approaches, other ap-
proaches have been proposed as well. For instance, the evolution of
network control systems has been modeled as cooperative games
(Marden, Arslan, & Shamma, 2009) and the resilience of these co-
operative games to the actions of adversarial agents or commu-
nication failures have been investigated. In Brown, Borowski, and
Marden (2019), Brown and Marden (2017) and Amin, Schwartz,
et al. (2013) the effect of adversarial agents and communica-
tion failures on a cooperative game was discussed. Moreover, in
Vamvoudakis, Hespanha, Sinopoli, and Mo (2014) a zero-sum game
for the problem of estimation under attacked sensors is suggested.
In order to address the threats on cloud-based control systems, a
signaling game is designed to model the trust between the de-
fender and the threats (Chen & Zhu, 2017; Pawlick, Farhang, & Zhu,
2015).

(ii) Event-triggered control:

Based on how frequent the attacks occur, event-triggered con-
trol schemes instead of time-triggered schemes emerged as ap-
propriate tools to increase the resilience of control systems (for
an introduction to event-triggered control, refer to Heemels, Jo-
hansson, & Tabuada, 2012). Sensor disruption attacks (also called
jamming or DoS), in some time intervals, on measurements (A; in
Fig. 1), are among the threats whose effects can be mitigated via
appropriate event-triggered control policies. Event-triggered con-
trol techniques have been used to design the sequence of control
inputs u(t;) in order to preserve the input to state stability of the
closed-loop system. The DoS attacks in these works are limited by
the frequency and length. The application of event-triggered con-
trol to the resilience of cyber-physical systems has been studied in
De Persis and Tesi (2014), De Persis and Tesi (2015), De Persis and
Tesi (2018), Cetinkaya, Ishii, and Hayakawa (2017) and Sun, Peng,
Zhang, Yang, and Wang (2018). In these works, the control input
is sample-and-hold in the time sequence of t; —t,_; > 6 instead
of periodic sampled-data systems. The triggering function to gen-
erate a new control input is based on the errors of state vari-
ables x(t,) — x(t). For a comprehensive survey on DoS attacks and
event-triggered control tools against them, the reader can refer to
Cetinkaya, Ishii, and Hayakawa (2019) and the references therein.
In addition to the case of disruption attacks, mitigating the ef-
fects of computational deception attacks (Ag in Fig. 1) via event-
triggered control techniques has been investigated (Lei, Yang, &
Yang, 2016; Yang, Lei, & Yang, 2017).

(iii) Mean Subsequence Reduced (MSR) algorithms:

MSR is a resilient control approach in which at each time of the
updates, the controller, in order to not get affected by the attacks,
ignores the suspicious values and computes the control input. One
of the well-known applications of MSR algorithms is against Byzan-
tine threats. Byzantine nodes are the computational nodes that,
in an adversarial manner, send inconsistent information to their
neighbors (Dibaji, Ishii, & Tempo, 2018; LeBlanc & Koutsoukos,
2018; LeBlanc, Zhang, Koutsoukos, & Sundaram, 2013; Lynch, 1996;
Usevitch & Panagou, 2018b; Zhang, Fata, & Sundaram, 2015).
Byzantine attacks have been investigated in the '80s in computer
science (e.g., Lynch, 1996). Recently, Byzantine consensus is getting
revisited, again in the computer science community, to develop se-
cure and reliable cryptocurrencies (see, e.g., Algorand). MSR algo-
rithms have been applied to distributed computational problems,
including consensus (Dibaji & Ishii, 2017; Dibaji, Ishii, et al., 2018;
LeBlanc et al., 2013), distributed state estimation (Mitra & Sun-
daram, 2018), synchronization (LeBlanc & Koutsoukos, 2018), clock
synchronization (Kikuya, Dibaji, & Ishii, 2018), and distributed op-
timization (Sundaram & Gharesifard, 2016). MSR algorithms act as
local filters, in which, by assuming that the maximum number f of
malicious agents in the network is known, every node disregards
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f largest and f smallest values from its neighbors. Hence, there is
no need to have a knowledge about the global topology.® In these
studies, network-theoretic necessary and sufficient conditions for
the convergence of MSR algorithms have been introduced. The crit-
ical property is called graph robustness which is a measure of con-
nectivity within a graph and characterizes how well groups within
the network are connected via multiple paths. Network robustness
was first introduced by LeBlanc et al. (2013) for the resilient con-
sensus of agents with first-order interaction dynamics. Graph ro-
bustness can be determined with linear programming (Usevitch &
Panagou, 2018a) and in general was shown in Zhang et al. (2015) to
be a computationally hard problem but can be obtained almost
surely in random large networks. While a similar problem of mul-
tiple sensors being attacked simultaneously has been addressed in
Fawzi et al. (2014) as well, the defense approach taken is different
from the MSR-approach and is based on compressed sensing and
error correction.

(iv) Trust-based approaches:

Trust-based methods have been investigated for not only cyber-
security but also general problems where some of the subsys-
tems may be untrustworthy. Mikulski, Lewis, Gu, and Hudas (2011),
Mikulski, Lewis, Gu, and Hudas (2014) and Haus et al. (2014) have
used a multi-agent approach in order to improve overall re-
silience. This strategy is equivalent to redundancy-based approaches
in graphs and is based on the assumption that if the number of
attacks is sufficiently small, correct information can flow through
the paths formed by trusted nodes. Trust-based approaches have
been investigated in Jiang and Baras (2006) and Abbas, Laszka, and
Koutsoukos (2018) to spread the information in a multi-agent sys-
tem in the presence of adversarial nodes. An alternative way is
to define a function of trust and update the trust value between
the nodes as the system evolves. In such approaches, the reliance
and effects of each healthy node on its neighbors is a function
of the trust value. A survey on how to use trust models in dif-
ferent network domains is Momani and Challa (2010). Trust-based
approaches have been used mainly for defense against deception
attacks and more often in the context of sensor networks (Ahmed,
Bakar, Channa, Haseeb, & Khan, 2015; Khan & Stankovi¢, 2013)
and in DC microgrid control (Abhinav, Modares, Lewis, & Davoudi,
2019).

(v) Other approaches:

In addition to the above four methods, resilience mechanisms
have been proposed using a variety of other control methods.
Sun, Peng, Yang, Zhang, and He (2017), for instance, suggests a
resilient control assuming that the probability of the disruption
attacks at each time is at least partially known. A sliding mode
control for the resilience against DoS attacks in nonlinear and
chaotic systems has been proposed in Zhao and Yang (2017). An
acknowledge-based cheating scheme is proposed in Ding, Ren, and
Shi (2016). Another technique is Liu, Xu, Li, and Liu (2017), where
it proposes a decomposition of Kalman filters as a weighted sum
of local state estimates under sparse sensor deception attacks (A,)
into a more secure estimation framework. With the help of com-
pressed sensing methods and their relation in error corrections
over the reals, Fawzi et al. (2014) proposes a decoding algorithm
to recover true states despite the existence of attacks. Moreover,
by using separation principle, it shows that if the system is con-
trollable, one can enforce the number of correctable errors (at-
tacks) to be maximum without loosing the performance of the
system (Fawzi, Tabuada, & Diggavi, 2012). In Satchidanandan and
Kumar (2018a,b) when the state space is subject to malicious

3 One reason that in such algorithms detection is not utilized is that detection-
based approaches require global topology of the network and have a heavy compu-
tational burden on each node (Sundaram & Hadjicostis, 2011).

actions, a decomposition of the state space into a securable and
an unsecurable subspace is carried out, where the malicious nodes
cannot degrade the state estimation performance in the former
but only along the latter. Another recent work is Dibaji, Pirani,
et al. (2018) where for defending against the deception attacks (Ag)
on the cyber layer, an information retrieval approach is hired so
that the state feedback, at each time step, makes use of healthy
and unattacked data. Finally, in Lu, Chang, Zhang, Marinovici, and
Conejo (2016), a Lyapunov stability method is employed for DoS
attacks in wide-area control of power systems. In Dibaji, Safi and
[shii (2019), a resilient distributed retrieval algorithm based on se-
cure broadcasting and accepting has been employed to compute
averaging over strongly robust graphs. Yet another tool used for
obtaining resilience, mainly against disclosure attacks, is the use of
privacy loss as a penalty component in the underlying cost func-
tion (e.g., Tanaka, Skoglund, Sandberg, & Johansson, 2017). By con-
structing an information theoretic measure, I, between two data
sets X and Y, given by

I(X:Y) = H(X) —HX]Y), (6)

where H is the entropy, to form the penalty component; the ap-
proach consists of the optimization of this cost function with and
without the penalty component and evaluating the resulting trade-
off.

2.2.3. Detection & isolation mechanisms

We now direct our attention to the third component illustrated
in Fig. 4, detection & isolation. As the name suggests, this corre-
sponds to a quick detection & isolation of the attack. These mech-
anisms, similar to the resilience described in Section 2.2.2, get ac-
tivated after the attack, and constitute the bulk of the research in
CPS security from the controls community. It should be noted that
methods such as patch and pray (Rus et al., 2018), stemming from
the computer science community, can be grouped under this cat-
egory as well. This is commonly used in cybersecurity, and has to
do with responding to existing threats and hoping that the results
will deter future attacks.

A detection mechanism usually uncovers the existence of an
attack by monitoring its effects on the outputs of the system.
In addition to detecting the existence of an attack, stronger
strategies can be proposed to identify (or localize) the set of
nodes/signals that are attacked (e.g., Pasqualetti, Dorfler, & Bullo,
2013; Pasqualetti, Dorfler, & Bullo, 2015a). If the effect of the at-
tack signals cannot be traced by the outputs, they are called covert
(Teixeira, Sou, et al., 2015) or stealthy attacks (Teixeira, Shames,
Sandberg, & Johansson, 2012). The survey papers Ding et al., 2018;
Giraldo et al., 2018 have reviewed some detection mechanisms
for deception, as well as disruption attacks in cyber-physical sys-
tems. Detection tools stemming from the control-theoretic litera-
ture have been used primarily against deception attacks while in
the computer-science literature have been employed for confiden-
tiality attacks as well (Zeldovich, 2014).

In what follows, we classify all detection & isolation meth-
ods proposed in the controls literature into five categories which
include Observer-based techniques, Analytical consistency, Water-
marking, Baiting, and Learning-based anomaly detection.

(i) Observer-based techniques:

Observers in control systems are designed to estimate unmea-
surable state variables. Detection can therefore be enabled us-
ing observers and a comparison between the resulting state es-
timates in the healthy and attacked cases, often termed residues.
If the residues exceed a certain threshold, an alarm is activated
(Teixeira, et al., 2015). A common method used for designing such
observers is geometric control theory (De Persis & Isidori, 2001;
Massoumnia, Verghese, & Willsky, 1989). Termed Unknown Input
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Observers, the approach consists of using this method in the pres-
ence of unknown input that here it refers to the attacked in-
puts which cannot be relied upon. Another example can be found
in Pasqualetti et al. (2013), where deception and disruption at-
tacks on both sensors and actuators are modeled as linear alge-
braic conditions for detection and identification of the attacked
sets. Pasqualetti et al. (2013) also proposes centralized and dis-
tributed filters. Pasqualetti, Dorfler, and Bullo (2015b) proposes
several algorithms for distributed and decentralized detection and
identification of systems with some certain coupling features. The
identification phase, in particular, is based on a combinatorial
search on all potential sets of attacks. Same ideas have been
used in multi-agent systems in the presence of misbehaving nodes
(Chen, Kar, & Moura, 2017; Pasqualetti, Bicchi, & Bullo, 2012; Sun-
daram & Hadjicostis, 2011). Moreover, Murguia, van de Wouw, and
Ruths (2017) uses the same technique on sensor attacks (A, in
Fig. 1) and analyzes the reachable sets of attacks. However, in these
works, different matrices for prediction of the outputs and detec-
tion have to be used which take significant amount of memory and
computational complexities. A scalable version of these works is
Shoukry et al. (2018) where attack-free sensors using a Satisfiabil-
ity Modulo Theory (SMT) are identified with Luenberger observers.

A specific subcase of observers corresponds to the case when
the underlying model is static. For example, if

z=Hx+e, (7)

where H is the Jacobian matrix, z is the measurement, x is the state
variables, and e is the measurement/modeling noise, the goal is
to estimate x using z, in the presence of attacks, which may ei-
ther be on the sensor z or on H. This problem is ubiquitous in
power systems where measurements of either voltage or current
are not possible everywhere in the network but have to be es-
timated (Gomez-Exposito & Abur, 2004). For example, if decep-
tion attacks on sensors (e.g., A, in Fig. 1) occur, Teixeira, Amin,
Sandberg, Johansson, and Sastry (2010), Sandberg et al. (2010),
Chakhchoukh and Ishii (2015), Chakhchoukh, Vittal, Heydt, and
[shii (2017) and Liu, Ning, and Reiter (2009) propose a solu-
tion based on robust signal processing techniques such as Least
Trimmed Squares (LTS) to minimize the residue. In general, the un-
derlying idea here is to treat the corrupted data and ignore them
as outliers before doing the required analysis. Application of such
works on Automatic Generation Control (AGC) and SCADA are stud-
ied in Andersson et al. (2012).

(ii) Analytical consistency:

Physical coupling and the correlation between state variables
and control decisions across individual subsystems of a CPS can
be an effective way for detecting attacks on the communication
layer. They can enable us to partially or fully reconstruct a signal
at one physical location using signals measured at other locations,
forming redundancy relationships that can be used to determine
if data have been manipulated during communication. These re-
dundancy relationships, often referred to as analytical consistency,
are quite common in spatially distributed CPSs. For example, in
power systems, one approach to design controllers that both sta-
bilize frequency and minimize dispatch cost is Zhao, Mallada, and
Dorfler (2015)

Ciuj(t) = —wj(t) — C; Z (Cju; () — Geug(t)), (8)
keN;

where u; is the adjustable mechanical power input of generator j
with an associated cost G, N is associated with the neighbors of
j-th generator bus, and ; is the frequency deviation of generator
j from the synchronous frequency, with its dynamics governed by
the swing equations. The coupling between the control decisions
of different generators in (8) leads to an approximate constraint of

the form

Gyt (©) ~ Cuthy () = 2% + G Y (Gt (©) — G (©))

Jk i
—C; Y (Cju;(t) = Gui(t)), (9)
ieN;j

where pj, denotes the power flow between generator buses j and k.
Thus, if any feedback information is dropped or corrupted during
communication, then physical truths such as (9) can be checked
for consistency, and that too via local sensing and computation
as the power flow pj, can be measured locally at node j. Cross-
checks between physics and computation for detecting anoma-
lies in a CPS have been used in some recent papers such as
Macwan et al. (2016) and Nicol, Sanders, and Trivedi (2004). An
effective future research direction on this topic would be to ex-
tend this concept to control design, i.e., to develop control strate-
gies such as (9) that enhance spatial redundancy, and equip us
with additional consistency checks than what is simply available
from the open-loop system. The controller should preferably be
implemented in a distributed way as centralized computation dur-
ing these types of attacks can be quite dangerous.

(iii) Watermarking:

The concept of Watermarking is often used to authenticate an
entity. For example, a watermark on a piece of paper is effectively
a signature that cannot be erased. This concept is used in the
context of detection & isolation by constructing a suitable metric
and a perturbation of the input signal such that the metric drop-
ping below a certain threshold signals the presence of an attacker
(Mo, Hespanha, & Sinopoli, 2014b). Particular success of the wa-
termarking approach has been reported in the context of replay
attacks and is discussed below.

A replay attack corresponds to one where the attacker hijacks
the sensors or eavesdrops for a certain amount of time and re-
plays the same data over and over again. In particular, a recorded
horizon of data, in normal conditions, is sent to the monitors of
the operators so that the alarms would not be triggered and the
operators are tricked into thinking that the closed-loop system is
operating normally (Chen, 2010; Mo et al., 2014b). Replay attacks
are sometimes grouped under the category of disruption attacks as
they cause the current data to become unavailable. Obviously they
can also be viewed as deception attacks (Ding et al., 2018).

Replay attacks can be overcome using watermarking (Mo et al.,
2015) by perturbing an optimal control input in a particular man-
ner. In order to ensure that the controller does not become overly
sub-optimal, Mo et al. (2015) discusses methods to maximize the
likelihood of attack detection while constraining the effect of the
watermark on ideal system operation. An application of water-
marking in SCADA networks is introduced in Mo, Chabukswar,
and Sinopoli (2014a). A watermarking-based approach to defend
against replay attacks in multi-agent systems (Ag) is proposed
in Khazraei, Kebriaei, and Salmasi (2017). In Ferrari and Teix-
eira (2017b), a multiplicative sensor based watermark is used to
detect replay attacks on sensors. In Ferrari and Teixeira (2017a),
the same multiplicative watermarking technique is used to detect
routing attacks where the wires of the sensors are intentionally
swapped (A,). Motivated by the replay attacks, Lucia, Sinopoli, and
Franze (2016); Mo et al. (2015) posit a form of replay attacks on
linear stochastic systems and propose a y2-detection method to
alert the system operator of the presence of an adversary conduct-
ing a replay attack.

The effects of watermarking on a more general set of sensor de-
ception attacks is studied in Satchidanandan and Kumar (2017). It
is also shown that a set of uncompromised actuators, each inject-
ing its own added watermark signal, can be used to check the hon-
esty of the sensors which should report back measurements that
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contain a history of the effect of watermarking. More specifically,
Satchidanandan and Kumar (2017) analyzes a number of systems
including SISO (Single Input, Single Output) and MIMO (Multi-
Input, Multi-Output) linear systems with Gaussian noise models
and shows that the asymptotic behavior of a system with the wa-
termark constrains the damage a sensor spoofing attacker can do
without being undetected. Dynamic watermarking has been vali-
dated in power systems in Huang et al. (2018) and in transporta-
tion systems (Ko, Satchidanandan, & Kumar, 2016). A combination
of Gaussian and Bernoulli processes to generate a watermarking
signal is suggested in Weerakkody, Ozel, and Sinopoli (2017) for
general detection of deception attacks on sensors and actuators.
The same idea is proposed for use against covert attacks (on both
A, and Ag) in Hoehn and Zhang (2016) by inserting a modulation
system between Ag and the actuation to misguide and confuse the
attacker.

(iv) Baiting:

Like the watermarking case, suppose we begin with a worst-
case scenario where the attacker is assumed to have a complete
access to the entire system dynamics, all of its sensors, and all
of its actuators. The question is if one can design a method by
which such an attacker cannot remain stealthy and can be re-
vealed. These methods, termed Baiting (Flamholz, Annaswamy, &
Lavretsky, 2018) and Moving Target (Weerakkody, Mo, & Sinopoli,
2014), then seek to design the system in a way such that this
worst-case scenario can be detected. In Flamholz et al. (2018) and
Teixeira et al. (2012), the method consists of baiting the attacker to
reveal themselves by introducing an arbitrary offset in the system
dynamics which guarantees that a worst-case attack proposed in
Kwon, Liu, and Hwang (2014) can be quickly detected. By introduc-
ing virtual state variables in addition to the original system state
variables, Weerakkody and Sinopoli (2015, 2016) offer a method to
prevent an eavesdropping attacker from inferring system knowl-
edge, A, from the system output and control signals. This lack of
knowledge of A prevents the attacker from achieving worst-case
stealthy attacks. Moving Target Defenses (MTD), in a general cyber-
security context, are defense schemes in which the defender varies
system attributes in order to introduce unpredictability into the at-
tack surface (Jajodia, Ghosh, Swarup, Wang, & Wang, 2011). The
moving target approach can also be utilized to detect the pres-
ence of attacks on both the control inputs and sensor measure-
ments (Weerakkody & Sinopoli, 2015).

(v) Learning-based anomaly detection:

Anomaly detection is a technique in machine learning to detect
the presence of suspicious data (Ng, 2018). For a review on ap-
plications of anomaly detection in computer networks, the reader
is referred to Garcia-Teodoro, Diaz-Verdejo, Macia-Fernandez, and
Vazquez (2009) and Tsai, Hsu, Lin, and Lin (2009). Anomaly de-
tection techniques in power systems are introduced in Ten, Hong,
and Liu (2011). Applications of Neural Networks (NNs) and Baysian
learning are studied for anomaly detection in the context of secu-
rity in the presence of attacks (He, Mendis, & Wei, 2016; Kailkhura,
Han, Brahma, & Varshney, 2013; Lippmann & Cunningham, 2000;
Reddy, 2013; Shitharth and Prince Winston, 2017). Particularly, in
the latter, it is assumed that the Byzantine nodes are aware of the
true hypothesis and they are compromised to degrade detection
performance. The problem of distributed detection is formulated
as a Binary hypothesis test by the sensors. A direct application of
this work is in Pal, Sikdar, and Chow (2018) to detect deception at-
tacks on Phasor Measurement Units (PMUs) data. Also, it is used
in Barbosa, Sadre, and Pras (2013) for SCADA networks, where a
whitelist is generated by learning the network legitimate traffic for
a given period of time and is used for detection of other threats.
An unsupervised detection method is employed in Almalawi, Yu,
Tari, Fahad, and Khalil (2014) to detect anomalies.
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Fig. 7. A conceptual representation of performance degradation due to an attack on
a CPS and its recovery over time.

There are several works that discuss designing anomaly
detectors through other tools. In this direction, Liao and
Chakrabortty (2018) uses a Round-Robin algorithm for local-
izing the deception attacks on power systems. Another local-
izing work in power systems is Nudell, Thomas, Nabavi and
Chakrabortty (2015), where a graph-theoretic technique is used to
localize where the effect of an attack exists in a wide-area con-
trol architecture. A recursive distributed Kalman filter in the pres-
ence of sensor attacks (A,) is developed in Ding, Li, Quevedo, Dey,
and Shi (2017) and Mishra, Shoukry, Karamchandani, Diggavi, and
Tabuada (2017). Some works also combine the resiliency with de-
tection methods and investigate the resilience of the detection
tools under attacked conditions (e.g., Pajic, Lee, & Pappas, 2017). In
Li, Lu, Wang, and Choo (2017), a majority voting is utilized for de-
tetcion of deception attacks in smart grid. Application of Kalman
filter in detection of replay attacks (A) in SCADA systems has
been discussed in Do, Fillatre, and Nikiforov (2017). In Magiera and
Katulski (2015) authors present an application of spatial processing
methods for GPS spoofing detection and mitigation. The method is
based on signal processing techniques rather than the topology of
the network. Obtaining the direction of arrival or angle of arrival
estimate of the receiving signals is the key technique utilized for
applying the method.

2.3. Security metric

With various defense mechanisms and underlying systems and
control tools described above, one may need to ascertain the suit-
ability of one method over another for a given application. For
this purpose, a security metric that quantifies the benefit ob-
tainable from a given method is needed. There is a rich history
in the literature on defining metrics for the security of systems
(e.g., Annaswamy et al., 2016; Baros, Shiltz, Jaipuria, Hussain, &
Annaswamy, 2017; Teixeira et al., 2015). One could use Fig. 4 for
this purpose as well, and denote it as the ratio of the areas under
the curves I's and T'.

A somewhat different representation of secure performance is
often utilized in the literature (Bruneau et al., 2003). Rather than
viewing security as the reduction of threat as in Fig. 4, one can
view security and resiliency as an improvement in the steady-state
performance following an attack (see Fig. 7). In Fig. 7, it is assumed
that an attack occurs at ty, that suitable defense mechanisms are
invoked at t; which allows performance to gradually recover until
t,, leaving a net steady-state degradation. One can then propose a
security metric based on this degradation as

=0 D(I*[k] — ITK])
Yk=s D([k])

S() = (10)
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where D(z) is a norm of z, the variable I(t) denotes the vulner-
ability of the underlying system. I* is the value of the variable I
in a nominal and healthy condition and [0, T] is the period of in-
terest. That is S(I) can be viewed as the amount of degradation
of the system performance when attacked compared to the nomi-
nal performance. In particular we can see that the transient degra-
dation, denoted by the blue shaded area in Fig. 7, corresponds in
some sense to the numerator of S(I) in (10). Alternatively, a secu-
rity measure can be constructed based on steady-state degradation
and simply correspond to the red shaded area.

Parameter [ varies depending on the application and threat as-
sessment. For example, I can be in the form of mutual information
(Tanaka et al., 2017) or the difference of agents’ values and their
consensus value, if the goal is to reach the consensus amongst
the agents (Sundaram & Hadjicostis, 2011). Some other works (e.g.,
Sandberg et al., 2010; Sandberg & Teixeira, 2016), define security
metric as the capability of the attacks’ undetectability.

In the following example, we apply security metric (10) to re-
silient consensus dynamics.

Example 1. Consider the case where agents synchronously update
their states as

Xilk + 1] = wylklxi[k] + >~ wi[k]x;[k] + au[k], (11)
JjeNi

where ; is the neighbor set of agent i and wjs are some positive
weights. Here, the update rule of agent i is affected by an attack
signal a,[k]. If we denote the consensus value X, we can define
I[k] & |x[k] — X|. Hence, I*[k] belongs to the cases when there is no
attack signal. In an ideal case, I* = 0. However, an attacker can in-
ject the attack signal to make I[k], and consequently the nominator
of (10), arbitrarily large. In this direction, if we use one of the re-
silience mechanisms such as the MSR, we can make I[k] small. We
refer the reader to Section 5 of Dibaji and Ishii (2017) for details of
numerical illustrations of this concept.

The security metric in (10) can be used for a resilient control
design by incorporating an additional term to the standard cost
function used in optimal control as

k=00
J =Y X"[KIQx[K] + u" [K]Ru[k] + S(I). (12)
k=1

Such an addition obviously implies that a trade-off is intro-
duced between resilient control and optimal control. It is notewor-
thy that the appropriate trade-off between resilience and optimal-
ity is labelled as an intelligent solution in transportation systems
(see for example, Alam et al., 2016; Javed & Hamida, 2017; Woo
et al., 2015).

In summary, in this section, we have presented attack models
as well as three classes of defense mechanisms that have been pro-
posed in the literature using systems and control methods. A threat
assessment metric was proposed (in Fig. 4) in order to view these
three methods in a unified manner, and quantified as in (10).

The threat assessment metric involves the identification of a
suitable variable I that best denotes the most vulnerable quantity
in a system under attack. It also includes the appropriate norm D
that provides a suitable measure of the threat. In the next section,
we discuss how the system threat and the corresponding variable
I can be assessed. The role of the system network topology in this
regard is also analyzed.

3. Threat assessment and network topologies

In this section, we review various threat assessment tools
proposed in the literature. We also analyze the effect of net-
work topologies on the three defense mechanisms discussed in
Section 2.

3.1. Threat assessment

One can argue that even prior to assembling any defense mech-
anism and to understand which variables to be used for defining I
in (10) for guarding against attacks, an overall analysis of the sys-
tem vulnerability and a threat assessment needs to be carried out.
In what follows, we survey various methods that have been pro-
posed in the literature towards such a threat assessment.

One straightforward approach for threat assessment is to use
a test bed to implement different attacks (Adhikari, Morris, &
Pan, 2017). Another well-known technique is so-called attack trees,
where the attacker’s reachable points and possibilities are ex-
hibited on an attack graph (Abdo, Kaouk, Flaus, & Masse, 2018;
GhasemiGol, Ghaemi-Bafghi, & Takabi, 2016). A rich introduc-
tion on attack graphs can be found in GhasemiGol et al. (2016).
Other quantitative vulnerability assessments in SCADA are dis-
cussed in Ten, Liu, and Manimaran (2008) and Yang, Cao, and
Li (2015). For survey of threat assessment, the reader is referred
to Cherdantseva et al. (2016).

The first step in threat assessment is the characterization of
the worst case scenarios and the maximum damage that each
attack can cause. Determining the conditions under which the
maximum damage can be caused to the system is also part of
the analysis. A good example of such analyses is Moghadam and
Modares (2017) where it is shown that in a multi-agent system, at-
tacks on the root nodes can destabilize the entire system with the
access of at least one of its eigenvalues. Attack analysis mainly is
carried out with the premise that the detection cannot be achieved
by usual detection filters. This might be due to possibility of zero
dynamic attacks or stealthy attacks, where in the former there are
cases that the measured values are zero in the sampling times and
the attack hides itself between the samples (Naghnaeian, Hirza-
llah, & Voulgaris, 2015) and in the latter the attack affects the
measurement so that it becomes the same as at least one non-
attacked case. The stealthiness of an attack is usually translated
into certain algebraic conditions (Kwon et al., 2014) in the under-
lying system. Another example of attack analysis for introducing
undetectable attack is discussed in Chen et al. (2017). In Guo, Shi,
Johansson, and Shi (2018) and Bai, Pasqualetti, and Gupta (2015),
Kullback-Leibler divergence is employed to develop a stealthiness
and obtain worst-case attack policies as a trade-off between sys-
tem performance degradation and attack stealthiness. In Milo3evic,
Tanaka, Sandberg, and Johansson (2017) and Bai, Pasqualetti, and
Gupta (2017), worst case deception attacks are analyzed in stochas-
tic systems and the number of sensors to secure the system using a
Kalman filter approach is proposed. Attacks on Kalman filters have
been also analyzed in Guerrero-Bonilla, Prorok, and Kumar (2017).
Moreover, in Ntalampiras (2016) a Hidden Markov and a Neural
Network model are used to classify the attacks. The detectabil-
ity of the cyber-attacks on the state estimation problem (7) with
graph-theoretical algorithms is analyzed in Bi and Zhang (2017).
In Goées, Kang, Kwong, and Lafortune (2017), stealthy scenarios
of sensor deception attacks in discrete-event systems are inves-
tigated through an insertion-deletion structure. Another example
of such investigations is Hu, Wang, Han, and Liu (2018) where
insecurity conditions that deception attacks remain undetected is
studied. In Chen et al. (2017), zero state inducing attacks (on A,)
are introduced where the output of the system with such at-
tacks would remain the same as the case when initial condi-
tions are zero, with the assumption that the initial conditions
cannot be altered by the attackers. Another type of attack arises
when in sampled-data systems, the actuation hold is faster than
sensing sampling times (Hirzallah & Voulgaris, 2018; Jafarnejad-
sani, Lee, Hovakimyan, & Voulgaris, 2017; Kim, Park, Shim, & Eun,
2016; Naghnaeian et al., 2015). In these works, a zero-dynamic out-
put can be injected to the system so that while to the system
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operators it may appear that the output remains at zero, the ac-
tual system response is becoming unbounded. In Guo, Shi, Johans-
son, and Shi (2017) and Guo et al. (2018), the degradation of sys-
tem performance under a linear attack policy on A, is analyzed.
The timing of DoS attacks (A;) is discussed in Krotofil, Cardenas,
Larsen, and Gollmann (2014). The paper Anwar, Mahmood, and
Pickering (2017) investigates the worst case attacks on state esti-
mators (7). An attack analysis on SCADA water networks is dis-
cussed in Amin, Litrico, Sastry, and Bayen (2013). An optimization-
based analysis on a single malicious agent in a network (Ag) is an-
alyzed in Khanafer et al. (2013). Xie et al. (2011) is an example of
threat assessment for electricity markets.

3.2. Effects of the network topology

Another important aspect that should be addressed when it
comes to CPS security is the cost required to reduce I in (10). This
cost may be in general networked systems dependent on the un-
derlying topology. In this subsection, we explore the relation be-
tween the underlying network topology in a CPS and the three
defense mechanisms discussed in Section 2. We discuss how pre-
vention mechanisms may require a more dense graph, i.e. more
number of edges, than what resilience mechanisms would require,
and therefore relatively more expensive; resilience strategies in
turn require more edges than prevention-based ones would. This
also corresponds to the decreasing level of conservatism between
these three defense mechanisms. Prevention mechanisms can be
viewed as being most conservative, as they are designed assum-
ing that very little is known about the system as well as the at-
tack; in comparison, resilience mechanisms require more knowl-
edge, and detection mechanisms require even more information.
In addition, we can argue that as the information about the at-
tack becomes less, the strength of the defense can be increased by
making the corresponding graph topology denser. In the follow-
ing section, we discuss the relation between network topology and
the resulting properties of the three defense mechanisms. We be-
gin with a few definitions before discussing the network topology
properties.

Definition 1. (Some Graph Definitions): An undirected graph is
denoted by G = {V, &}, where V = {vq,v,,..., v} is a set of nodes
(or vertices) and £ Cc V x V is the set of edges. The neighbors of
node v; € V are given by the set N;={vj e V| (1;,v;) € £} and the
degree of node v; is d; = |V;|. A graph is called connected if there
exists a path between any couple of nodes in G. The edge-boundary
of a set of nodes ScV is given by 9S = {(v;,v;) e E|v; €S, vj eV \
S}. The isoperimetric constant of G is defined as (Chung, 1997)

i(G) £ min [05]

= 13
scv.lsi<t |S] (13)

By choosing S as the vertex with the smallest degree we obtain
I(G) < mil’],‘ di = dmin-

3.2.1. On prevention mechanisms

The effect of the structure of the underlying network has been
studied in the context of prevention mechanisms using the concept
of the network expansion. Network expansion, which is character-
ized by the isoperimetric or Cheeger constant i(G), introduces how
many edges connect any subset of nodes to the rest of the net-
work. Network expansion has various applications in secure net-
work coding and information diffusion in the networks (Hoory,
Linial, & Wigderson, 2006; Pirani & Sundaram, 2016). This network
connectivity measure, as we will see later, is the strongest com-
pared to other well-known measures. This means that having a se-
cure network to be preventive to attacks demands a high level of
connectivity.

G is a graph on n nodes

Amin(G) = k

G is k — connected
Required for Detection
G is k — robust
Required for Resilience

i) >k-1
Required for Prevention

(a) (b)

Fig. 8. (a) A graph showing the strength of different connectivity measures, (b)
Venn diagram of various network connectivity indices.

3.2.2. On resilience mechanisms

A network connectivity measure used in the literature for en-
suring the system resilience is called network robustness. In partic-
ular, network G is called k-robust, if for any disjoint and nonempty
subsets of nodes in the network at least one of them has a node
that is connected to k nodes outside of itself (LeBlanc et al., 2013).
Network robustness has implications for the resilience of certain
dynamics: if the network is (2k + 1)-robust (for some non-negative
integer k), then there are certain dynamics that allow the nodes
in the network to reach consensus even when there are up to k
malicious nodes in the neighborhood of every correctly behaving
node (Shahrivar, Pirani, & Sundaram, 2017; Zhang et al., 2015). The
network robustness is a weaker notion compared to network ex-
pansion, mentioned before. More particularly, if the network is k-
robust, then we have i(G) > k.

3.2.3. On detection mechanisms

A network is called k-vertex connected (or k-edge connected) if
it is connected after removing up to any k nodes (or edges) from
the graph (Gross & Yellen, 2005). The concept of node connec-
tivity also has implications for the robustness of certain dynam-
ics on networks. For instance, if the network is (2F + 1)-connected
(for some non-negative integer F), then there are certain informa-
tion diffusion dynamics (or algorithms) that allow information to
spread reliably in the network, even when there are up to F ma-
licious nodes (in total) that deviate from the prescribed dynamics
in arbitrary ways (Sundaram & Hadjicostis, 2011; Pasqualetti et al.,
2012). Some works applied such a connectivity measure to ensure
the privacy of a distributed online learning task against adversarial
agents which try to reconstruct the updating rule of autonomous
agents (Yan, Sundaram, Vishwanathan, & Qi, 2013). Network ver-
tex and edge connectivity are the weakest notions of network con-
nectivity compared to other connectivity measures such as net-
work robustness and network expansion which were discussed
earlier.

An example showing the relative strength of the above net-
work connectivity measures is shown in Fig. 8. The gap between
the robustness and vertex connectivity (and minimum degree)
parameters can be arbitrarily large, as illustrated by the graph G
in Fig. 8(a). While the minimum degree and node connectivity
of the graph G are both equal to %, it is only 1-robust (consider
subsets S; US, and S3 x S4). Moreover, this graph has isoperimetric
constant of at most 0.5 (since the edge boundary of S;US; has
size %), but is 1-robust. The relationships between these different
graph-theoretic measures of robustness are summarized in the
Venn diagram in Fig. 8(b). We should note that although increasing
network connectivity will result in increasing the tolerance of the
control system, making extra communication links is costly in var-
ious applications. With this in mind, a few studies have looked at
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reaching a specific level of network connectivity with minimum
number of links (Weerakkody, Liu, Son, & Sinopoli, 2017).

4. Summary and future works

A high integration of instrumentation, communication, and con-
trol into physical systems has led to the late study of CPS with
increased attention. A key feature that is ubiquitous in CPS is
a need to ensure their security in the face of cyberattacks. In
this paper, we carried out a survey of systems and control meth-
ods that have been proposed for the security of CPS. We clas-
sified these methods into three categories based on the type of
defense proposed against the cyberattacks, which include preven-
tion, resilience, and detection & isolation. Prevention mechanisms
are proposed to postpone and/or avoid disclosure attacks (Mo &
Murray, 2017). Resilience, the property by which the maximum
damage inflicted by the attack is contained, has been demonstrated
in many papers using methods such as De Persis and Tesi (2015).
Detection & isolation methods, as the names suggest, seek to re-
store the system to normalcy as quickly as possible by detect-
ing and isolating the attack from the system (Pasqualetti et al.,
2013). A unified threat assessment metric is proposed in or-
der to evaluate how CPS security is achieved in each of these
three cases. Also surveyed are risk assessment tools and the ef-
fect of network topology on CPS security. An emphasis has been
placed on power and transportation applications in the overall
survey.

The varied, impactful, and malicious nature of the actual cyber-
attacks underscores the huge importance of the study of CPS secu-
rity. Given the scope of the systems and control methodology for
achieving robustness, optimality, and efficiency in the presence of
various perturbations, it is not surprising that the over two hun-
dred papers cited in the survey correspond to systems and control
methods by which such security in CPS can be achieved.

The papers referenced and the methods reported therein repre-
sent the first step towards achieving security in CPS. Unlike ex-
ogenous disturbances, cyberattacks correspond to a customized,
system-specific, malicious and active inputs that can continuously
increase in complexity as the system evolves. As a result, it is im-
perative that the defense mechanisms that are proposed continue
to advance the state of the art, to not just keep in pace with the
complexity of the attack, at least a few steps ahead.

The above clearly indicates that a lot more remains to be done
to ensure CPS-security. We mention below a few specific directions
of interest, in no particular order:

1. CPS-security and machine learning: The explosive interest in Ma-

chine Learning (ML), buoyed by its success in image and speech
recognition, begs the obvious question of its role in ensuring
CPS security. An important challenge here is to understand how
anomaly detection with analytical guarantees can be carried
out in the presence of dynamic inputs.
Despite increasing role of ML in CPS applications, another im-
portant question that needs to be addressed is the inherent
vulnerability that is associated with any ML tool. It is shown
in Hein and Andriushchenko (2017) how non-resilient a classi-
fier ML is against input data deception attacks. Likewise, several
other researches show weakness of some reinforcement learn-
ing tools against attacks (Huang, Papernot, Goodfellow, Duan,
& Abbeel, 2017). Adversarial machine learning (Barreno, Nelson,
Sears, Joseph, & Tygar, 2006; Huang et al.,, 2011) must be de-
veloped considering ML'’s role in CPS and high impacts of CPS-
security.

2. Real-time threat-assessment: An important ingredient associated
any CPS-security tool is an accurate threat assessment. Deter-
mining the key indicators for this purpose, in real-time, is one

of the key challenges that should be addressed. In this re-
gard, network-theoretic tools may be highly relevant. Associ-
ated follow-on steps for detection, prevention, and resilience
are of important interest as well.

3. Scalability: Extending all case studies reported to realistic sys-
tems with thousands of nodes and links are essential in order
to make an impact on critical infrastructures. A central question
here is the development of numerically scalable algorithms be
developed for rapid detection, localization, and mitigation of at-
tacks for such large scale networks?

4, Resilience metric;: How can we define better resilience metrics
for control systems? The relation between such a metric and
standard control tools such as stability margins, controllability
Gramians, H, or H. norms, need to be examined. The effect
of network topology in resilience, especially in the context of
cascading failures, needs to be explored.

We invite the entire systems and control community to engage
in this important research topic.
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