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Abstract— Networked control systems under certain cyber
attacks are analyzed. The communication network of these
control systems make them vulnerable to attacks from malicious
outsiders. Our work deals with two types of attacks: attacks on
the network nodes and attacks on the communication between
the nodes. We propose a distributed scheme to detect and isolate
the attacks using observers. Furthermore, we discuss how to
reduce the number of observer nodes while maintaining the
coverage of the entire network. The results are applied to
two classes of networked control systems: a network running
the consensus protocol and a power network defined by the
linearized swing equation. Sufficient conditions for the existence
of the proposed attack detection scheme are provided for the
first class of systems. For the second class, we provide a
necessary condition for the existence of the proposed detection
scheme.

Index Terms— Networked Control Systems, Fault Detection,
Power Systems

I. INTRODUCTION

Several infrastructure systems are of major importance
to society, as they became part of daily life and are now
indispensable. Examples include the power grid, telecom-
munication systems, and water supply. Such systems are
referred to as critical infrastructures. The malfunction of
critical infrastructures has a great impact not only on people’s
lives but also on the economy. These systems are operated by
means of computers and applications using communication
networks to transmit information through wide and local
area networks: Measurements are transmitted to the control
centers; control data sent to the system’s actuators; informa-
tion exchange between control centers. These communication
networks are also used for other purposes, such as office
networking, software maintenance, and diagnostics.

Thanks to computers and multi-purpose networks, critical
infrastructure systems are vulnerable to cyber attacks [1], [2],
which are performed on the information residing and flowing
in the IT system. Power networks, for instance, are operated
through supervisory control and data acquisition (SCADA)
systems. Several cyber attacks on SCADA systems operating
power networks have been reported [3], and major blackouts
are due to the misuse of the SCADA systems [4]. Power
networks, being systems where control loops are closed over
the communication network, represent an important class
of Networked Control Systems (NCS). In order to increase
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the robustness of these systems, one needs appropriate tools
to first understand and then to protect them against cyber
attacks. Some of the literature concerning NCS has already
tackled problems such as false data injection in state estima-
tion [5], security constrained control [6], secure computations
in networks [7], [8], [9] among others.
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(a) Attack on a node
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(b) Attack on the out-going com-
munications of a node

Fig. 1. Two classes of attacks on NCS

This paper will tackle two different attack scenarios in
a NCS, shown in Fig. 1: attack on the node dynamics,
and attack on the out-going communications of a node. We
propose methods to detect and isolate these events in a
distributed fashion using a bank of Unknown Input Observers
(UIOs) at each node. A similar approach was used to detect
attacks on the nodes in the discrete-time consensus problem
in [7]. Here we consider more general network models
and attacks in continuous time. Sufficient conditions for the
feasibility of the UIO will be given, based on the topological
properties of the network. Furthermore, we present a method
to reduce the number of monitoring nodes, thus reducing the
overall complexity of the detection scheme. As examples
we consider the continuous-time consensus algorithms, and
the linearized swing equations. The swing equations [10]
are used to model the active power flow in a network of
synchronous generators and motors. Hence this model and
the corresponding UIOs can be used to to detect attacks on
the power grid. A similar approach can be found in [11].

The structure of the paper is as follows: we introduce
the mathematical framework in Sec. II, followed by Sec. III
where we formulate the considered problem and present a
distributed detection scheme to tackle it. Sec. IV contains
some remarks on the complexity of the proposed scheme
and a possible method to reduce it. Then we present our
results regarding two classes of NCS, the consensus protocol
in Sec. V and the power network in Sec. VI. In Sec. VII we
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summarize our results and present our conclusions.

II. PRELIMINARIES

Before presenting the main results, we give a brief
overview of the techniques used throughout this paper.

A. Networked Control Systems

1) Graph Theory: In multi-agent and networked systems,
the interactions between agents are usually represented by
graphs. We now review some of the basic concepts within
graph theory [12].

An undirected weighted graph G is defined by a set of
vertices or nodes V (G) = {1, · · · , N}, a set of edges
E (G) ⊆ V (G) × V (G) and a weighted adjacency matrix
A (G) ∈ RN×N with nonnegative elements. The graph
argument will be omitted when the graph is clear within the
context. For undirected graphs, two distinct nodes i and j
are neighbors if (i, j) ∈ E , in which case the corresponding
entry in the adjacency matrix [A]ij is positive and reflects the
edge weight. A path between vertices i and j is a sequence of
distinct vertices starting in i and ending in j, such that each
consecutive vertices in the sequence are adjacent, were the
length of the path is the number of edges it contains. We say
the graph G is connected if there exists a path between any
two distinct vertices. The neighbor set of node i is denoted as
Ni = {j ∈ V : (i, j) ∈ E} and in this paper we also define
the sets Ñi = Ni

⋃

i and N̄i = V \ Ñi. The out-degree of
node i is given by

deg (i) =
∑

j∈Ni

[A]ij

and the degree matrix ∆ (G) ∈ RN×N is a diagonal matrix
defined as

[∆]ij =

{

deg (i) , i = j
0 , i $= j

.

The Laplacian of G, L ∈ RN×N , is a symmetric positive-
semidefinite matrix defined by

L = ∆ −A (1)

and it encodes several interesting properties of the graph,
some of which are discussed in [12]. In particular, for
connected graphs the Laplacian has a single zero eigenvalue,
while for disconnected graphs it has c zero eigenvalues with
c being the number of connected components.

A subgraph G′ is said to be induced from G if it is obtained
by removing a strict subset of vertices and their respective
edges from G.

2) System Dynamics: Throughout this paper we assume
that each node has linear dynamics given by







ẋi (t) = Aixi (t) + Biui (t)
wi (t) = Cixi (t)
yi (t) = Cixi (t)

, (2)

with xi (t) ∈ Rni as the node’s state, ui (t) ∈ Rri the control
input, wi (t) ∈ Rpi the internal measurement and yi (t) ∈
Rpi the measurement node i transmits to the network. There

is a conceptual difference between wi and yi: The internal
measurement wi is not shared through the network and
so it is considered to be secure. On the other hand, yi

is the measurement transmitted through the communication
network, thus being vulnerable to cyber attacks. Hence we
envision that wi may have a role to play in detecting the
cyber attack. For the sake of simplicity, the time argument
will be omitted and we will assume ni = n, ri = r and
pi = p for all i ∈ V . The results presented throughout this
paper hold for the general case as well.

By collecting the states of all the nodes into a single vector

x =
[

xT
1 · · ·xT

N

]T
, we can write the global dynamics of the

network as 





ẋ = Ax + Bu
w = Cx
y = Cx

, (3)

where the matrices A, B and C are block-diagonal matrices
defined in terms of {Ai}, {Bi} and {Ci}, respectively.

Usually in NCS, the control input at each node is com-
puted as a function of the local information available

ui = µi (Ii) . (4)

In the classes of systems analyzed in this paper, µi (·) is
a linear function and Ii is the collection of the network’s
outputs available at node i defined as

Ii = yi =
[

wT
i

{

yT
j

}

j∈Ni

]T

= Jix. (5)

Hence the global control input can be written as

u = µ (y) = −KCx, (6)

where the structure of K encodes the topology of the
network.

B. Unknown Input Observer

We will now present some of the techniques mentioned
in [13] to design an observer for a linear time-invariant
system affected by an unknown disturbance, described by
the following state space equations:

{

ẋ = Ax + Bu + Ed
y = Cx

, (7)

where x ∈ Rn is the state vector, u ∈ Rr is the known input
vector, d ∈ Rq is the unknown input vector and y ∈ Rp is
the output vector.

An observer for the dynamical system in (7) is given by:
{

ż = Fz + TBu + Ky
x̂ = z + Hy

, (8)

where x̂ ∈ Rn is the estimated state and z ∈ Rn is the
observer’s state.

Definition 2.1 ([13]): A state observer is an unknown
input observer (UIO) if the state estimation error e ap-
proaches zero asymptotically, regardless of the presence of
an unknown input d.

Theorem 2.1 ([13]): Necessary and sufficient conditions
for the observer described by (8) to be an UIO for the system
in (7) are that the following conditions hold:
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i) rank (CE) = rank (E)
ii) (C, A1) is a detectable pair, where

A1 = A − HCA.
If the conditions above are satisfied, the observer’s matri-
ces can be chosen so that the estimation error’s dynamics
become:

ė (t) = Fe (t) , (9)

with F being asymptotically stable so that lim
t→+∞

e (t) = 0,

regardless of the value of the unknown signal d (t).

III. CYBER ATTACKS ON NETWORKED CONTROL

SYSTEMS

Consider a NCS with an undirected and weighted graph G
modeling the network and let each node have its dynamics
described by (2). The network should have mechanisms to
detect possible security breaches. Furthermore, the nature of
these breaches should also be identified, thus allowing more
effective corrective measures to be taken.

Our proposed scheme for detecting attacks is based on
Fault Detection and Isolation (FDI) theory, using the Gener-
alized Observer Scheme (GOS) [13].

In order to keep the detection scheme distributed, let
each node have a monitoring system with a bank of UIO
observers. From Thm 2.1 i) we see that we can only decou-
ple disturbances which directly affect the measured states.
Since each node receives measurements from its neighbors,
we expect that it is able to locate disturbances within its
neighborhood. Therefore, we propose a similar method as
in [7], where each node monitors all its neighbors.

We will now analyze two different types of attacks that can
be modeled in terms of unknown disturbances in the node’s
dynamics and we describe the proposed detection scheme.
As an underlying assumption, we assume that there is at
most one active attack in the network at any time instant.

A. Attack on a Node

This class of attacks covers scenarios where the normal
behavior of a node is affected by an outsider and it no longer
follows the distributed control law that governs the entire
network. It includes, for instance, denial of service (DoS) or
deception attacks on the in-going communications of a node,
where the control input is compromised. In this scenario, the
dynamics of the attacked node k can be written as







ẋk = Akxk + Bkuk + bk
ffk

wk = Ckxk

yk = Ckxk

, (10)

where bk
f ∈ Rn is the disturbance distribution vector and

fk ∈ R the disturbance signal.

Consider the detection scheme in node i. The global
dynamics of the network when affected by attacks in all
nodes, seen from node i, can be described using (3), (5)
and (10)

{

ẋ = Ax + Bu + Bf f
yi = Jix

, (11)

where f = [f1 · · · fN ]T and Bf ∈ RNn×N is a block-
diagonal matrix with full-column rank defined in terms of
{

bi
f

}

. Note that node i does not know the entire control input

vector u so this model cannot be incorporated in an observer
as it is. Therefore, we consider the closed-loop dynamics

{

ẋ = Āx + Bf f
yi = Jix

, (12)

with Ā = (A − BKC). The UIO insensitive to a disturbance
in k has the following dynamics

{

żk
i = F k

i zk
i + T k

i Bu + Kk
i yi

x̂
k
i = zk

i + Hk
i yi

(13)

with u = 0. It exists if and only if the conditions in Thm 2.1
are satisfied, considering the system

(

Ā, 0, Ji

)

and E = Bk
f ,

the kth column of Bf .
The detection scheme implemented in node i has one such

observer for each of its neighbors and from each observer
a residual signal rk

i = Jiek
i is obtained. Since Bf has full-

column rank, it can be easily seen that rk
i is insensitive only

to fk. Therefore, having in mind our assumption that there is
at most one active attack, the following threshold logic can
be applied:

• No fault is present:
∥

∥rk
i

∥

∥ < Tfk
, ∀k ∈ Ni

• Neighbor node k has a fault:
{

∥

∥

∥
rj
i

∥

∥

∥
< Tfj

∥

∥rk
i

∥

∥ ≥ Tfk

, ∀k $= j ∈ Ni

• There is a fault in a node j /∈ Ñi:
∥

∥rk
i

∥

∥ ≥ Tfk
, ∀k ∈ Ni

B. Attack on the Out-Going Communications of a Node

Under this class of attacks, the out-going communication
of a node is corrupted while the controls are correctly
computed. It covers scenarios where a DoS or deception
attack occurs on the broadcasted data of a node. Again it can
be modeled in terms of the node’s dynamics, corresponding
to a disturbance on the information transmitted from node k:







ẋk = Akxk + Bkuk

wk = Ckxk

yk = Ckxk + fsk

, (14)

with fsk
∈ Rp being the malicious information. The closed-

loop dynamics of the network can be written as






ẋ = Āx + Bk
f fsk

w = Cx

y = Cx + ck
ffsk

, (15)

where Bk
f = Bk̄Kck

f , Bk̄ is obtained from B by replacing

the diagonal block Bk by 0n×r and ck
f ∈ RNp×p defined as

ck
f = [0T

(k−1)p×p Ip×p 0T
(k+1)p×p]

T . (16)

Note that the internal measurement is not affected by the
attack but now both the communicated measurements and
the control inputs are. Partitioning Ā such that

Ā =

[

Āk̄ Āk̄k

Ākk̄ Āk

]

, (17)
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the dynamics of the healthy network driven by yk as an input
can be written as







ẋk̄ = Āk̄xk̄ + Āk̄kyk

wk̄ = Ck̄xk̄

yk̄ = Ck̄xk̄

. (18)

As it can be seen from (18), the malicious data fsk
may

be chosen so that yk follows any trajectory, including one
due to the effect of fk in (10). In this case, the healthy part
of the network will see the same behavior from node k in
both attack scenarios.

Theorem 3.1: Given the closed-loop system from (3)
and (6), no healthy node i can distinguish between an attack
on a node and an attack on all the out-going communication
channels of the same node.

Proof: Let i be a healthy node observing the network
and let k be the attacked node. Furthermore, assume that i
is connected to all nodes in the network, which is equivalent
to a centralized approach. The global dynamics in (12) can
be rewritten as















ẋk̄ = Āk̄xk̄ + Āk̄kyk

yk̄ = Ck̄xk̄

ẋk = Ākxk + Ākk̄yk̄ + bk
ffk

yk = Ckxk

. (19)

Node i will have measurements from all the nodes and
so Ii =

[

yT
k̄

yT
k

]T
. Now consider that all the out-going

communications of node k are being compromised and
denote ỹk as the corrupted measurement transmitted to the

network. In this case we have Ĩi =
[

yT
k̄

ỹT
k

]T
. The corrupted

measurement can be computed such that it reproduces the
effect of fk, i.e. ỹk = yk. This way Ii = Ĩi and so
we conclude that node i cannot distinguish the nature of
both attacks. These arguments are also valid for the general
decentralized case.

Note that node k should be able to distinguish between an
attack on itself and an attack on all its out-going communi-
cation channels, due to its own internal measurement wk. In
fact, the network’s dynamics seen from node k are described
by

{

ẋ = Āx + Bk
f fsk

yk = Jkx
, (20)

which has a similar structure to (12). A possible solution to
this problem would then be to add one more observer to each
node, which is insensitive only to a fault with distribution
vector Bk

f = Bk̄Kck
f , thus enabling each node to detect an

attack on its own communications.

IV. ON THE COMPLEXITY OF THE DETECTION SCHEME

The proposed scheme requires each node in the network
to have a bank of observers to monitor each one of its
neighbors, resulting in a distributed but computationally
heavy FDI scheme. This poses a scalability problem as the
order of the network’s model increases linearly with the
number of nodes.

However, since each node monitors all its neighbors, it
is clear that there exists a certain amount of redundancy.

Hence, one possible improvement to be made is to reduce
the number of monitoring nodes.

Reducing the number of monitoring nodes

Assuming that each node monitors only its neighbors, we
say that a FDI system in node i covers the set of nodes
Ni. Therefore, the objective is to select a minimum number
of observer nodes so that they cover all the nodes in the
network, i.e.,

min
So⊆V

|So|

s.t.
⋃

i∈So

Ni = V , (21)

where So is the set of observer nodes.

As it can be seen, this is actually a set cover problem
where we wish to determine a minimum total dominating

set, i.e., a set with minimum cardinality such that all nodes
in the graph have at least one neighbor in that set. This is a
well studied problem, having been classified as an NP-hard
problem and we find two proposed algorithms in [14] that
solve it.

Although the number of observers obtained by using Ni

as the set of nodes covered by node i is not minimum, this
method has one interesting property: all nodes in So are
monitored by at least one neighbor. This means that even if
an observer node is attacked, there is another observer node
in the network that can detect it. Obviously, this decreases
the vulnerability of such scheme to faults in the monitoring
nodes.

Other interesting properties may also be imposed by
modifying the constraints in (21), such as having So to
be connected, which is related to the minimum connected

dominating set problem.

V. THE CONSENSUS PROTOCOL

Consider a group of N dynamic agents with single-
integrator dynamics described by (2) with xi, ui, yi, wi ∈ R,
Ai = 0 and Bi = Ci = 1. The agents are connected through
a communication network, represented by a graph G, and use
the following distributed control law [15]

ui = −
∑

j∈Ni

(wi − yj). (22)

Under this setting, the dynamics of the entire network are
given by

ẋ = −Lx. (23)

A. Consensus Protocol subject to Attacks on Nodes

The behavior of the attacked node k can be described by
rewriting (10) as















ẋk = −
∑

j∈Nk

(wk − yj) + fk

wk = xk

yk = xk

, (24)
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and so the global dynamics of the network can be written as






ẋ = −Lx + bk
ffk

y = x
w = x

, (25)

with bk
f ∈ RN being a vector with the kth component set to

1 and all the others to 0.

B. Consensus Protocol subject to Communication Attacks

The compromised node k having its out-going communi-
cations tampered, as in Fig. 1(b), has its dynamics described
by:















ẋk = −
∑

j∈Nk

(wk − yj)

wk = xk

yk = xk + fsk

. (26)

Hence the global dynamics of the network can be written
as:







ẋ = −Lx + Ik̄lkfsk

y = x + bk
ffsk

w = x

, (27)

where Ik̄ ∈ RN×N is the identity matrix with the kth

diagonal entry set to zero, lk ∈ RN is the kth column of
the Laplacian matrix.

C. Detecting the Attacks

We now apply the proposed detection scheme to the
consensus protocol, providing sufficient conditions for the
existence of the UIOs.

1) Attack on a node: Consider the FDI scheme imple-
mented in node i. The information available at node i is given
by (5) and the network’s dynamics are described by (25). The
UIO insensitive to such fault has dynamics given by (13).
The existence conditions for such UIO can be validated
using topological properties of the network, according to the
following theorem:

Theorem 5.1: There exists a UIO for the system
(

−L (G) , bk
f , Ji

)

if the graph G is connected and k ∈ Ni.

A similar result was presented in [7] for discrete-time
consensus, using a different approach. Before proving the
Thm 5.1, we introduce the following lemma:

Lemma 5.2: If an undirected graph G is connected, then
any partition of its Laplacian matrix L, induced by a strict
subset of nodes F̄ ⊂ V , is invertible.

Proof: [Proof of Thm 5.1] It can be easily seen that
if the faulty node k is a neighbor of the observer node i,
then the first condition of Thm 2.1 is satisfied: since the row
corresponding to node k is Jk

i = bk
f

T
, then it follows that

rank
(

Jibk
f

)

= rank
(

bk
f

T
bk
f

)

= rank
(

bk
f

)

= 1.

As for the second condition in Thm 2.1, this condition is
equivalent to say that the transmission zeros of the system
(

−L, bk
f , Ji, 0

)

must be stable [13], i.e.

[

sIN + L bk
f

Ji 0

]

,

is of full column rank for all s such that ) (s) ≥ 0, IN ∈
RN×N being the identity matrix.

Suppose now that we apply a transformation P to the

system
(

−L, bk
f , Ji

)

so that x̄ = Px =
[

xT
Ñi

xT
N̄i

]T

and J̄i =
[

I|Ñi|
0|Ñi|×|N̄i|

]

, which consists on a simple

permutation operation. After this operation we can write the
Laplacian as

L̄ = P−1LP =

[

LÑi
lÑiN̄i

lN̄iÑi
LN̄i

]

,

and hence we have:

[

sIN + L bk
f

Ji 0

]

=





sI|Ñi|
+ LÑi

lÑiN̄i
b̄k
f

lN̄iÑi
sI|N̄i| + LN̄i

0N̄i×1

I|Ñi|
0|Ñi|×|N̄i|

0Ñi×1



 ,

with b̄k
f = P−1bk

f .
Note that due to the last row of the previous matrix, the

first column is independent of the others and furthermore it
is of full column rank, thus:

rank

[

sIN + L bk
f

Ji 0

]

= |Ñi|+rank

[

lÑiN̄i
b̄k
f

sI|N̄i| + LN̄i
0|N̄i|×1

]

From Lemma 5.2 we know that any square partition of the
Laplacian is invertible if the respective graph is connected,
thus LN̄i

* 0 and since ) (s) ≥ 0, sI|N̄i|+LN̄i
is invertible

as well and has full rank, following that:

rank

[

sIN + L bk
f

Ji 0

]

= |Ñi| + |N̄i| + 1 = N + 1,

which proves that the transmission zeros are all stable and
that a UIO exists.

2) Attack on the out-going communications of a node:

In this scenario the previous FDI scheme would detect and
locate an attack in the compromised agent, but would not
identify its nature, given the information available to the
healthy part of the network. As discussed before, one solution
would be to add to the scheme in each node k one more UIO
insensitive to bk

f = Ik̄lk.
Theorem 5.3: There exists a UIO for the system

(

−L (G) , Ik̄lk, Jk

)

if the graph G is connected.
Proof: First note that bk

f = Ik̄lk is actually the kth

column of the Laplacian matrix with the kth entry set to
zero. Therefore, if G is connected, node k has at least one

neighbor and rank
(

Jkbk
f

)

= rank
(

bk
f

)

= 1. The rest of the

proof uses the same arguments as in the proof of Thm 5.1.

3) Simulation results: As an example, we compare the
residuals of two different nodes in the graph presented
in Fig. 1(b). The network is suffering a deception attack
on the out-going communications of node 1. As it can be
seen from Fig. 2, node 2 identifies node 1 as being the
compromised node using the threshold logic presented in
Sec. III-A, since the residual corresponding to node 1 is
close to zero while all others are large. However, it cannot
identify the nature of the attack. On the other hand, node
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1 successfully detects the deception attack on its own out-
going communications, as expected.
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Fig. 2. Deception attack in node 1 at t = 4s

VI. POWER NETWORK

Power systems are an example of very complex systems
in which several elements, such as generators and loads, are
dynamically interconnected. They can be seen as a networked
system, where each bus is a node. We provide a simple model
for the active power flow in a power grid.

A. Modeling the Power Network

The behavior of a bus i can be described by the so-called
swing equation:

Miδ̈i + Diδ̇i − Pmi = −
∑

j∈Ni

Pij , (28)

where Mi and Di are the inertia and damping coefficients,
respectively, Pmi is the mechanical input power and Pij is
the active power flow from node i to j. Considering that
there are no power losses and letting Vi = |Vi| ejδi and δi

be, respectively, the complex voltage and the phase angle of
bus i, the active power flow between bus i and bus j, Pij ,
is given by:

Pij = kij sin (δi − δj) , (29)

where kij = |Vi| |Vj | bij and bij is the susceptance of the
power line connecting buses i and j.

Since the phase angles usually are close, we can lin-
earize (29), rewriting the dynamics of bus i as:

Miδ̈i + Diδ̇i = ui, (30)

with

ui = −
∑

j∈Ni

kij (δi − δj) + Pmi. (31)

Rewriting (30) and (31) in state-space form as (2) and

considering δ =
[

δT
1 · · · δT

N

]T
= Cδx, we can write the

network dynamics as







ẋ = Āx + BPm

y = Cx
w = Cx

, (32)

where Ā = A − BLCδ and Pm = [Pm1 · · · PmN ]T is the
collection of input power at each bus. These inputs are the
generator’s setpoints or load power consumptions, which we
assume to be known.

B. Power Network subject to Attacks on Buses

Let k be the index of the bus subject to an attack, which we
model as a disturbance. The dynamics of the power system
under the effect of such fault are described by:

{

ẋ = Āx + BPm + bk
ffk

yi = Jix,
, (33)

where bk
f is the kth column of matrix B. Note that such

column has only one non-zero entry, which corresponds to
the frequency state of bus k.

C. Power Network subject to Communication Attacks

Let the dynamics of the compromised bus k be described
by (14). The closed-loop dynamics of the power network can
be written as







ẋ = Āx + BPm

w = Cx

y = Cx + ck
ffsk

. (34)

Since the source of interactions between agents is physical
rather than induced by communications, a deception attack
on a communicated measurement does not cause any effect
on the dynamics of the network.
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D. Detecting the Attacks

1) Attack on a bus: Let the set of measurements available
at bus i be yi = Jix, where Ji ∈ Rp×n|Ñi|. Since we desire
an UIO decoupled from bk

f , we design an UIO insensitive to

Ek = bk
f using the same structure as in (8).

The conditions for such observer to exist are given in
Thm 2.1 and we give some comments regarding them.
Cond. i) is related only to the available measurements and
unknown inputs. From the state-space model, we have that
bk
f has non-zero elements only on the entries corresponding

to the frequency offset δ̇k. Therefore, the measurement set
yi must include the frequency measurements from bus k in
order to satisfy the first condition.

On the other hand, Cond. ii) depends on the structural
properties of the system in (33), as it is equivalent to say
that the matrix

[

sInN − Ā Ek

Ji 0

]

is of full column rank for all s such that ) (s) ≥ 0. Given
the complexity of this kind of interconnected system, such
condition is harder to evaluate analytically on this particular
system than on the consensus problem. For detailed results
on the existence of such UIOs for networks of second-order
linear systems see [16].

2) Attack on the out-going communications: From (34)
we conclude that the deception attack only affects the mea-
surement and in this case detecting the attack can be done
by using observer-based sensor fault detection methods [13].

3) Simulation results: These results were obtained from
the IEEE 9-bus benchmark [17], in which we consider bus
7 observing its neighborhood, buses 5, 6 and 8. Bus 6 was
attacked by f6 = 10 sin (t − tf ) , t ≥ tf , with tf = 6s being
the time instant at which the attack occurred. As it can be
seen, bus 7 successfully detected and located the attack at
bus 6, as its corresponding residual is the only converging
to zero.

VII. CONCLUSION

We proposed a distributed UIO-based scheme to detect,
locate and identify the nature of cyber attacks in NCS.
Furthermore, we showed that, when the control loop is closed
over a communication network, only the compromised node
itself can distinguish the nature of the attack. A possible
solution to reduce the complexity of such scheme was also
given. We applied the proposed scheme to two classes of
NCS and gave sufficient conditions for its feasibility in the
first class and necessary conditions for the second class.
Simulation results on both systems were also provided.
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