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Abstract—In this paper, we propose an approach for ensur-
ing the safety of a vehicle throughout a parking task, even when
the vehicle is being operated at varying levels of automation. We
start by specifying a vehicle parking task using linear temporal
logic formulae that can be model checked for feasibility. The
model-checking is facilitated by the construction of a temporal
logic tree via Hamilton-Jacobi reachability analysis. Once we
know the parking task is feasible for our vehicle model, we
utilize the constructed temporal logic tree to directly synthesize
control sets. Our approach synthesizes control sets that are
least-restrictive in the context of the specification, since they
permit any control inputs that are guaranteed not to violate the
specification. This least-restrictive characteristic allows for the
application of our approach to vehicles under different modes
of operation (e.g., human-in-the-loop shared autonomy or fully-
automated schemes). Implementing in both simulation and on
hardware, we demonstrate the approach’s potential for ensuring
the safety of vehicles throughout parking tasks, whether they
are operated by humans or automated driving systems.

I. INTRODUCTION

Vehicle parking is one of the most time-consuming and
safety-critical tasks that drivers perform daily. According
to statistics reported in [1], drivers in the U.S., U.K. and
Germany wasted 17, 44, and 41 hours a year, respectively;
in total costing 72.7 billion dollars, 23.3 billion pounds,
and 40.4 billion euros a year. In addition to being an
unsustainable (due to wasted fuel) and economically wasteful
task, vehicle parking is also often a dangerous and straining
task for drivers that involves complex maneuvering into tight
spaces with many chaotic safety constraints. Motivated by
these issues, researchers have recently spent significant effort
in advancing parking guidance and management technology.

In the literature, researchers devote most of their effort into
solving the problem of generating obstacle-free trajectories
for vehicles in tight parking environments. Nonlinear vehicle
dynamics and non-convex environments make this problem
difficult to solve in real time. For example, a distributed
model predictive control formulation improves parking ef-
ficiency and helps ensure collision avoidance by taking into
account human behavior prediction and vehicle coordination
in [2]. In [3], authors decouple an automated parking problem
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into a centralized parking spot allocation and path generation
problem, and a decentralized collision avoidance control
problem. Although these approaches yield important results,
the formulations are not suitable for checking whether the
parking task is feasible in the first place, since checking
the feasibility of a non-convex optimization problem is
challenging.

Additionally, to the extent of the authors’ knowledge,
shared autonomy-based parking receives little attention in
the research community, despite the fact that many of the
current parking technologies rely on the presence of a human
supervisor to perform the parking maneuver [4], [5]. Many
have proposed the use of remote human operators as a
layer of operations management and exception-handling for
connected vehicles in general [6]. In the well-known report
by the Society of Automative Engineers (SAE) that describes
the “levels of driving automation”, the authors even designate
levels <3 as the levels that require the availability of a remote
driver (if an on-board driver is not present) and level 4 as
the level where a remote driver is an optional part of the
operation of a vehicle [7]. These proposals and designations
motivate the need for vehicle parking solutions that safely
allow for varying levels of automation, be it full automation
or partial, human-supported automation.

The main contribution of this paper is a unified solution for
handling vehicle parking which can be used for varying lev-
els of automation, ranging from Level <4, shared autonomy
setups to Level 5, fully automated setups. Specifically, the
contributions of this paper can be summarized as follows:
(1) we specify the parking task for an ego vehicle with
a linear temporal logic (LTL) formula and use Hamilton-
Jacobi (HJ) reachability analysis to construct a temporal logic
tree (TLT) from this LTL formula, which enables the real-
time synthesis of feasible, least-restrictive control sets; (2)
based on this formulation, we utilize an optimal controller
in conjunction with the least-restrictive control sets that can
be used for semi-automated or fully-automated parking and
demonstrate their effectiveness in simulation and hardware-
based experiments.

II. PRELIMINARIES
In this section, we will briefly introduce the required
background material for this work.
A. Plant model
Consider a continuous-time dynamic control system

dr ,

E j::f(a:,u,w), (1)



Fig. 1. Illustration of our motivating parking example, where the ego
vehicle is drawn on the bottom left corner. Furthermore, we annotate the
parking scenario with the XY projections of the important state sets in our
problem formulation.

where x € R™ is the system state, u € R™ is the control
input, w € R™ is the disturbance, and f : R x R" x
R™ — R™ are the dynamics. At each time instant ¢, the
control input u(t) is constrained by a set U C R™ and the
disturbance w(t) belongs to a compact set W C R"». We
assume that the control function (+) is measurable and if for
all t, u(t) € U, we write u(-) € U where U is the function
space containing all admissible control functions. We also
write w(-) € W in the same fashion.

We assume that the system function f is uniformly con-
tinuous, bounded, and Lipschitz continuous in z for fixed u
and w. As shown in [8], given measurable control and distur-
bance functions u(-) and w(-), there exists a unique trajectory
solving (1). With ¢(+; 2, to, u(+), w(-)), we denote the trajec-
tory starting from an initial state (to; xo, to, u(-), w(:)) = o
under u(-) and w(-). For the rest of the paper, we will
sometimes write ((-) to denote a trajectory for notational
simplicity.

We will utilize atomic propositions to encode spatial

invariances for system (1). Each proposition p; is defined
as an inequality in R"=:
[pi] £ {z € R™ | Gi(z) < g;},Gi : R™ — R™ g; € R™,
where n; is the number of inequalities in the ith atomic
proposition. Let AP be a finite set of atomic propositions,
ie., AP = {p:}1\4.

B. Reachability Analysis

Reachability analysis-based approaches are used in many
applications in order to provide formal guarantees on the
safety of vehicles [9], [10]. For example, a reachability
analysis-based approach is presented in [11], where authors
use reachability analysis to compute least-restrictive control
sets from signal temporal logic formula, which inspired the
development the work in [12]. In this subsection, we intro-
duce the definitions of reachable sets and control invariant
sets used in our approach.

Definition 2.1: For the system (1), the reachable set from
Qy CR™ to Qs C R™ is defined as

R(Ql,QQ) = {1‘ : E"LL() S M,VUJ() ew,
ds > 0,¢(s;2,0,u(-),w(-)) € Q2,xz € N1} (2)

Definition 2.2: For the system (1), Qf C R"* is said to
be a robust control invariant set (RCIS) if for any x € €2y
at time ¢ there exists a u(-) € U such that Vw(-) € W and
Vs > t, ((s;a,t,u(-), w(-)) € Q.

Definition 2.3: For a set Q C R"* RCIZ(Q) C R"= is the
largest RCIS in  if every RCIS Qf C € satisfies 2y C
RCZ(Q).

C. Linear temporal logic

LTL is a convenient formalism for expressing time-related
invariances for automated systems [13], [14] and, specif-
ically, for automated driving systems [15], [16]. An LTL
formula is defined over a finite set of atomic propositions
AP with both logic and temporal operators. In order to
apply our method to continuous-time systems, we consider
the fragment “LTL minus next step” where the operator ()
is not included. Its syntax can be described with:

pu=true | p € AP | =@ | g1 Apa | p1Ugpa,

where U denotes the “until” operators. By using the negation
operator and the conjunction operator, we can define disjunc-
tion, 1 V2 = —(—¢1 A—p2). Then, by employing the until
operator, we can define: (1) eventually, ¢ = true U ¢ and
(2) always, Op = =,

Definition 2.4: (LTL semantics) For an LTL formula ¢,
a trajectory ((-), and a time instant ¢ > to, the satisfaction
relation ({(),t) F ¢ is defined as

(€()t) Fp e AP & ((t) € p,
(C()st) F == (C(), 1) # o,
(CC) ) Eer Apa < (C(),t) For AC(),t) F w2,
(€)1 E o1 Vs & (C(), 1) F o1 V(C(), 1) F 2,
(C(),t)l=<p1Ug02(:)Elt1 € [t,00) s.t.
). t1) '2802,

Vtge [t,21), (C(+), t2) E 1,
(C(),t) F Qw31 € [t,00), st (C(),t1) F o,
(€(),t) FOp <Vt € [t, ) t(C(),ta) F o

D. Temporal Logic Tree

A typical approach to model-checking and synthesizing
control from LTL formulae utilizes automata [17], [18].
While automaton-based approaches are useful and important,
there are several limitations in their applications to vehicles.
First, automaton-based approaches are difficult to apply to
infinite systems with uncertainty without using LTL frag-
ments such as bounded-time LTL [19] or co-safe LTL [20].
Second, authors show in [21]-[23] that performing control
synthesis from LTL formulae using such approaches is, in
general, nontrivial. Lastly, automaton-based approaches are
usually designed to be offline approaches, meaning that they



cannot easily handle changes to LTL specifications in real-
time.

In this work, we utilize a novel computational structure
called TLTs that can be applied to infinite systems with
uncertainty (e.g. bounded disturbance or additive noise) and
to scenarios where our LTL specification may change over
time (e.g. vehicle parking). For extensive details regarding
TLTs, we refer readers to [12]. In this subsection, we
introduce basic definitions and propositions for temporal
logic trees that we will need later on in this work.

Definition 2.5: A TLT is a tree for which

o each node is either a set node, a subset of R™*, or an

operator node, from {A,V,U,O};

« the root node and the leaf nodes are set nodes;

« if a set node is not a leaf node, its unique child is an

operator node;

o the children of any operator node are set nodes.

Proposition 2.1: As shown in [12], for system (1), a TLT
can be constructed from any LTL formula ¢ via reachability
analysis.

In this work, we will use HJ reachability analysis to
construct TLTs from LTL formulae, allowing us to apply
our approach to nonlinear systems. We call this constructed
TLT the controlled TLT. A useful result in [12] is that the
control synthesis can be performed using the controlled TLT,
instead of the LTL formula, and the resulting trajectory still
satisfies the LTL formula since the controlled TLT under-
approximates the LTL formula. For an illustrative example
of a controlled TLT constructed for the parking scenario we
will study in this paper, see Fig. 2.

III. SAFE PARKING FORMULATION

In most cases, road vehicles are considered safety-critical
systems, since they often share space with humans and carry
humans while carrying out tasks. In order to prove and
derive safety guarantees for automated road vehicles, the
tasks they carry out need to be formalized. For example,
we will formalize the parking task shown in Fig. 1.

In Fig. 1, V.4, is the vehicle that needs to park in the
parking lot. Let © = [p,, py, 0, v] be the state, where
Dz, Dy, 0, and v are Veg4,’s x-position, y-position, heading,
and velocity, respectively. Then, let v = [d, a] be the input,
where ¢ and a are the steering and acceleration inputs into
Vego» respectively. Explicitly, we write the dynamics as

Pz vcos
) vsin 6

f(:p,u,w): p; = v tand +w7 (3)
v a

where L is the wheel-base length of V.. Here, u € U C R?
and w € W C R%.

To define the parking task of the vehicle, we introduce
notation for the domain and subdomains of the parking
scenario. Let the full set of possible states in our problem
domain be dom C R*. We call the set of possible states
in the parking lot P C R*, which excludes the block in
the middle of the parking lot. Denote the sets of indices
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Fig. 2. An illustration of the constructed TLT for our LTL-specified parking
task (4).

corresponding to full and empty parking spots as F and &,
respectively. Then, we let ps C R* be the parking spots and
further denote the full spots as ps;cr and the empty spots
as ps;c¢. Finally, we introduce the set of states within every
psiece that correspond to an accurate and correct parking job
as acc;ce C R%. In our example, we define accurate parking
as parking in a precise location and with a precise heading.
Informally, we can describe the overall parking task as: if
there is one or more ps;c¢, then park in one of them while
staying safe.

IV. OUR APPROACH

For our approach, we start by defining an LTL formula that
formalizes the parking task outlined in the previous section.
Then, using the LTL specification, we use HJ reachability
analysis to construct a controlled TLT. By constructing the
TLT, we can model-check the LTL specification and design
feasible feedback control sets that guarantee the specification
is respected.

A. LTL specification for Safe Parking

For the example parking task, the controller needs to first
guide Vg4, from the road into the parking lot and keep V.4,
in the parking lot. Using LTL, we can write this objective as
a stability formula: ¢ = $OP. In other words, x4, should
eventually always be in P. Next, the controller should ensure
that V4, never collides with a full parking spot. We can
write this objective using LTL as a safety formula: 95 =
Nier O-ps;. Finally, the controller needs to perform the
final parking job that should eventually guide Vg4, into one
of the accurate parking spots. We can write this specification
in a way that accounts for all available empty parking spots:
or = Vieg (dom U ps; U O ace;). In other words, Zego
should, sequentially, be: (1) in dom until it has entered into
a ps; where i € £, (2) in ps; until it is in acc;eg, (3) always
in acc;eg. We define the full parking task with the following
conjunction:

P =pp ANps NpRr, “4)
or explicitly,

= QOPA(Nier O-ps;) A (Vieg (dom U ps; U O acey)).



B. Constructing TLTs using HJ Reachability Analysis

In [12], we construct the TLT corresponding to an LTL
formula using reachable sets. In this work, we will use HJ
reachability analysis to compute the required reachable sets
for our TLT construction in order to handle the nonlinear
dynamics of V,4,. Upon constructing the TLT, we use results
from [12] to model-check and synthesize control sets from
the LTL formula.

For performing HJ reachability analysis, we utilize a sim-
ilar formulation and numerical method to the ones described
in [24]; thus for more details, we refer readers to this
work. We start by defining two state sets {2; and )y as
the zero superlevel sets of bounded, Lipschitz continuous
functions hq, : R* — R and hg, : R* — R. Namely,
Oy ={x | hq,(x) > 0} and Q2 = {z | hq,(z) > 0}. Then,
we solve for the value function Vq, o, (z, 7) that satisfies the
following Hamilton-Jacobi-Isaacs variational inequality (HJI
VI):

(9VQLQ2 (CE, 7')

min{ o + HVa, 0, (z,7), f(z,u,w)),
th ((E) - VQl,Qz (.’ﬂ, T)} =0, (5)
VQth (SC, 0) = th (I)v 7 <0, (6)

where the Hamiltonian is given by

H(Va, 0,(%,7), f(,u,w)) =
I@?gu)f urflel&] VVa, ., (z,7) - fz,u, w) (7
Once the value function Vg, o,(z,7) is computed, let
V3,0, (@) = limr o Vo, o, (7, 7). After recalling Defi-
nition 2.1, we can compute the R (€2, 2s) as

RO, D) = { | Vi, g, (x) > 0}. ®)

As a special case where 2y = Qo = (), the reachable
set R(€2,2) is the largest RCIS within £, i.e., RCZ(Q2) =
R(2,); to see this, please refer to Proposition 2.5 in [25].

Recall the parking scenario in Section III. Define the
sets YV = R(dom,RCI(P)), Vi = R(psi, RCI(acc;)),
and Y1; = R(dom,Ys2;). Now, to construct the TLT
corresponding to our LTL formula, we start with the atomic
propositions that will be the leaves of the TLT, and progres-
sively construct the TLT bottom-up, operator-by-operator. By
following Theorem 5.1 in [12], we can construct a controlled
TLT corresponding to (4), as shown in Fig. 2. We denote the
root node as

Root = :)7 n (ﬁiefRCI(—'psi) N (Uiegyl_’i).

According to the HJ reachability analysis, we can rep-
resent each set node in the controlled TLT in the form of

*

value functions. In particularly, we denote by Gy(z) =

V3 rezp) (@) Grezp) (@) = Vo p(2), GRez(ops,y(t) =
Vﬁpsi'ﬁpsi(l”’r)’ G;lz(x) = Vj}kl,i,yz‘i(x)’ G§;2,i($77—) =
Ve (2) the

acc;i,acc;

V;2,1‘,RCI(acc7;)(x)’ and G%Cl(acci)(‘%‘ = .,
corresponding value functions of the set nodes ), RCZ(P),
RCI(—ps;), Y1,i» Va,i» and RCI(acc;), respectively.

C. Controller Synthesis

In this subsection, we detail the feedback control de-
sign we use for our parking task. Given the state z,
for each set node X € {RCZ(P),Y,RCI(—ps;),Vi €
F, V24,15, RCL(acc;),¥j € £}, we compute the corre-
sponding control set. Instead of computing the control set
based on the current time step, we compute it based on the
next sampled time step:

Ux(z) ={ueU| G;‘g(x)—meiwnv(SVG;g(ac)-f(x?mw) >0},

where J is a small sampling period. We design the control set
computation around the near future to ensure that the chosen
control input will guarantee the specification is not violated
in consequence of that input.

Following the control synthesis algorithm in [12], we can
compute the feasible feedback control set:

Us(x) = (Urez(p)(2) UUg()) N (NierUrcz(-ps,) (2))
ﬂ( Uice (Uyl,z‘ (SL’) U Uy2,i (:L’) U URCI(acci)(x)))'

The set Uy is a least-restrictive feedback control set that
guarantees we satisfy (4). This means that during operation,
we can choose any control policy that satisfies Uy to guar-
antee that the corresponding specification will be satisfied.
In our parking scenario, we choose to utilize a time-optimal
control policy as an example. We can compute the time-
optimal control policy for reaching a target set at no extra
computational cost. Define the set of the state set pairs as
II = {(y, RCI(P)), (yl,,‘, ygﬂ‘), (yg,i, ’RCI(acci)),i S 5}
This set will be used to define the optimal controller derived
from the minimum time-to-reach (TTR).

If the current state + € RCZ(acc;) for some i € &, it
implies that the parking specification is satisfied. In this case,
the optimal controller is defined as

*(x) = in VG f @, u,w). 9
u* () arg max min ReZ(ace)) (T) - f (2, u,w). (9)

Otherwise, we first define the minimum TTR as

T =

max {7 |7 <0,V q,(z,7) >0} (10)

(1,Q0)€Tl

and let (2%,Q3%) be the optimal solution. The time-optimal
controller is defined as

u*(z) = arg uéruljif%)((w) ;Ilé{/lv v‘/QI,Q; (z,7") f(z,u,w). (11)

We will utilize (11) for our fully-automated vehicle that
performs parking maneuvers in a time-optimal fashion. Ad-
ditionally, we also make (11) available to the human operator
in our shared-automation example. We further emphasize that
any other control policy that satisfies Uy can be used instead
of (11); we choose to use a time-optimal control policy as a
useful example.



TTR = Inf sec
t = 3.05 sec

Fig. 3.

TTR = 4.67 sec
t=7.10 sec

TTR = 0.41 sec
t=11.10 sec

Shown are three different snapshots in our “handling specification changes” example. The blue rectangle is Vg0, the gray rectangles sample the

past trajectory of Vg0, parking spots with red rectangles have indices in F, spots with yellow rectangles have indices in £, and the small green circles
are the accurate state sets. The green curves are the XY projections of the current reachable set. In this example, there are no empty spots initially, and
only around ¢ = 7 seconds do empty spots appear. When this happens, the vehicle stops waiting, and goes to the empty spot that is most time-optimal

from it’s position when the spots appear.

V. RESULTS

We present an example in simulation and experimental
results on the Small Vehicles for Autonomy (SVEA) platform
in the Smart Mobility Lab at the KTH Royal Intitute of
Technology. To compute the reachable sets required in our
implementation, we use the MATLAB Level Set Method
Toolbox [26].

A. Handling specification changes

In our simulated example (illustrated in Fig. 3), we
investigate a scenario where Vg, starts on the road, and
then navigates into P, where there are no available parking
spots. Inside RCZ(P), the vehicle just waits for a parking
spot to open up. At time ¢ = 7 seconds, two spots open
up. By implementing (11), Vg4, is guided to the spot that
is more time-optimal. Here, we are able to observe one of
the benefits of using TLTs for performing control synthesis
from an LTL specification. Despite the changes in the LTL
specification (the change of two full parking spots to empty
parking spots), our controller is able to adapt online and
utilize offline computations to recompute Uy.

Remark 5.1: Note, we do not consider the presence of
physical vehicles in the parking lot. Since our approach
computes the least-restrictive control sets for the parking
task, dynamic constraints like other physical vehicles can
be handled with additional controllers (i.e. model predictive
control) on top of our approach. In other words, similar
to (11), more sophisticated approaches can be used for
choosing the control inputs that satisfy Uy.

B. Hardware Experiments

In our implementation on the SVEA vehicles, we overview
both practical applications and considerations of our ap-
proach for two different levels of autonomy. We demonstrate
how our approach ensures the safety for a Level 5 automated
vehicle, which performs the parking maneuver optimally.
Then, we show a shared-autonomy setup where we ensure
the safety for a vehicle with level 2 driving automation that is
being remotely parked by a human operator. The videos for
both cases can be found online at [https://bit.ly/HJLTLpark].

Our experimental setup is as follows. All real-time compu-
tations happen on the SVEA’s onboard computer, which is an
NVIDIA Jetson TX2 embedded computer. The state of V4,
is given by a Qualisys motion capture system. The chassis of
the SVEA vehicle has the control bounds of § € [—7/5,7/5]
rad and a € [—1.5,1.5] m/s?. To handle model errors caused
by phenomenon such as the friction between the ground and
the SVEA’s wheels, let wmax = [0.05,0.05,7/60,0.1] with
units [m, m, rad, m/s?], and we then set w € [—Wmax, Wimax)-
The required reachable sets are computed offline beforehand,
and loaded onto the SVEA’s TX2 for real-time computation
of (9) and (11).

1) (Level 5) Full Automation: For the full automation
case, we implement our control synthesis approach on the
SVEA and leave the system to complete the task on it’s
own. As can be seen from the video provided, the maneuver
can be completed accurately and satisfy the original specified
task. Furthermore, at the end of the maneuver, we can see
the advantage of using a richer nonlinear vehicle model, as
the SVEA makes full utilization of its dynamics to maneuver
into the parking spot accurately.

2) (Level 2) Shared Automation: An important benefit
of our approach is that we compute the least-restrictive
control sets for satisfying an LTL formula. Much like in [10],
by generating least-restrictive control sets instead of single
control policies, our approach is more suitable for human-
in-the-loop control formulations, since the human is given
the largest acceptable degree of control freedom. To illus-
trate this, we set up a shared-autonomy example where we
enable the SVEA vehicle with level 2 automation and put a
human operator in control. Specifically, we enable the SVEA
vehicle with the same automation capabilities as the Level 5
automation example, but require an engaged, remote human
supervisor for the vehicle’s operation. As can be seen from
the video link provided, the human operator drives the V4,
while Vg, continues to satisfy the parking specification,
and arrives to just before the desired parking spot. In our
particular implementation, we enable the driver to turn on
and off the optimal controller used in previous examples.
Since the parking spot can be hard to park in efficiently and
accurately, the human operator uses the optimal controller
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Fig. 4. Time-lapse images from our two experiment examples. Video link: https://bit.ly/HJLTLpark.

to do the final parking maneuver. This application provides
flexibility for the human to fully utilize their situational
awareness whenever is needed. Furthermore, the setup allows
the operator to decide when she wants to use automation to
reduce strain and perform parts of the specified task more
efficiently.

VI. CONCLUSION

In general, guaranteeing safety for automated vehicles over
their entire operation is difficult, but remains as an important
problem we need to solve. We show in this paper how
one might specify parking missions formally and how to
compute least-restrictive control sets from the specification.
By leveraging HJ reachability, we can compute the control
sets for nonlinear systems and provide strong guarantees that
the specification will be satisfied by the vehicle through-
out the parking maneuver. We show applications in both
simulation and on hardware of the resulting least-restrictive
control sets for ensuring safety for both fully-automated
and partially automated vehicle parking. For future work,
we will continue to apply our method to different vehicle
tasks. By formalizing more vehicle tasks, we will be able
to compose more complex missions and apply our unified
control framework to guarantee the missions both can and
will be completed.
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