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Fundamental Performance Limitations in Utilizing
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Abstract—This paper considers power oscillation damping
(POD) using active power modulation of high-voltage dc transmis-
sions. An analytical study of how the proximity between interarea
modal frequencies in two interconnected asynchronous grids puts
a fundamental limit to the achievable performance is presented.
It is shown that the ratio between the modal frequencies is the
sole factor determining the achievable nominal performance. To il-
lustrate the inherent limitations, simulations using a proportional
controller tuned to optimize performance in terms of POD are
done on a simplified two-machine model. The influence of limited
system information and unmodeled dynamics is shown. The ana-
lytical result is then further validated on a realistic model with two
interconnected 32-bus networks.

Index Terms—Controllability, frequency control, HVDC trans-
mission control, interarea oscillations, power oscillation damping,
small-signal stability.

I. INTRODUCTION

THE trend in today’s electric power systems is increased
usage of unregulated, intermittent power production from

renewable sources, such as wind and solar. The ensuing reduc-
tion of inertia leads to increased concerns for the frequency
stability [1]–[3]. In addition, interarea oscillations become a
greater issue than in the past. High-voltage dc (HVDC) trans-
mission is a useful technology to strengthen the grid. Its low
losses makes it an attractive alternative to traditional ac transmis-
sion for longer distances. In addition, the high controllability of
HVDC transmission allows the utility to actively improve power
system stability by modulating active and reactive power. Since
HVDC transmissions often bridge long distances, they have a
strong influence on dominant power system modes. Control-
ling the active power, local rotor speed deviations at the HVDC
terminals can be reduced, thereby improving power oscillation
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damping (POD) [4]–[17]. In [7] a decentralized control method
was developed to improve POD through a multi-terminal high
voltage dc (MTDC) system connected to an ac grid. Active
power was controlled at the dc terminal with strongest control-
lability of the oscillatory mode. Voltage droop controllers, at
the remaining dc terminals, were then tuned to maximize POD
without the need of communication between the terminals. In
[18], [19] the inverters of an MTDC network is controlled as vir-
tual synchronous generators. With local ac frequency feedback
the inverter can mimic the inertial response of a synchronous
machine by utilizing the energy stored in the dc capacitors. The
resulting dc voltage change is then compensated by redistribut-
ing power using voltage droop control, avoiding the need for
communication.

Contrary to traditional ac transmission, HVDC enables the
interconnection of asynchronous grids. Active-power modula-
tion, if made fast enough, allows for the networks to share
primary control reserves, reducing the maximum frequency fall
(the nadir) and the steady-state frequency deviation following
disturbances in load or production [5], [13], [20]. This facili-
tates a higher penetration of renewable power production, where
inertia and primary reserves are important concerns [3].

In a case study of a future North Sea grid, Ndreko et al. [17]
describe how HVDC active power modulation can be utilized to
improve a poorly damped oscillatory mode of 0.5 Hz in the U.K.
grid. This, however, results in a disturbance propagating through
the North Sea HVDC network, exciting a poorly damped inter-
area mode of 0.5 Hz in the Nordic grid at the other end. The
interaction between the interconnected ac systems can be mit-
igated by utilizing the wind power resources in the North Sea
grid [17] or in the dc capacitors [18], [19]. The latter method
may however increase the cost of the dc installation since larger
capacitors may be needed. In addition such control methods
require careful tuning since the introduced dc dynamics may
interact with the ac system and degrade POD performance [21].

The proximity in frequency of two poorly damped oscillatory
modes can be troublesome, since it greatly affects the controlla-
bility of the interarea modes and therefore impairs the achievable
POD from HVDC active power modulation. This modal inter-
action is the main focus of the paper. In [5] it is shown that
HVDC primary frequency control never decreases POD under
some simplifying assumptions. This is proven by using a sim-
ple proportional droop controller, phase compensated for the
HVDC active power actuation lag, with feedback from local
frequency measurements at the two HVDC terminals. Such a
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Fig. 1. The HVDC-interconnected system used to study modal interaction,
between two ac networks Σ and Σ′.

control allows for efficient sharing of inertial response and pri-
mary reserves between the connected systems using only local
measurements. In general, dc dynamics are orders of magnitude
faster than interarea modes. For the remainder of this paper, dc
dynamics will therefore be neglected. Instead, the focus will
be on interactions occurring between asynchronous ac systems
interconnected with HVDC.

The main contribution of this paper is to show how modal in-
teraction limits the achievable POD from HVDC active power
modulation. Due to the complexity and high order of the power
systems, almost all works addressing POD rely on numerical
studies. Although necessary for practical application, resorting
to a numerical representation sacrifices physical intuition. In
this study we build on the analytical approach of [4]–[6] with
the aim of achieving more insight into the problem at hand. We
let each ac network be represented by a two-machine model to
characterize the dominant interarea mode in each network. The
networks are connected with a single HVDC link, as shown in
Fig. 1. This model, being the focus of the study, is referred to
as the HVDC-interconnected system. A fundamental measure
for how hard it is to control the interarea oscillations, indepen-
dent of control structure, is obtained using the controllability
Gramian [22], [23]. For the analysis, a model reduction is made
to isolate the dynamics of interest. The result is a state-space
model that exclusively represents the energy of the interarea
oscillation in each network. It is found that the ratio between
modal frequencies in each network is the only factor that de-
termines obtainable POD benefits. The results are verified by
nonlinear simulations using a droop controller tuned to opti-
mize performance in terms of POD in both ac networks. The
sensitivity to model uncertainty is also investigated. Sharing of
primary reserves, e.g., to reduce the nadir, is implemented in-
dependently of the POD. In Section VI-B the analytical result
is further verified by simulations using a realistic 32-bus model
for each of the HVDC-interconnected networks.

The remainder of the paper is organized as follows. In
Section II nonlinear and linear models of the HVDC-
interconnected system are defined. In Section III, reduction of
the linear model is done along with an energy interpretation.
In Section IV, controllability analysis of the reduced model is
made. In Sections V and VI a droop controller is synthesized and
implemented in simulations to show POD performance and sen-
sitivity. Section VII concludes the paper with some discussion
of future work.

II. MODEL OF THE HVDC-INTERCONNECTED SYSTEM

Consider the HVDC-interconnected system in Fig. 1. We let
the dominant interarea mode in network Σ (top) and Σ′ (bottom)
be represented by two SMs connected by an ac transmission line.
Next we derive the dynamics of Σ. Network Σ′ is structurally
identical to Σ but may have differing parameter values. To in-
dicate this, parameters and variables of Σ′ are referred to using
prime notation.

The electromechanical dynamics for Σ are given by the swing
equation

δ̇i = ωi

Miω̇i = ΔPi − V 2

Xi
sin (δi − θ)

︸ ︷︷ ︸

Pe i

−Diωi (1)

for SMi , i = 1, 2. Machines are modeled, using the classical
machine model, as a stiff electromotive force behind a tran-
sient reactance [2]. Machine excitation and reactive-power at
the HVDC terminal are controlled (using, e.g., a voltage-source
converter HVDC terminal, a static var compensator, or a vari-
able shunt capacitor bank) so that all buses have the voltage
amplitude V for the time frame of interest. The machine busbar-
voltage phase angles are given by δi . The variable ωi represents
machine i’s deviation from the nominal frequency ωs = 2πfs ,
where fs is usually 50 or 60 Hz. The constant Mi represents the
frequency and pole-pair scaled inertia of each machine. Higher-
order dynamics such as impact from machine damper windings,
voltage regulators and system loads, governors etc. are lumped
into the damping constant Di . Transmission is assumed lossless
and the electrical distance between machine i and the dc bus is
represented by the reactance Xi , consisting of transient machine
reactance, transformers, and transmission lines, The difference
between the mechanical input power from the machines and the
local loads is given by ΔPi . DC busbar-voltage phase angle θ
is given by the active-power balance

PDC +
2
∑

i=1

V 2

Xi
sin (δi − θ) = 0 (2)

where PDC is active power injected at the HVDC terminal.
Linearization and further simplifications in line with those of

[5] are made next. SM2 is set as the phase reference without loss
of generality: δ2 = 0, δ = δ1 − δ2 , and δ̇ = ω1 − ω2 . Assuming
small power flows, with ΔPi ≈ 0, gives small voltage phase-
angle differences between buses. For the linear study we then
simplify sin (δi − θ) ≈ δi − θ in (1) and, similarly, from (2)
then approximately

θ =
X2

X12
δ +

X1X2

V 2X12
PDC (3)

where X12 � X1 + X2 . These simplifications result in the lin-
ear state-space model

ẋ = Axx + Bxu

y = Cxx (4)
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with state vector x =
[

δ, ω1 , ω2
]T

, input u = PDC , and y some
output yet to be defined.

For the study of POD and modal interaction, additional sim-
plifications are possible without loss of relevant dynamics. This
will be essential in order to analytically analyze the HVDC-
interconnected system. Since only the electro-mechanical oscil-
lations between the two machines are of interest, only frequency
in relation to the center of inertia (COI) frequency

ωCOI =
M1

M12
ω1 +

M2

M12
ω2 (5)

where M12 = M1 + M2 , needs to be considered. We there-
fore let the output vector be y =

[

δ, ω1 − ωCOI , ω2 − ωCOI
]

.
Additionally, we assume that the machine damping is evenly
distributed and proportional to the machine inertia

Di = D
Mi

M12
(6)

such that the machines become scaled versions of each other.
System matrices in (4) are then given by

Ax =

⎡

⎢

⎣

0 1 −1
−V 2

M 1 X 1 2

−D
M 1 2

0
V 2

M 2 X 1 2
0 −D

M 1 2

⎤

⎥

⎦, Bx =

⎡

⎢

⎣

0
X 2

M 1 X 1 2

X 1
M 2 X 1 2

⎤

⎥

⎦,

Cx =

⎡

⎢

⎣

1 0 0
0 M 2

M 1 2

−M 2
M 1 2

0 −M 1
M 1 2

M 1
M 1 2

⎤

⎥

⎦. (7)

III. MODEL REDUCTION AND ENERGY INTERPRETATION

In this section we discuss how to reduce the state dimension
of the model introduced previously, and how to make a useful
energy interpretation of the model.

Thanks to the assumption (6), the two machines are linearly
scaled versions of each other. Therefore, only machine fre-
quency deviations, scaled by M1 resp. M2 , around ωCOI are
observable in y. Hence, only the difference ω1 − ω2 (and not
the absolute states) is observable. Thus the model (7) is not a
minimal realization but can be reduced further without losing
additional control information [22].

A. Model Reduction

Let P † be the Moore-Penrose pseudoinverse of a time invari-
ant 3 × 2 transformation matrix P , and let z be the reduced
2 × 1 state vector from the linear transformation z = P †x. A
minimal realization of (4) is then

ż = Azz + Bzu

y = Czz (8)

where Az = P †AxP , Bz = P †Bx and Cz = CxP [22]. There
are infinitely many choices of P . A good choice, highlighting
the dynamics of interest is to let

P † �
[

1 0 0
0 1 −1

]

. (9)

Fig. 2. Visualization of the reduced linearized symmetric ac network Σ.

With this choice, the reduced state vector becomes z = [ δ, ω ]T

where ω = ω1 − ω2 . The matrices in (8) become

Az =
[

0 1
−V 2 M 1 2

M 1 M 2 X 1 2

−D
M 1 2

]

, Bz =
[

0
M 2 X 2 −M 1 X 1

M 1 M 2 X 1 2

]

,

Cz =
[

1 0 0
0 M 2

M 1 2

−M 1
M 1 2

]T

(10)

with undamped frequency

ω0 = 2πf0 =

√

V 2M12

M1M2X12
. (11)

This construction can be compared to the classical two-body
problem of Newtonian mechanics [24]. From (10) it is easily
seen that the interarea mode is controllable using active power
injection, as long the HVDC terminal is not located at the mass-
scaled electrical midpoint between the two machines, i.e., as
long as M1X1 �= M2X2 . This agree with the findings of [4]–
[6]. To simplify the analysis further, consider the special case
M1 = M2 = M , which we refer to as a symmetric network. The
system matrices become

Az =
[

0 1
−2V 2

M X 1 2

−D
2M

]

, Bz =
[

0
XB

M

]

, Cz =

⎡

⎣

1 0
0 0.5
0 −0.5

⎤

⎦ (12)

where XB = X 2 −X 1
X 1 2

∈ [−1, 1] is the electric position of the dc
bus w.r.t. line impedance.

B. Energy Interpretation

Interarea oscillations (or power oscillations) are electric
power being transfered between machines.

Consider the unforced, undamped symmetrical ac network
shown in Fig. 2, where the swing equation (1) gives

Mω̇0 = −2Pei = − V 2

X12/2
δ0 , i = 1, 2. (13)

Work is the conversion between mechanical kinetic energy
and electrical potential energy. Hence, power oscillations are an
electromechanical phenomenon. Multiplying both sides in (13)
by dδ/dt = ω and deriving work done to both machines as the
integral of power over time, t, we get

2
∫

Mω0
dω0

dt
dt = −2

∫

V 2

X12/2
δ0

dδ0

dt
dt (14)
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or

2V 2

X12
δ2
0 + Mω2

0 = Ep + Ek � E0 (15)

where, since we are dealing with a conservative system, the
sum of kinetic Ek = Mω2

0 and potential energy Ep = 2V 2

X 1 2
δ2
0 is

constant over time [24]. This sum is referred to as the oscillatory
energy E0 , which is the quantity we are interested in controlling
using active power injection at the dc terminal.

C. Modeling the HVDC-Interconnected System

Using (8) together with (10) or (12), the HVDC-
interconnected system in Fig. 1 can now be described by

ż �
[

ż
ż′

]

=
[

Az 0
0 A′

z

][

z
z′

]

+
[

Bz

B′
z

]

u � Azz + Bzu

(16)
where variables and parameters referring to the HVDC-
interconnected system are with boldface letters.

IV. CONTROLLABILITY ANALYSIS

As long as the controllability matrix have full rank, the system
is controllable. To assess on how hard the system is to control,
we will use the controllability Gramian of (16) defined by

W C =
∫ T

0
eAz tBzB

T
z eAT

z tdt. (17)

The system is controllable if and only if W C is nonsingular
for any T > 0 [23]. If D, D′ > 0 then Az is Hurwitz, i.e., its
eigenvalues have strictly negative real part. The controllability
Gramian W C over infinite time, T = ∞, is then given by the
unique solution to the Lyapunov equation

AzW C + W C AT
z + BzB

T
z = 0. (18)

The controllability Gramian gives us the minimal energy con-
trol, or control effort, required to transfer the system from
one state to another. The control effort required to transfer an
initially disturbed system state, z(t = 0) = z0 , to the origin,
z(t → ∞) = 0, is given by

‖u‖2
2 = zT

0W−1
C z0 (19)

where u ∈ L2 [0, ∞) [23]. The singular value decomposition
[22] of W C is

W C = V ΣV T (20)

where Σ is a diagonal matrix with singular values σ1 ≤ . . . ≤
σ4 on its diagonal, and V is an orthogonal unitary matrix
(V −1 = V T) with column vectors vi , i = 1, 2, 3, 4 being the
singular vectors. With zi � vT

i z0 it follows that the control
effort can be computed as

‖u‖2
2 = zT

0V Σ−1V Tz0 =
4
∑

i=1

z2
i

σi
. (21)

A. Assessing Controllability of an Isolated AC Network

Consider the single ac network Σ in (12) with D > 0, con-
trolled with an arbitrary active power injection at the dc bus

from a source with negligible dynamics, e.g., a large battery
storage. The controllability Gramian for Σ is

WΣ
C =

⎡

⎣

X 2
B

D
X 1 2
2V 2 0

0 X 2
B

D
1
M

⎤

⎦
δ
ω

. (22)

According to (21), the control effort required to transfer the
system from an initially disturbed state to zero is given by

‖u‖2
2 = zT

0
(

WΣ
C

)−1
z0 =

D

X2
B

2V 2

X12
δ2
0 +

D

X2
B

Mω2
0 (23)

where δ0 and ω0 are the system state variables corresponding to
the energy of the disturbance (15). Expressing (23) in the terms
of oscillatory energy (15), we get

‖u‖2
2 =

D

X2
B

(Ep + Ek ) =
D

X2
B

E0 . (24)

Here it is seen that control effort is inversely proportional to
the squared (mass-weighted) electric position, X2

B , of the dc
terminal. This agrees with the findings of [4]–[6].

Remark 1: If we let D = 0, then the finite-time Gramian (17)
gives us an intuitive interpretation of the required control effort
(19). The time, T , is a measure of the control aggressiveness.

B. Computing the Gramian W C

The controllability Gramian (18) for the HVDC-interco-
nnected system, computed using Kronecker products [25] in
MATLAB’s Symbolic Math Toolbox yields

W C ≡

⎡

⎢

⎢

⎣

a −α 0 −γ
−α a′ γ 0
0 γ b −β
−γ 0 −β b′

⎤

⎥

⎥

⎦

δ
δ′

ω
ω′

. (25)

Note that the rows and columns have been rearranged according
to the column of state variables on the right in order to clarify the
result. The elements of (25) depend on the parameters of Σ and
Σ′. The main factor determining controllability is the undamped
modal frequencies ω0 and ω′

0 in (11).
For the following analysis we choose

M ′ � M + ε (26)

and let Σ and Σ′ be identical in all other aspects. Note that
ω0 �= ω′

0 if ε �= 0. The elements of (25) are then given by

a = a′ =
X2

B

D

X12

2V 2 , b =
X2

B

D

1
M

, b′ = b
M

M + ε
,

α = a
2M + ε

2M + ε + 2cε2 , β = b
2M

2M + ε + 2cε2 ,

γ =
X2

B

D2

2ε

2M + ε + 2cε2 , c =
2V 2

D2X12
. (27)
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Fig. 3. Estimated singular values σγ and σp together with numerically
calculated σ1 . Modal frequencies f ′

0 and f0 according to (11) and (26).

Here we note that α → a = a′, β → b, b′ → b, and γ → 0, as
ε → 0, which make W C rank deficient. Moreover,

v1 v2 v3 v4

lim
ε→0

V =
1√
2

⎡

⎢

⎢

⎣

1 0 1 0
1 0 −1 0
0 1 0 1
0 1 0 −1

⎤

⎥

⎥

⎦

δ
δ′

ω
ω′

. (28)

As can be expected for the control of a multivariable sys-
tem, directionality will have to be considered [26]. From (28)
the two interesting disturbances corresponding to the least con-
trollable directions are potential energy, Ep � Ep + E ′

p , z0 ∈
span(v1); and kinetic energy, Ek � Ek + E ′

k , z0 ∈ span(v2).
Interpreted as oscillatory energy, this becomes E0 � Ep +
Ek , z0 ∈ span(v1 ,v2).

For small ε, networks will have similar modal frequencies,
and controllability is going to be greatly affected by system
interactions α, β and γ. The smallest singular values of W C

corresponding to directions vi with highest required control
effort are the most interesting ones. Approximating these gives
an analytical estimate of the controllability.

Making a Maclaurin series expansion of matrix elements (27)
with respect to ε shows that for small ε

∣

∣

∣

∣

dα(ε)
dε

∣

∣

∣

∣
<

∣

∣

∣

∣

db′(ε)
dε

∣

∣

∣

∣
<

∣

∣

∣

∣

dβ(ε)
dε

∣

∣

∣

∣
<

∣

∣

∣

∣

dγ(ε)
dε

∣

∣

∣

∣
. (29)

A simplification of W C , accurate for small ε, is then

W γ
C � W C (α = a, b′ = b, β = b). (30)

where the smallest singular value becomes

σγ � min
(

svd(W γ
C )
)

=
∣

∣

∣b −
√

(b2 + γ2)
∣

∣

∣ . (31)

Maclaurin series expansion of σγ gives the estimate

σγ (ε) =
X2

B

D

1
2D2M

ε2 + O(ε3). (32)

In Fig. 3 we let the networks Σ and Σ′ be defined with
D = 2/ωs , fs = 50 Hz, XB = 0.5, unit voltage, and unit line
impedance such that their modal frequencies are ω0 =

√

2/M

and ω′
0 =

√

2/(M + ε), respectively. As seen in Fig. 3, (31) is
only accurate for small ε. For slightly larger ε the properties of
W C is dominated by the diagonal blocks

W p
C �

[

a −α
−α a

]

and W k
C �

[

b −β
−β b′

]

(33)

Fig. 4. The normalized minimal energy control (42) calculated using Ē∞(D)
(top) with D = {0.1, 1, 2, 3, 4}/ωs and ĒT (bottom) with D = 0 and T =
ωs /{0.1, 1, 2, 3, 4}. It follows that a more aggressive control comes at the cost
of increased sensitivity to modal interaction.

in (25), where, the smallest singular value

σp � min
(

svd(W p
C )
)

= |a − α| (34)

together with (27) becomes

σp(ε) =
X2

B

D

X12

2V 2

2cε2

2M + ε + 2cε2 . (35)

For the second-order term of (35) to match that of (32), c in (35)
needs to be replaced by c/2, suggesting the estimate

σ1(ε) ≈ X2
B

D

X12

2V 2

cε2

2M + ε + cε2 . (36)

C. Modal Interaction and Energy Interpretation

From (11) and (26) it follows that

ε =
2V 2

X12ω′2
0

− M. (37)

Substituting (37) in (36), the control effort required for an initial
disturbed state, z0 ∈ span(v1) becomes

‖u‖2
2 ≈ Ep

D

X2
B

(

1 + D2 1 + f 2
0 /f ′2

0
2V 2 M
X 1 2

(1 − f 2
0 /f ′2

0 )2

)

(38)

where Ep = vT
1

2V 2

X 1 2
v1 . But as implied by (24) and (28), (38)

holds for any z0 ∈ span(v1 ,v2) and any network Σ and Σ′.
Defining

Ψ � 1 + D2 1 + f 2
0 /f ′2

0

ρ(1 − f 2
0 /f ′2

0 )2 , ρ � 2

√

V 2M

X12

V ′2M ′

X ′
12

Ψ ′ � 1 + D2 1 + f ′2
0 /f 2

0

ρ(1 − f ′2
0 /f 2

0 )2 (39)

allows us to express the worst-case required control effort due
to modal interaction between the HVDC-interconnected ac net-
works as

‖u‖2
2 ≈ E2

∞(D) � E0
D

X2
B

√
ΨΨ ′. (40)

In Fig. 4 the estimate (40) is compared with numerical re-
sults using a finite-time controllability Gramian (17) for an
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undamped system

E2
T � zT

0

(∫ T

0
eAz tBzB

T
z eAT

z tdt

)−1

z0 (41)

where z0 ∈ span(v1 ,v2) and we let T be the inverse of the
damping constant D used in (40). The measures, (40) and (41)
are normalized as

Ē∞(D) �
√

ΨΨ ′ and ĒT � E2
T

E2
T + E ′2

T

(42)

where E2
T and E ′2

T are the corresponding finite-time minimal
control effort (41) for Σ and Σ′, respectively.

In Fig. 4 it is shown how the modal interaction puts a limit
to how aggressive the control action can be. An inverse relation
between D and T is seen. This indicates that D is a reasonable
representation of control aggressiveness.

V. CONTROL SYNTHESIS

Consider the HVDC-interconnected system depicted in
Fig. 1. The input u = PDC is controlled with proportional feed-
back. Neglecting the HVDC actuation lag, the following control
law is used:

u = P 0
DC + Ky. (43)

Here we propose the feedback signal y =
[

ω1 − ω2 , ω′
1 − ω′

2
]

to target the oscillatory energy in each system. For simplicity a
proportional droop controller, K =

[

K, −K ′ ] is considered.
For load disturbances, this controller should yield a good trade-
off between output performance and input usage [26].

When controlling an isolated ac network, POD increases
linearly with feedback gain. However, for the HVDC-
interconnected system the overall performance, if measured
by the least controllable direction, deteriorates as the feedback
gain increases. Sensitivity to high feedback gain increases when
f0/f ′

0 → 1 as seen in (38)–(40). This indicates that the HVDC-
interconnected system has an optimal feedback gain K where a
trade-off between increased damping and deterioration of con-
trollability in both ac networks is met.

We now implement a simple pole placement algorithm where
K is designed to maximize the minimal system damping ratio

ζmin � min
i=1,2,3,4

{ζi = −�(λi)/|λi |} . (44)

where λi , i = 1, 2, 3, 4 are the eigenvalues of the closed-loop
system

ż = Azz − BzKHzz. (45)

This control strategy requires that a good estimate of y is avail-
able, which could be obtained using local or external measure-
ments. For the simulation study, we assume that Hz gives the
desired feedback signal scaled with the observability from lo-
cal frequency measurements at the dc terminals. The optimal
feedback gain is then obtained by solving

max
K

ζmin s.t. K,K ′ ≥ 0. (46)

TABLE I
THE CONSIDERED CASES Ξj TOGETHER WITH OPTIMAL GAIN AND DAMPING

OBTAINED FOR SIMPLIFIED AND DETAILED MODEL. THESE RESULTS ONLY

CONSIDER ACCURATE PARAMETER ESTIMATES

A. Detailed Model Specification

To illustrate the control strategy on a more detailed system, we
consider a HVDC-interconnected system where each network
is represented by a two-machine model where

� the nonlinear dynamics given by (1), (2) are considered;
� we allow asymmetric networks with XB �= X ′

B and

M1 � M, M2 � αM ; (47)

� each machine is equipped with primary frequency control,
whose active-power injection is given by the first-order
governor

Pm,i = P 0
m,i −

1
sTg + 1

Rg

ωs
ωi (48)

with time constant Tg = 2 s and droop gain Rg = 25 p.u.
for all machines and;

� HVDC is utilized to share primary frequency reserves by
adding the additional primary control to (43)

ΔPDC =
1

sTDC + 1
RDC

ωs
(ωCOI − ω′

COI) (49)

where TDC = 2 s and RDC = 50 p.u.
The controllability analysis done in Section IV and the control

strategy (46) are based on a simplified model where higher-
order dynamics such as primary frequency control, (48) and
(49), are lumped into the damping constant D. The effect of
the unmodeled dynamics is studied by synthesizing a controller
based on the simplified system (16). Performance, in terms of
POD, will then be compared between the simplified and the
detailed model.

Four cases, Ξj , j = 1, 2, 3, 4 of HVDC-interconnected ac
networks Σ and Σ′ as specified in Table I are considered.
The system parameters are given in per unit (p.u.). Common
to all cases is that we let D = D′ = 2/ωs, α = 1, and pri-
mary control at machines and dc terminals as specified by
(48) and (49). Machine inertia constant M = 2 HSr/ωs are
based on the inertia time constant H , which usually falls within
3–8 s for a power system dominated by synchronous ma-
chines [2]. Rated power of each machine is set to Sr = 4 p.u.,
fs = f ′

s = 50 Hz, and V = V ′ = 1 p.u. Network impedance is
given by (11) such that ω0 = 2πf0 for the specific case Ξj .
As an example,

[

X12 , X ′
12
] ≈ [1.3, 1.2

]

for Ξ1 . The active
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Fig. 5. Case Ξ3 : Level curves for the minimal system damping ratio ζm in [%]
as a function of both K and K ′.

Fig. 6. Cases Ξj : The highest minimal system damping ratio ζm in as a
function of K . Vertical line indicates optimal K̂ obtained from the simplified
model in Ξ3 .

power injection is consumed locally at each machine bus. Hence,
ΔPi = Pei = P 0

DC = 0, ∀i.

B. Tuning Controller From Reconstructed Model

To investigate the sensitivity to unmodeled dynamics we
assume that the only information available is the estimated
eigenvalues λ̂i = −γ̂i ± jω̂ei . In particular interest are the
eigenvalues λ̂1 and λ̂′

1 representing the poorly damped interarea
mode in network Σ and Σ′, respectively. Using this information,
a model of the reduced networks Σ and Σ′ (10) is reconstructed
by solving the characteristic equation of Az :

δ̈ +
D

M12
︸︷︷︸

2γ

δ̇ +
V 2M12

M1M2X12
︸ ︷︷ ︸

ω 2
0

δ = 0. (50)

Since the mode is poorly damped, we assume ωe ≈ ω0 .
Proposing some parameter estimates Ĥ, X̂B , and α̂ allows us
to recreate (10). Optimal POD gains K̂ are obtained using (46)
for the simplified model. In Table I it is seen that the controller
gains K̂ result in slightly lower POD when applied to the
detailed model (ζmin < ζ̂min ). Comparing K̂ with the optimal
gain obtained for the detailed system K∗, we see that a good
conservative approach to account for these unmodeled dynam-
ics would be to scale K̂ with some factor smaller than one. The
main reason for POD deterioration is the HVDC primary control
(49), which could be taken into account in the tuning process.

Fig. 5 shows the minimal system damping ratio ζmin for
Ξ3 as a function of both K and K ′ while Fig. 6 shows the
highest ζmin achieved at each given K. In Fig. 6 it is seen that

Fig. 7. Case Ξ1 : Machine speeds following a 0.4-% load increase in Network
Σ (bottom line-pair) aided by Network Σ′ (top line-pair). Gray and black lines
shows performance with and without sharing of primary reserves through the
HVDC link (49), respectively.

Fig. 8. Case Ξ2 : Scenario identical to Fig. 7.

lowering the inertia, or moving the dc bus location closer to one
of the generator as in Ξ3 and Ξ4 , respectively, makes Σ more
controllable. Feedback gain K consequently have a higher effect
on POD in Σ. However, its seen that only the frequency ratio
f0/f ′

0 will have a significant effect on optimal performance as
indicated in Section IV-C. Consequently, this means a lower K
for the more controllable cases.

As seen in Table I and Fig. 6, the model reconstruction pro-
posed in Section V-B does not give optimal performance with
the tuning method (46) due to unmodeled dynamics.

VI. SIMULATIONS STUDY OF POD

MATLAB simulations using the model considered in
Section V-A are presented next. A disturbance in the form of
a sudden 0.4 p.u. load increase at machine-bus 1 in Σ is the
considered scenario.

Machine speeds with feedback gain K̂ obtained from the sim-
plified model, using the procedure introduced in Section V-B,
are presented in Figs. 7 and 8 for Ξ1 and Ξ2 , respectively.

An immediate frequency fall can be seen at machine-bus 1 in
Σ where the load increase occurs. The load imbalance causes a
separation in machine speeds and an ensuing power oscillation
between the two machines of Σ. The proposed control scheme
(45) is implemented to increase POD, consequently spreading
the power oscillation to the assisting network. A larger differ-
ence between f0 and f ′

0 gives a lower modal interaction between
the networks according to Section IV-C. Hence, Ξ2 facilitates
a higher POD performance compared to Ξ1 . A higher feedback
gain moves f0 and f ′

0 closer to each other. As the modal fre-
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TABLE II
SENSITIVITY TO PARAMETER ESTIMATE X̂B WITH RDC = 0

Fig. 9. Oscillatory energy (top) following a 0.4 p.u. load increase in Σ for the
cases specified in Table II, with the resulting PDC (bottom). Per unit energy
is calculated using (14), where the potential energy is in relation to pre- and
post-disturbed steady state.

quencies move closer to each other, controllability and thus,
POD benefits are reduced.

To illustrate the effect of primary control (49) we also consider
a model with RDC = 0 in both cases. Comparing the cases with
primary control (gray lines), to those without (black lines) we
see that sharing of primary reserves, to reduce nadir and steady
state frequency deviation, can be implemented independent of
POD control.

A. Sensitivity to Parameter Estimates

In Section V-B it was seen that system parameters affect
controllability. To show the effect of misjudging the dc busbar
location in the tuning process, we consider Ξ2 with two different
estimates of X̂B , given in Table II. The effect on POD is clarified
by setting RDC = 0.

In Ξ2,a , an overestimated K̂ greatly increases POD perfor-
mance in Σ at the cost of overall system performance, measured
by ζmin . This is shown in Fig. 9 using the same disturbance sce-
nario as in Section VI. Instead of showing the machines speeds
however, Fig. 9 shows the oscillatory energy (14) following the
disturbance. The oscillatory energy E0 in the disturbed network
is greatly reduced due to a high initial PDC . This however, in-
troduce a large oscillatory energy E′

0 in the assisting network
where the POD is lower, reducing overall system performance.

Underestimating K̂ in Ξ2,b gives the opposite result, as shown
in Table II and Fig. 9. Case Ξ2,0 gives an additional comparison
where POD control is not utilized. From Ξ2,0 we see that even
though badly tuned K gives poor POD, we can always expect
an improvement from the case without POD control.

B. Simulation Study on Two Nordic 32-Bus Models

To improve the confidence in the analytical results, simu-
lations on more detailed power system models are made in

Fig. 10. Simulation model implemented in Simulink consisting of two HVDC-
interconnected Nordic-32 networks [27].

Simulink. The considered system is two HVDC-interconnected
Nordic 32-bus Cigré test systems (N32) [27] seen in Fig. 10.
The N32 model is a system with large power transfers from the
hydro dominated north and external areas (lumped into north
area) to loads in the central and southwestern areas (lumped
into the south area) where a large amount of thermal power is
installed. For the study, the two networks (A and B) are inter-
connected using two different HVDC configurations, as seen in
Fig. 10.

The implemented N32 model shows a 0.50 Hz inter-
area mode between the north and south areas. For illus-
trative purposes, the damping of this mode is reduced to
roughly 1% by modifying the PSS at machines 4072 and
1042. The HVDC active power is modulated using (45)
with the relative frequency difference y =

∑

i∈south Mi ωi
∑

i∈south Mi
−

∑

i∈north Mi ωi
∑

i∈north Mi
as feedback signal from each network. The sig-

nal is obtained by communicating the machine measure-
ments to the dc controller. A proportional controller is imple-
mented using the tuning procedure introduced in Section V.
The second-order system representation (8), used in the tuning
process, is obtained using Simulink’s Linear Analysis Tool.

Four cases with different system topologies are considered. In
case 1 and 2 the dc link is located at bus 4045 in both ac networks.
In case 3 and 4 the dc terminal is moved to bus 4072 in network
A. To illustrate limitations imposed by modal interaction, the
inertia time constants are scaled to modify modal frequencies
(11) of network B. The cases are summarized in Table III.

The result shown in Table IV confirms the analytic result that
modal interaction limits the potential POD benefits from active
power modulation. The control, tuned to each specific case,
exploits the modal frequencies. With higher gains they move
closer to each other and the system lose controllability of the
interarea modes. Moving the dc terminal to the more controllable
position at bus 4072 in case 3 and 4 reduces the required dc
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TABLE III
MODAL FREQUENCIES AND DC BUSES OF THE FOUR CONSIDERED

CASES OF HVDC-INTERCONNECTED N32 NETWORKS

TABLE IV
RESULTING POD OF THE HVDC-INTERCONNECTED N32 NETWORKS.

CONTROLLER Ki IS TUNED TO THE CORRESPONDING CASE i

Fig. 11. Scenario 1: Machine speeds at buses 4072 and 1012 in the northern
areas and 4051 and 4063 in the southern areas following a 500 MW load
disturbance at bus 4072 in network A.

power actuation but have negligible effect on resulting POD
performance. To verify the results, simulations of the nonlinear
system where made.

Scenario 1) Load Disturbance, Case 1, Controller K1: A
500 MW load disturbance occur at the time interval t = [1, 2] s at
bus 4072 in network A. As shown in Fig. 11 the load disturbance
reduces the initial machine speed at bus 4072 ensuing in a north–
south interarea oscillation.

Scenario 2) Line Trip, Case 2, Controller K2: The transmis-
sion line between buses 4011 and 4021 is tripped at time t = 1 s.
Since there is a large power transfer from the north to the south,
the initial loss of transfer capacity causes machines in the north
area to accelerate while the southern machines decelerate. As
seen in Fig. 12 a local mode within the north area is also excited
by the disturbance. However, the local mode is well damped
and after a while the response is dominated by the north–south
interarea mode.

Resulting HVDC active power for the two scenarios is shown
in Fig. 13. HVDC active power modulation is shown to be effec-
tive in both scenarios. In agreement with previous analysis it is
also seen that case 2, with higher modal ratio, allows for a higher
feedback gain and a higher POD improvement than case 1.

Fig. 12. Scenario 2: Machine speeds at buses 4072 and 1012 in the northern
areas and 4051 and 4063 in the southern areas following a line trip in the
northern area of network A.

Fig. 13. HVDC active power following the disturbance of the two scenarios
in Figs. 11 and 12.

VII. CONCLUSIONS

It was shown that, for a controllable HVDC-interconnected
system, local frequency feedback may improve POD regardless
of gain, verifying the findings of [5]. If the dynamics of the
power source can be neglected then performance is essentially
only limited by the available power. The focus of this work have
been to increase the understanding on the fundamental factors
limiting achievable performance when dynamical interactions
can not be neglected.

In Sections IV-C and VI-B it was shown that the ratio be-
tween modal frequencies gives a fundamental limit to achiev-
able performance. By lowering the feedback gain, differences in
open-loop modal frequencies between the interconnected sys-
tems can be used to increase system performance in terms of
POD. If the implemented control is to aggressive, the interarea
oscillations of the two systems will essentially be synchronized.
High feedback would allow the networks to share inertial re-
sponse following disturbances which might be beneficial with
regards to transient stability. However, if POD is desired, then
feedback gains are limited by the modal interaction. This is be-
cause the disturbance propagate and excite the interarea mode in
the neighboring system. This could be mitigated if energy stor-
age, e.g., from dc capacitors are available. Cooperative control
of multiple HVDC links or a multi-terminal HVDC (MTDC)
can be another way of circumventing the observed limitations.

In this study we considered POD of one dominant interarea
mode in each ac network. Future work will extending these re-
sults to a network with multiple ac modes. Possible interaction
with dc dynamics will also be considered. In addition, coop-
erative control of multiple links and MTDC networks will be
addressed. In particular, communication and robustness to in-
verter pole outages will be of interest since this may limit the
potential benefits. If communication and reliable operation can
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not be guaranteed, then the modal interaction is likely going to
be a limiting factor for such a system as well.
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