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Abstract—We consider the problem of estimating the size of dynamic anonymous networks, motivated by network maintenance. The proposed algorithm is based on max-consensus information exchange protocols, and extends a previous algorithm for static anonymous networks. A regularization term is accounting for a-priori assumptions on the smoothness of the estimate, and we specifically consider quadratic regularization terms because they lead to closed-form solutions and intuitive design laws. We derive an explicit estimation scheme for a particular peer-to-peer service network, starting from its statistical model. To validate the accuracy of the algorithm, we perform numerical experiments and show how the algorithm can be implemented using finite precision arithmetics as well as small communication burdens.
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I. INTRODUCTION

The importance of distributed computation is reflected by the variety of applications where agents interact and cooperate to reach a common goal. Examples of these systems include environmental monitoring [1], management of the electrical grid [2] and the public transportation system [3].

In most cases the collaborating agents need to preserve the properties and working conditions of the network, and also perform opportune restorative actions. To this regard, size estimation of the network is a key function, and it is indispensable for topological change detection or automatic network reconfiguration. An indication of the importance of the network size estimation problem is the abundance of literature on the topic, briefly reviewed in the following.

A common approach to network size estimation is to use random walks [4], [5], [6], relying on a token being passed around the network to collect information each time it visits an agent. Another strategy is to use randomly generated numbers [7], and then exploit classical results on order statistics to infer the number of participants [8], [9], [10], [11], [12], [13]. These probabilistic techniques have been analyzed from a statistical point of view, [14], [15], and are extensions of the methodologies proposed in [16], [17], for estimating sums over networks. Other procedures use the capture-recapture concept [18], [19], where the idea is to randomly disseminate a number of seeds through the network, then check how many seeds are in a given subset, and from this infer the size of the network. We also notice that some works, e.g., [20], [21], exploit probabilistic counting algorithms [22], [23] usually implemented in non-distributed contexts to analyze data fluxes over given channels. Some other techniques take advantage of their ad-hoc framework and are thus not implementable in general settings [24], [25], [26], [27].

We notice that the previous works mainly deal with static networks, or where the dynamics of the network are sufficiently slow and do not affect the estimation process. There are extensions of the previous procedures to dynamical cases: for example, [28] uses order statistics, [29] considers random walks, [30] exploits opportune derivations of probabilistic counting algorithms and [31], [32], [33] all deal with various dynamic scenarios.

Here we consider a scenario of dynamic anonymous networks, where the network size is not constant in time and the uniqueness of the node IDs is not guaranteed [34]. The anonymity is motivated for maintaining users’ privacy (e.g., where users may not want to disclose information about their identity) and also beneficial when the estimation strategy must be simple and with limited resources requirements (e.g., where generating/storing/exchanging IDs may be infeasible due to computational/memory/communication constraints). Here we assume that the nodes have very limited knowledge of the network topology, and narrowly bounded computational, memory and bandwidth resources. Our aim is then to obtain purely distributed strategies, where all nodes execute the same operations and where no leader nor overlay structure is present.

With respect to the previously analyzed literature, we derive a distributed estimator that extends order statistics based techniques by means of regularization theory [35], [36], that to the best of our knowledge has not been proposed before. More precisely, we introduce a regularization term that allows the designer to opportunistically take into account not only the empirical evidence of the data, but also a-priori believes on the typical behavior of the quantity to be estimated. In this paper we then provide a full analysis of the quadratic regularization function, and offer detailed descriptions on the effects of the choice of its design parameters.

The paper is structured as follows: Sec. II introduces some preliminaries. In Sec. III we propose a generic regularization based network size estimator for dynamic networks, and consider especially quadratic regularization terms. In Sec. IV we derive an explicit estimator from a Bayesian network model, which effectiveness is tested in Sec. V by means of numerical experiments. We then draw some conclusions and future research directions in Sec. VI. For ease of readability,
proofs are collected in Appendix.

II. PRELIMINARIES

We consider a network model of interconnected agents (nodes), where agents can join or leave at any time. The goal is to estimate the network size, i.e., count the number of agents as the network is evolving. Each agent has a limited memory and processing power, and can only communicate with its direct neighbors. Further, the agents are assumed to be anonymous so that no global unique identifiers can be used for estimation purposes.

A. Max-consensus

Max-consensus algorithms are procedures that allow a set of agents $i = 1, \ldots, N$, each owning a local scalar value $f_i$, to distributively compute the maximum of the set $\{f_1, \ldots, f_N\}$ with either gossip or broadcast communications. In the latter case, agents sequentially broadcast their local values, and whoever receives this information updates its local $f_i$ using the rule “if $f_{\text{received}} > f_i$ then $f_i = f_{\text{received}}$.” Under mild assumptions on the communication process, the max-consensus protocols are proven to converge to the true maximum in a finite amount of time, see, e.g., [37]. It is immediate to extend scalar max-consensus algorithms to component-wise max-consensus procedures on vectorial quantities.

B. Notation

In the following, plain italics indicate scalars, while bold italics indicate vectors. $N(t)$ represents the number of agents in the network at time $t \in \mathbb{N}$, $\hat{N}(t)$ corresponds to an estimate of this quantity and $\overline{N}(t)$ represents a a generic hypothesis on the value of $N(t)$. We extensively use the following vectorized versions of the previous quantities:

\[
\begin{align*}
N(t) & := [N(t), \ldots, N(t-\tau)]^T \quad (1) \\
\overline{N}(t) & := [\overline{N}(t), \ldots, \overline{N}(t-\tau)]^T \quad (2) \\
\hat{N}(t) & := [\hat{N}(t), \ldots, \hat{N}(t-\tau)]^T \quad (3) \\
\overline{N}^\eta(t) & := [\overline{N}(t-\tau-1), \ldots, \overline{N}(t-\eta)]^T \quad (4)
\end{align*}
\]

where again $N(t)$ refers to actual values, $\overline{N}(t)$ to a a generic hypothesis on the value of $N(t)$, $\hat{N}(t)$ and $\overline{N}^\eta(t)$ to estimates. Notice that $\tau, \eta \in \mathbb{N}$ are fixed design parameters. The uniform distribution over the interval $[0, 1]$ is denoted by $\mathcal{U}[0, 1]$.

III. NETWORK SIZE ESTIMATION ALGORITHM

We consider the simplified framework where the effects of clocks synchronization, packets loss and quantization issues can be neglected.

The network size estimation scheme in Alg. 1 can be summarized as follows: agents periodically generate some random values, share them with their neighbors, and eventually compute estimates of $N(t)$ through a penalized Maximum Likelihood (ML) approach.

**Remark 1** The time index $t$ does not denote physical quantities (e.g., seconds), but rather epochs, defined as the time

**Algorithm 1 Dynamic Network Size Estimation Algorithm**

1. for $t=1, 2, \ldots$
2.  (Generation) Each agent $i = 1, \ldots, N(t)$ generates $M$ i.i.d. random values $y_{i,m}(t) \sim \mathcal{U}[0, 1]$, $m = 1, \ldots, M$;
3.  (Communication) Agents compute, through max consensus strategies, the $M$-dimensional max vector $f(t) := [f_1(t), \ldots, f_M(t)]^T$, where $f_m(t) = \max_i y_{i,m}(t)$;
4.  (Computation) Each agent estimates the total number of agents in the network as

\[
\hat{N}(t) = \arg \min_{\overline{N} \in \mathbb{R}^{+1}} J \left( \overline{N} ; f(t), \ldots, f(t-\tau), \overline{N}^\eta(t) \right)
\]

(5)

necessary to complete each iteration in Alg. 1. We thus implicitly assume that agents always reach consensus on the locally generated quantities.

We define the penalized likelihood function $J$ in (5) as follows:

\[
J \left( \overline{N} ; f(t), \ldots, f(t-\tau), \overline{N}^\eta(t) \right) := -\log p \left( f(t), \ldots, f(t-\tau) ; \overline{N} \right) + \gamma R \left( \overline{N}, \overline{N}^\eta(t) \right).
\]

(6)

This allows us to estimate the network size $N(t)$ penalizing the hypotheses $\overline{N}$ that deviate from expected behaviors by means of the regularization term $R : \mathbb{R}^{+1} \times \mathbb{R}^{\eta-\tau} \rightarrow \mathbb{R}^+$. Thus, given a hypothesis $\overline{N}$, (5) evaluates both its plausibility and its empirical evidence [38, Chap. 4]. $\gamma$ in (6) is called the regularization parameter, and captures the trade-off between the empirical evidence of $\overline{N}$ and its plausibility.

We notice that the hypothesis $\overline{N}$ correspond to a time-window of fixed length $\tau+1$, while the regularization term $R$ also explicitly depends on the memory of the past estimates $\overline{N}^\eta(t)$ up to time $t-\eta$ ($\eta \geq \tau$), defined in (4). The past estimates $\overline{N}^\eta(t)$ are not changed by the estimator, and are used as extra parameters. A pictorial description of how these time windows shift in time is given in Fig. 1.

![Fig. 1. Example of the time behavior of the estimation scheme (6). The white rectangle indicates the $\overline{N}^\eta(t)$, playing the role of parameters, while the gray rectangle indicates the time-window where the optimization problem (5) acts to obtain novel estimates. As time increases these windows are shifted.](image-url)
Remark 2 If $\mathcal{R} = 0$, then Alg. 1 reduces to sequentially computing the estimates as
\[
\hat{N}(t) := \arg \min_{N \in \mathbb{R}} \left( -\log p(f(t); N) \right)
= -\left( \frac{1}{M} \sum_{i=1}^{M} \log f_i \right)^{-1}.
\] (7)

In this case, the various $\hat{N}(t)$’s are estimated independently.

(7) corresponds to the ML approach used in static anonymous network frameworks [39]. In this case, the statistical properties of $\hat{N}$ can be summarized as, when $M > 2$ then
\[
\mathbb{E} \left[ \frac{\hat{N}(t)}{N(t)} ; M \right] = \frac{M}{M - 1},
\]
\[
\mathbb{E} \left[ \frac{(N(t) - \hat{N}(t))^2}{N(t)} ; M \right] = \frac{M^2 + M - 2}{(M - 1)^2(M - 2)}. \] (9)

A. Parameter design constraints

Intuitively the estimation accuracy is non-decreasing in $M, \tau$ and $\eta$. However, $M$ is bounded by transmission constraints (in the max-consensus step), $\tau$ is bounded by computational constraints (in the optimization step (5)), while $\eta$ is bounded by memory constraints.

The following states that $f(t), f(t - 1), \ldots$ can be compressed to scalar values without loss of information:

Proposition 3 Let $s(\tau) := -\sum_{m=1}^{M} \log f_m(\tau)$. Then $s(\tau)$ is a complete and minimal sufficient statistic for $N(\tau)$.

By introducing $s(t) := [s(t), \ldots, s(t - \tau)]^T$, the penalized likelihood (6) can be rewritten as
\[
J(\overline{N} ; s(t), \hat{N}_2^2(t)) = -\log p(s(t) ; \overline{N}) + \gamma R(\overline{N}, \hat{N}_2^2(t))
\]
with a memory saving of $M \cdot \tau$ scalars (notice that to compute the current $s(t)$, agents need to run the max consensus on all the various $f_m(t), m = 1, \ldots, M$).

B. Quadratic regularization

Adding a regularization term $\mathcal{R}$ in empirical risk minimization problems, as we did in (6), generally improves their conditioning properties [38, Chap. 4]. The presence of these terms can also be motivated by Bayesian perspectives, where the penalty $\mathcal{R}$ reflects a-priori beliefs on typical behaviors.

Here we explicitly consider quadratic regularization terms
\[
\mathcal{R} \left( \overline{N}, \hat{N}_2^2 \right) = \begin{bmatrix} \overline{N} - \mu_1 \\ \hat{N}_2^2 - \mu_2 \end{bmatrix}^T \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} \begin{bmatrix} \overline{N} - \mu_1 \\ \hat{N}_2^2 - \mu_2 \end{bmatrix}
\]
where $\mu$ is a nominal behavior of $\overline{N}$, and $Q^{-1}$ is a symmetric positive definite matrix. With this choice the following result holds:

Proposition 4 Given a quadratic regularization term (10), the optimal estimator $\overline{N}(t)$ in (5) satisfies the quadratic equation system
\[
\operatorname{diag} (\hat{N}(t)) \cdot \begin{bmatrix} s(t) + 2\gamma Q_{11}(\hat{N}(t) - \mu_1) + 2\gamma Q_{12}(\hat{N}_2^2(t) - \mu_2) \\ -M1 \end{bmatrix} = 0.
\] (11)

Quadratic regularization terms, as in (10), especially capture the design strategies where $\mathcal{R}$ penalizes just the differences between the various $N(t), \ldots, N(t - \eta)$. In fact, by defining $\Omega_{ij} := (e_i - e_j)(e_i - e_j)^T$, where $\{e_i\}$ is the standard basis of $\mathbb{R}^n$, and $x = [x_1, \ldots, x_n]^T$, and letting $Q^{-1} = \sum_{i,j} q_{ij} \Omega_{ij}$ with $q_{ij} > 0$ then $\|x - \mu\|_Q^2 = \sum_{i,j} q_{ij}(x_i - x_j)^2$. In this case, choices for $\eta$ different from $\eta = \tau$ or $\eta = \tau + 1$ are meaningless, since larger values would just add a constant value to the regularization term.

IV. PROPERTIES UNDER A MARKOVIAN MODEL

We now derive the quadratic regularization term as an approximation of the probabilistic model for a simple but practical network of agents.

Consider an anonymous peer-to-peer file sharing network, where a certain file is only located at a subset of the peers, and the goal is to estimate how many peers have the file. At any time, a user can either decide to download or to delete the file. The peers that have the file (and only those) generates new random values, the max-consensus procedure is then run in the background to estimate how many peers have the file. We assume that:

- there exists a bound on the maximal number of peers, say $N_{max}$;
- downloading and deleting files happen independently among the peers;
- the stochastic process that agent $a$ downloads or deletes the file is a Markov process with (known) probabilities:
\[
\begin{align*}
\ P & := \mathbb{P} [x_a(t) = 1 | x_a(t - 1) = 0] \\
\ q & := \mathbb{P} [x_a(t) = 0 | x_a(t - 1) = 1]
\end{align*}
\] (12)
where $x_a(t) = 1$ (0) corresponds to agent $a$ (not) having the file at time $t$.

Given these assumptions, we derive the one-step estimator $(\tau = 0)$ with two-steps of regularization memory $(\eta = 1)$.

A. Derivation of the regularization term

Let us first consider the Bayesian interpretation of the quadratic regularization term as log-Gaussian priors on $[N(t), N(t - 1)]$, and given the independence assumptions stated before, we need to compute the nominal behavior $\mu := \mathbb{E} [N(t)]$ and variance
\[
Q := \mathbb{E} \left[ \begin{bmatrix} N(t) - \mu \\ N(t - 1) - \mu \end{bmatrix} \begin{bmatrix} N(t) - \mu \\ N(t - 1) - \mu \end{bmatrix}^T \right].
\] (13)

As stated in the following Sec. IV-C, this assumption is not strictly required and can easily be removed.
Lemma 5  Let $\alpha := \frac{p}{q}$ be the radio between the probabilities. Then,

\[ \mu := \mathbb{E}[N(t)] = \frac{\alpha}{1+\alpha}N_{\text{max}} \]

(14)

\[ \text{var}(N(t)) = \frac{\alpha}{(1+\alpha)^2}N_{\text{max}} \]

(15)

\[ \text{cov}(N(t), N(t-1)) = (1-p-q)\frac{\alpha}{(1+\alpha)^2}N_{\text{max}} \]

(16)

Thus,

\[ Q = N_{\text{max}} \frac{\alpha}{(1+\alpha)^2} \begin{bmatrix} 1 & 1-p-q & 1-p-q \\ 1-p-q & 1 & 1 \end{bmatrix}. \]

(17)

B. Derivation of the estimator

Consider $\tau = 0$ and $\eta = 1$, so that $\hat{N}(t) = \tilde{N}(t)$, $\tilde{N}^2(t) = \tilde{N}(t-1)$,

\[ \mu_1 = \mu_2 = \mu = \frac{\alpha}{1+\alpha}N_{\text{max}}, \]

\[ Q_{11} = Q_{22} = \frac{1}{\mu q (2-q(1+\alpha))}, \]

\[ Q_{12} = Q_{21} = \frac{q(1+\alpha)-1}{\mu q (2-q(1+\alpha))}. \]

In this case, the condition on the optimal estimator (11) simplifies into the quadratic form

\[ a\tilde{N}^2(t) + \left(b\tilde{N}(t-1) + c\right)\tilde{N}(t) - M = 0 \]

(19)

where

\[ a := 2\gamma Q_{11}, \]

\[ b := 2\gamma Q_{12}, \]

\[ c := s(t) - 2\gamma (Q_{11} + Q_{12})\mu. \]

The unique admissible solution for $\tilde{N}(t)$ is given by

\[ \tilde{N}(t) = \frac{\left(b\tilde{N}(t-1) + c\right)^2 - M}{a} - \frac{b\tilde{N}(t-1) + c}{2a}. \]

(20)

Remarkably, our penalized ML approach leads to a recursive estimator that is nonlinear but still easy to be implemented in devices with small computational capabilities. The fact that the obtained smoother is nonlinear accords to that even when we derived the regularization term using Gaussian assumptions on $[N(t), N(t-1)]$, the likelihood term in $J$ is non-Gaussian. If the likelihood were Gaussian, the estimator would have been a linear smoother, leading to a Kalman filtering strategy.

Notice that the derivation of $Q$ using Gaussian assumptions is formally incorrect, since it undertakes the probability that $N(t), N(t-1)$ can admit negative values. A formally correct probabilistic interpretation would require $R$ to be derived from the actual prior distribution, but this would lead to a non-quadratic $R$, and thus to non-closed-form solutions of (5). Despite this error, the effects of this approximation vanish as $N_{\text{max}}$ increase since $N(t) = \sum_{x_a(t)} x_a(t)$ is approximatively Gaussian because of central limit effects.

C. The role of the regularization parameter $\gamma$

In (6), $-\log p(s(t); \mathbf{N})$ takes into account the experimental evidence, while $R$ reflects the a-priori information about the regularity of the solution. The regularization parameter $\gamma$ then captures the trade-off between these two components and represents how much one trusts the regularity assumptions. Notice that the $\gamma$ maximizing the predictive capabilities of the filter strongly depends on $M$, i.e., on the amount of available information.

If $N_{\text{max}}$ is not known a-priori, or if its knowledge is vague, $\gamma$ can also be tuned online, e.g., with simple cross-validation methods [40, Chap. 7.10]. In this case tuning $\gamma$, assuming the knowledge of the probabilities $q$ and $p$, corresponds to estimate $N_{\text{max}}$ given $q$, $p$ and $M$.

V. NUMERICAL EXPERIMENTS

We start by noticing the beneficial effects of our regularization approach (20) in Fig. 2, where we compare the outcomes with point-wise estimation ($\gamma = 0$). The network is chosen as in Sec. IV, with $N_{\text{max}} = 1000$, $p = q = 0.01$, and the estimation parameters are $M = 200$ and $\gamma = 0.001$.

In Fig. 3 we show the effects of the parameters $p, q, \gamma, N_{\text{max}}$ and $M$ by considering 4 different scenarios: $p = q = 0.1$ or 0.01; $N_{\text{max}} = 1000$ or 2000. For each of these scenarios we independently generate 1000 trajectories $N_j(t), t = 1, \ldots, 100, j = 1, \ldots, 1000$ from the network model in Sec. IV. For each trajectory $N_j(t)$ we compute the estimate (20) using different $M$’s in [10, 200] and different $\gamma$’s in $[10^{-6}, 10^{-2}]$. Each of the 4 subplots then shows the dependency on $M$ and $\gamma$ of the following average Root-Mean-Square Error (RMSE)

\[ \text{RMSE}(M, \gamma) := \sqrt{\frac{1}{10^5} \sum_{j=1}^{100} \sum_{t=1}^{1000} \left( N_j(t) - \hat{N}_j(t; M, \gamma) \right)^2}, \]

(21)

used as an estimation performance index.
The problem of designing the optimal alphabet is not developed here because of space constraints.

We finally analyze numerically how finite representations using \( b \)-bits of the random samples \( y_{i,m}(t) \) in Alg. 1 can affect the estimation performances, i.e.,

\[
y_{i,m}(t) \in \{0, \alpha, 2\alpha, \ldots, 1\} \quad \text{with} \quad \alpha = \frac{1}{2^b - 1}.
\]

Considering again the network model in Sec. IV, with \( N_{\text{max}} = 1000, p = q = 0.01, M = 200 \) and \( \gamma = 0.001 \) as in Fig. 2, we independently generate 1000 trajectories \( N_j(t), \ t = 1, \ldots, 100, \ j = 1, \ldots, 1000 \). In the communication step we use \( b \)-bits precision, but in the local computation of the estimate (20), we use 64-bits precision. The average RMSE performance index shows (Fig. 4) that for small networks it is sufficient to represent the samples \( y_{i,m}(t) \) with 12 bits.

\[
\text{Fig. 4. Dependency of the RMSE (21) on the number of bits used to represent the samples } y_{i,m}(t) \text{, assuming (20) and (21) to be computed using 64-bits precisions. } N_{\text{max}} = 1000, \ p = q = 0.01, \ M = 200 \text{ and } \gamma = 0.001.
\]

**Remark 6** Experiments in Figures 2 and 3 have been computed with the discretization scheme in Fig. 4 using 12 bits. Ignoring communication protocol overheads, with this choice \( M = 200 \) leads to data packets of 300 bytes.

**VI. Conclusions**

We proposed to estimate the size of anonymous dynamic networks using stochastic inference with a max-consensus protocol and a regularization-based estimator. Regularization approaches naturally penalize hypotheses conflicting with a-priori assumptions on the network’s behavior, encoded in the regularization term. We explicitly considered and characterized the class of quadratic regularization terms, and also applied the strategy to a particular peer-to-peer network model, showing how the performance of the estimation strategy is influenced by the design parameters. Interestingly, the derived estimator corresponds to a nonlinear smoother.

Indeed, the algorithm has been derived exploiting some simplifying assumptions: convergence of the max-consensus protocols, reliable communications, infinite numerical precision and a time synchronized network. We nonetheless remark that if the algorithm does not convergence to consensus, then this naturally leads to an estimation of the subset of the network with whom one had the possibility of exchanging information with, and this represents an interesting extension of the current estimator. We have also shown with numerical experiments that quantization effects seem to play a minor role.

\[\text{The problem of designing the optimal alphabet is not developed here because of space constraints.}\]
role, and that for networks of hundreds of agents, numbers can be represented with just a few bits even though a more precise analysis should be devised. The synchronization assumption is instead crucial for the current algorithm, and corrupted communication schedules can lead to severe estimation biases intuitively corresponding to delays in the arrival of information. Future investigation directions are thus to evaluate the fragility of the scheme, and endow the algorithm with consensus-based clock-synchronization strategies.
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VII. APPENDIX

Proof (Prop. 3) Due to the independence of the various $g_{i,m}(\tau)$, it follows that $p\left(f(t), \ldots, f(1) ; \mathcal{N}\right) = \prod_{i=1}^{M} p\left(f(\tau) ; \mathcal{N}\right)$. To prove the proposition it is then sufficient to show that $s(\tau)$ is a complete and minimal sufficient statistic for $N(\tau)$.

Since

$$p\left(f(\tau) ; \mathcal{N}\right) = \mathcal{N}^M e^{-(M-1)s(\tau)},$$

$s(\tau)$ is a sufficient statistic for $N(\tau)$ because of the Fisher-Neyman factorization theorem. It is also clearly minimal because it is a scalar.

To show the completeness of $s(\tau)$, we must show that if $g(s(\tau))$ is a generic measurable function s.t. $\mathbb{E}[g(s(\tau)) \mid N] = 0$ independently of $N$, then it must be $g(\cdot) \equiv 0$ (a.e.). Consider now that $-\log f_i(\tau)$ is an exponential random variable with rate $N$. Thus $s(\tau)$ is the sum of i.i.d. exponential random variables, i.e., $s(\tau) \sim \text{Gamma}\left(\frac{1}{\alpha}\right)$. $\mathbb{E}[g(s(\tau)) \mid N] = 0$ can then be rewritten as

$$\Gamma(M)^{-1} N^M \int_{0}^{+\infty} g(s) s^{M-1} \exp (-s N) ds = 0.$$  

This is equivalent to the fact that the Laplace transform of $g(s)s^{M-1}$ has to be zero a.e., and this happens if and only if $g(s)$ is zero a.e.

Proof (Prop. 4) Since, for all $t$, 

$$p\left(f_1(t), \ldots, f_M(t) ; \mathcal{N}(t)\right) = \prod_{m=1}^{M} \mathcal{N}(t) \cdot f_m(t)^{\mathcal{N}(t)-1}$$

and since $s(t), \ldots, s(t - \tau)$ are independent, it follows that

$$-\log p\left(s(t), \ldots, s(t - \tau) ; \mathcal{N}\right) =$$

$$= \sum_{i=t-\tau}^{t} \left((\mathcal{N}(i)-1) s(i) - M \log \mathcal{N}(i)\right).$$

We can thus rewrite the estimator (5) as

$$\arg\min_{\mathcal{N}} \sum_{i=t-\tau}^{t} \left((\mathcal{N}(i)-1) s(i) - M \log \mathcal{N}(i)\right) +$$

$$+ \gamma \left(\mathcal{N} - \mu_1\right)^T Q_{11} \left(\mathcal{N} - \mu_1\right) + 2\gamma \left(\mathcal{N} - \mu_1\right)^T Q_{12} \left(\tilde{\mathcal{N}}_2 - \mu_2\right) +$$

$$+ \gamma \left(\tilde{\mathcal{N}}_2 - \mu_2\right)^T Q_{22} \left(\tilde{\mathcal{N}}_2 - \mu_2\right).$$

Setting the gradient w.r.t. $\mathcal{N}$ equal to zero yields, for each $i = t - \tau, \ldots, t$,

$$s(i) - \frac{M}{\mathcal{N}(i)} + 2\gamma \left(Q_{11}^{(i)} \left(\mathcal{N} - \mu_1\right) + Q_{12}^{(i)} \left(\tilde{\mathcal{N}}_2 - \mu_2\right)\right) = 0,$$

where $Q_{11}^{(i)}$ is the $i$-th row of $Q_{11}$ (same for $Q_{12}^{(i)}$). Multiplying by $\mathcal{N}(i)$ and vectorizing the previous equation leads to (11).

Proof (Lem. 5) Notice that $N(t) = \sum_{a=1}^{N_{\max}} x_a(t)$, where the processes $x_a$ are i.i.d. Let us first compute the expected value, variance and covariance of $x_a$ for a single agent.

The Markov process in (12) is described by the transition matrix $P$ given by

$$P = \begin{bmatrix} 1 - p & p \\ q & 1 - q \end{bmatrix}.$$  

The equilibrium distribution, $\pi = \pi P$, for the Markov process is $\pi = \frac{1}{1+\alpha} [1 \ \alpha]$, thus the expected value is

$$E[x_a(t)] = \frac{\alpha}{1+\alpha}.$$  

Furthermore, the variance is

$$\text{var} \ (x_a(t)) = E[x_a(t)^2] - E[x_a(t)]^2 =$$

$$= \frac{\alpha}{1+\alpha} - \left(\frac{\alpha}{1+\alpha}\right)^2 = \frac{\alpha}{(1+\alpha)^2}.$$  

Finally, for a single agent we have the covariance

$$\text{cov} \ (x_a(t), x_a(t-1)) =$$

$$= E[x_a(t)x_a(t-1)] - E[x_a(t)]E[x_a(t-1)] =$$

$$= \frac{\alpha}{1+\alpha}(1-q) - \left(\frac{\alpha}{1+\alpha}\right)^2 = (1-p-q)\frac{\alpha}{(1+\alpha)^2}.$$  

For the entire system $N(t) = \sum_{a=1}^{N_{\max}} x_a(t)$ we utilize the fact that the different agents are i.i.d., and the linearity of the expected value, variance and covariance to simply multiply the results for a single agent by $N_{\max}$.

$\diamond$