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Abstract—Wide deployment of wireless sensor and actuator networks in cyber-physical systems requires systematic design tools to enable dynamic tradeoff of network resources and control performance. In this paper, we consider three recently proposed aperiodic control algorithms which have the potential to address this problem. By showing how these controllers can be implemented over the IEEE 802.15.4 standard, a practical wireless control system architecture with guaranteed closed-loop performance is detailed. Event-based predictive and hybrid sensor and actuator communication schemes are compared with respect to their capabilities and implementation complexity. A two double-tank laboratory experimental setup, mimicking some typical industrial process control loops, is used to demonstrate the applicability of the proposed approach. Experimental results show how the sensor communication adapts to the changing demands of the control loops and the network resources, allowing for lower energy consumption and efficient bandwidth utilization.
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I. INTRODUCTION

W E ARE witnessing an increasing interest in the implementation of control systems over wireless communication channels [1], [2]. The potential benefits of wireless industrial processes are numerous, for instance, the reduction of wiring costs, the ease of deployment, and the increased versatility for sensor placement. By introducing digital communication channels at the core of complex control systems, one obtains a cyber-physical system, in which a digital computing system interacts with a physical plant. Analyzing and designing such cyber-physical systems poses numerous challenging problems that the scientific community has only recently started to address [3]–[9].

A major technological concern in wireless networked systems is the power consumption of sensors equipped with small batteries. Transmitting measurements too often, as is normally the case in today’s digital control systems, can drain the energy reserves of a battery-driven sensor in a few hours. New control theoretical advancements on this front have started to appear in the literature, inspired by the seminal work on event-based control by [10], [11]. Several techniques have been proposed providing suitable closed-loop performance guarantees [12]–[16], dealing with decentralized systems [17], [18], network effects [19]–[21], and being experimentally validated [22]–[25]. In particular, the work of [12] and its follow-ups aims at reducing communication by proposing an aperiodic control scheme. While in a traditional sampled-data paradigm [26] new measurements and controller updates are performed periodically, regardless of the state of the plant, this new aperiodic paradigm is based on events triggered only when stability or a prespecified control performance are about to be lost. Moreover, there is a strong effort to provide adequate communication protocols for wireless control. The standardization of low-data-rate and low-power wireless networks is an ongoing process, yet there is no single widely accepted complete protocol stack for control [27].

In this paper, we propose a new wireless control system architecture for the practical implementation of networked control that guarantees stability and performance while minimizing energy consumption and network bandwidth usage. The overall wireless networked control system is illustrated in Fig. 1, where several plants share a control node and a network manager node directs the access to the shared wireless medium. This architecture is well established from the current practice in process industry [28], [29], [1], where efficient integration of communication and control has been identified as a high-impact challenge for the next generation of industrial automation systems [30]. Relying on the techniques of [15], we propose three mechanisms for aperiodic implementation of the update times: event-based, predictive, and hybrid communication. Each mechanism defines an aperiodic control scheme and a communication scheduling. The underlying idea in each of these cases is to introduce a feedback loop to decide the control update times, thus linking control and communication. Our design relies on the IEEE 802.15.4 protocol [31] as the communication medium between sensors, controller and actuators. The IEEE 802.15.4 protocol is the base...
of several emerging wireless communication standards for industrial control such as WirelessHART [32] and ISA100 [33]. We propose a few modifications to the IEEE 802.15.4 standard that enable our proposed implementations. We implemented all of these proposals in a set of double-tank systems and performed experiments demonstrating the efficiency of our implementations in terms of energy and communications bandwidth usage.

The remainder of this paper is organized as follows. Section II provides a brief review of the aperiodic control techniques in [15]; Section III presents the implementation mechanisms that we propose. Section IV describes the necessary modifications to IEEE 802.15.4 MAC. In Section IV-C, the communications scheduling is introduced. Finally, the experimental setup and results are described in Sections V and VI. We end the paper with some brief conclusions in Section VII.

II. APERIODIC CONTROL TECHNIQUES

Here, we provide a brief review of recently proposed techniques for the implementation of control systems that does not require the periodic transmission of measurements and computation of control inputs. Instead, the techniques reviewed here provide times between controller updates that are not constant and whose value depend on the state of the system. We also provide simple solutions to cope with delays in these techniques.

A. Event-Triggered Control

We consider a linear control system of the form

\[ \dot{x}(t) = Ax(t) + Bu(t), \quad x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m \]  
(1)

where \( A \) and \( B \) are matrices of appropriate dimensions. A controller \( u = Kx \) is designed to render the system asymptotically stable, hence, there exists a Lyapunov function of the form \( V = x^T P x \) satisfying

\[ \dot{V} = \frac{\partial V}{\partial x}(A + BK)x = -x^T Q x \]  
(2)

where \( Q \) is a positive definite matrix. The Lyapunov function \( V \) can be seen as a certificate of stability, since, according to (2), \( V \) is always decreasing, but also of performance since (2) also ensures that the rate of decrease is at least \( x^T Q x \).

However, in digital implementations, the input \( u \) cannot be updated continuously but only at discrete time instants \( t_k \), whenever an actuator message is received. Thus, we consider sample-and-hold implementations, in which the value of \( u \) remains constant between two consecutive controller updates, i.e., \( u(t) = Kx(t_k), \forall t \in [t_k, t_{k+1}] \). In such implementations, the evolution of the Lyapunov function \( V \) is instead given by

\[ \dot{V} = \frac{\partial V}{\partial x}(A + BK)x(t_k) \]  
(3)

One can specify the desired performance of the implementation by means of a function \( S \) required to upper bound the evolution of \( V \) as

\[ V(t) \leq S(t). \]  
(4)

Provided that (4) holds and \( S \) is decaying over time, the closed-loop system is stabilized, with a decay rate of its Lyapunov function no lower than the one specified through \( S \). Following [34], one such \( S \) is obtained as the Lyapunov function

\[ S(t) = x^T(t)^T P x(t) \]  
(5)

for the hybrid system

\[ \dot{x}_s(t) = A_s x_s(t), \quad t \in [t_k, t_{k+1}] \]  
(6)

\[ x_s(t_k) := x(t_k) \]  
(7)

where \( A_s \) is a Hurwitz matrix satisfying the following Lyapunov equation

\[ A_s^T P + P A_s = -Q, \]  

with \( Q \) positive definite. One such choice is \( R - \sigma Q \), where \( \sigma \in [0, 1] \) determines the rate of decay of \( S \), as a proportion of that of \( V \) in an analog controller implementation.

To enforce (4), an event-triggered implementation defines the sequence of time instants \( t_k \) when the control input needs to be updated as

\[ t_k = \min \{ t > t_{k-1} \mid V(x(t)) - S(x_s(t)) = 0 \}. \]  
(8)

For convenience, we denote by \( g_S : \mathbb{R}^n \rightarrow \mathbb{R}^+_0 \) the function defined by \( g_S(x(t_k)) = t_{k+1} - t_k \), when employing the performance function \( S \). From here on, we also refer to \( \tau_k = t_{k+1} - t_k \) as the inter-transmission time.

Following the proposed design, it can be guaranteed that the minimum inter-transmission time is strictly greater than zero over all possible initial conditions in the operating region \( \Omega \):

\[ \tau_{\min} = \inf_{x_0} g_S(x_0) > 0, \quad \forall x_0 \in \Omega. \]  
(9)

This time always guarantees a certain level of performance (as defined by \( S \)) and stability of the closed-loop system and can be computed using [34, Lemma 4.1].

In our digital implementations, the triggering condition (8) is checked periodically at the speed at which measurements are acquired. We denote this period by \( T \). This implies that the performance that can actually be guaranteed is slightly reduced, as analyzed in [34].

B. Self-Triggered Control

Self-triggered control implementations relax the requirement of continuously monitoring the triggering condition (8) by predicting when it will be violated. A self-triggered technique...
provides estimates of the inter-transmission times \( \tau_k \) by relying on the plant model, the last measurement of the state of the system \( x(t_k) \), and the performance specification. The prediction of the time between two consecutive updates is embodied in a self-triggering function \( \hat{g}_S : \mathbb{R}^n \rightarrow \mathbb{R}_+^n \) satisfying \( \hat{g}_S(x(t_k)) \leq g_S(x(t_k)), \forall x(t_k) \in \mathbb{R}^n \). In self-triggered control, it is also customary to impose an upper bound \( t_{\text{max}} \) to the inter-transmission times in order to provide robustness guarantees of the self-triggered controller. Several methods have appeared in the literature to perform self-triggered control \([14],[34],[15]\). We employ in our implementations the method proposed in \([34]\), which is aimed at predicting the violation of the event-triggering conditions for linear systems reviewed in Section II-A. Nevertheless, our proposals also apply to other available techniques, including those for nonlinear systems \([15]\).

In brief, the idea of \([34]\) is that, knowing the initial condition and the currently applied input, the solution of (1) at times \( t = nT, n = 1, 2, \ldots \), can be explicitly computed, allowing to check the triggering condition ahead of time.

C. Compensation of Delays

In the following, we propose two simple solutions to compensate for delays between measurement acquisition and actuation updates, applicable to the event-triggered and self-triggered techniques reviewed in the previous sections. These are the first explicit consideration of delays in the techniques proposed in \([34]\). For convenience, in the explanations that follow, we divide the kind of delays present in (wireless) networked systems in two types: delays in the access to the communication channel, with an upper bound \( \Delta_c \), and delays due to the actual transmissions and computation at the controller, with an upper bound denoted by \( \Delta_r \). Furthermore, we denote by \( \Delta = \Delta_c + \Delta_r \). For the purpose of a proper comparison between event-triggered and self-triggered techniques we selected techniques sharing the same triggering condition. This selection, in the event-triggered case, requires collocated sensors. Thus, we can assume in what follows that the sensing node has access to the whole state vector. We remark at this point that completely decentralized event-triggered techniques also exist which can be adapted to tolerate upper-bounded delays \([17],[35]\).

1) Event-Triggered Control: In order to compensate delays for event-triggered control implementations, we propose to check condition (8) ahead of time, by predicting the value of \( V \) and \( S \) some amount of time in advance so that we can guarantee that the control update will take place before the condition is violated. This approach has a slight predictive flavor and requires the sensing node to compute the control input locally. Let \( A = e^{A\Delta} \) and \( B = \int_0^{\Delta} e^{A(\Delta-r)}B\, dr \). From a sample acquired at \( t = nT \in [t_k, t_{k+1}] \), one can estimate the value of the state \( x \) units of time in the future as

\[
\dot{x}(t_s + \Delta) = A\Delta x(t_s) + B\Delta u(t_k).
\]

As we wish to guarantee until the next controller update that \( V(nT) \leq S(nT) \) holds, we check instead if \( \tilde{V}(t_s + \Delta) \leq S(t_s + \Delta) \), where \( \tilde{V}(t) = \dot{x}(t)^T P \dot{x}(t) \). If \( \tilde{V}(t_s + \Delta) \geq S(t_s + \Delta) \) then the next controller update time is \( t_{k+1} = t_s + \Delta + T \), and the sensor sends the predicted value \( \hat{x}(t_s + \Delta - T) \) computed from the measurement \( x(t_s - T) \). The controller then applies the new control input \( u(t_{k+1}) = K \dot{x}(t_s + \Delta) \) at the time \( t_s + \Delta \). Note that we impose the upper bound of the delay to the system by waiting until \( t_s + \Delta \). This allows us to reduce communications between sensors and actuators, while still assuring the minimum inter-transmission times guarantees.

2) Self-Triggered Control: Due to the predictive nature of self-triggered control implementations, channel access delays can be prevented, i.e., \( \Delta_s = 0 \). This can be done by dynamically scheduling their channel access making use of the prediction of the next update event. However, computation and transmission delays may still affect the control loop. In this case, the sensor nodes are scheduled to transmit their measurements at \( t_k - \Delta_t \). The controller then receives the measurements early enough to compute \( u(t_k) = k\tilde{x}(t_k) \) so that the actuator can apply the input at \( t_k \).

The controller estimates \( \dot{x}(t_k) \) from the actual measurement \( x(t_k - \Delta_t) \) as shown in the previous case. Then, the estimate is used to compute the control signal and to obtain the next update time \( t_{k+1} = t_k + \hat{g}_S(\dot{x}(t_k)) \).

III. COMMUNICATIONS FOR APERIODIC CONTROL

We are now ready to introduce aperiodic communication mechanisms to perform control over wireless sensor and actuator networks (WSANs). Each communication mechanism defines the usage of event-triggered and/or self-triggered controller implementations, specifies the scheduling policy and MAC characteristics. The proposed mechanisms follow the architecture presented in Fig. 2, in which a plant to be controlled is instrumented with wireless sensors and actuators. Each sensor provides, through a Zero-Order-Hold (ZOH), high rate measurements to the embedded event-generator. A controller receives wirelessly measurements from the sensors and produces a control input that is sent (wirelessly) to the actuators, which hold the input constant until a new value is received. Finally, a network manager (NM) is in charge of scheduling the communications between the diverse elements of the system.

A. Event-Based Communication

Under this paradigm, the control update times for the system are based on the event-triggered control implementation presented in Section II-A and are not known a priori. It is the

![Fig. 2. System architecture for an aperiodic networked control loop.](image-url)
sensors that decide on-the-fly when it is time to update the controller with fresh measurements by evaluating (4). While event-based implementations are certainly robust to disturbances, as there is a continuous supervision of the state of the plant, and reduce the amount of measurements that nodes need to transmit, they also have a couple of clear shortcomings. First, the continuous supervision of the triggering condition imposes the availability of specific hardware dedicated to this task. Second, as the update times are not available a priori, there is no possibility of implementing any dynamic scheduling policy. In order to guarantee the reliable communication between sensor, controller, and actuator, we propose the use of a TDMA MAC, with a fixed scheduling policy for the assignment of communication slots to the sensors.

B. Predictive Communication

Motivated by the fact that event-based communication imposes the restrictions of continuous supervision of the triggering condition as well as a fixed scheduling policy, we propose a predictive communication mechanism. Predictive implementations utilize the self-triggered control technique presented in Section II-B, where the controller will be responsible for computing the value $\hat{g}_S(x(t_k))$ and calculating $t_k$ in (8) for all plants in the network and transmitting these values to the NM. After all values of $t_k$ are transmitted, the scheduling algorithms proposed in Section IV-C2 are executed at the NM. This node then informs all of the sensor, controller, and actuator nodes of the message transmission/reception slots. We remark that the sensor node may also compute $t_k$, and transmit this information to the centralized unit which performs the scheduling. A drawback of this mechanism when compared with event-based communications is that it is in general less robust to disturbances due to the fact that sensor nodes in between transmissions are set to a sleep mode in order to save battery life. If a disturbance affects the plant within this interval, no rejection takes place until a new sensor transmission. This is the motivation for the proposed hybrid communication mechanism proposed next.

C. Hybrid Communication

In order to extract as many of the benefits of the two previous mechanisms, we propose the use of a mechanism operating essentially as in the Predictive communication case, but with the addition of a number of slots in the communication schedule not assigned a priori to any sensor. These extra communication slots, are used to attempt transmissions on an event-triggered fashion when a disturbance (not accounted for in the self-triggered technique) takes place. The access to these slots will be done relying on a contention based mechanism, as supported by IEEE 802.15.4. Thus, no guarantees on channel access can be provided for event-based transmissions, which means that any strict performance guarantees are only provided by the predictive communication side, while the event-based part of this hybrid mechanism provides a best-effort approach to reduce latency when responding to disturbances.

IV. COMMUNICATIONS IMPLEMENTATION

A. IEEE 802.15.4 MAC

For the implementation of the wireless communications, we build upon the IEEE 802.15.4 MAC layer [31], which is used in some of the proposed protocols for control over wireless, e.g., WirelessHART [32]. What makes this protocol interesting for our purposes is the capability of this MAC layer to integrate both guaranteed slots and contention based slots in a single scheme. We focus on the beacon-enabled mode MAC specified in the standard. In such a setup, a centralized coordinator node, the NM, is responsible for synchronizing and configuring all the nodes in the network. The synchronization and configuration messages take place periodically at each beacon message which defines the time bounds of the superframe structure defined by the protocol. We denote by $\Gamma_i$ the time instants at which the beacon is transmitted. The superframe length is named Beacon Interval (B.I.). The B.I. is further divided in active and inactive periods, as shown in Fig. 3. The active period has a time interval defined by Superframe Duration (S.D.) and is divided in 16 equally sized slots. The active period is further split into a contention access period (CAP) and a collision free period (CFP). During the CAP, nodes transmit best effort messages where the MAC scheme is carrier sense multiple access/collision avoidance (CSMA/CA). On the other hand, the CFP is intended to provide real-time guaranteed service, by allocating Guaranteed Time Slots (GTS) to the nodes using a time-division multiple-access (TDMA) scheme. Since during the CFP there are no packet losses due to collisions or channel congestion, this mechanism is an attractive feature for time-sensitive wireless applications, as is the case of real-time control of several plants over a wireless network. The total number of GTS slots is limited in the standard to seven. The standard specifies a scheduling of the GTS by the NM following a first-come-first-served (FCFS) request-based scheme. At each CAP, the nodes requiring a GTS send a request to the NM which will allocate the slot to the node if there are available GTSs. An inactive period is defined in the end of the active period so that the network nodes and the NM enter a low-power mode and save energy.

B. MAC Limitations

Sensors are assumed to be battery powered, and so we aim at maximizing their life span by reducing their power consumption. In order to design an energy efficient communication, we look at how energy is spent in typical wireless nodes. The power consumption of the widely used wireless sensor platforms Telos [36] is given in Table I [37]. The table clearly shows that communications are very power expensive, and moreover, that the
TABLE I

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
<th>Measured Current</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>μC active, Radio Tx</td>
<td>21.7 mA</td>
</tr>
<tr>
<td>2</td>
<td>μC active, Radio Rx/listen</td>
<td>22.8 mA</td>
</tr>
<tr>
<td>3</td>
<td>μC active, Radio OFF</td>
<td>2.4 mA</td>
</tr>
<tr>
<td>4</td>
<td>μC idle, Radio OFF</td>
<td>40 μA</td>
</tr>
</tbody>
</table>

cost of listening and receiving messages is even more expensive than transmitting.

Naturally, to save large amounts of energy the nodes should keep their radios off and the microcontroller (μC) idle for as long as possible. This is achieved in two ways: reducing the communication slot size to reduce listening, reception and transmission times; and increasing the length of the inactive period. In the standard two parameters are available to adjust the structure of the superframes are the S.D. and the B.I., and the rest of the parameters are inferred from these two.

While the standard covers most of our needs, it also poses some limitations which we address through the following modifications:

1) Allowing the number of slots assigned to CAP and CFP to be a free design parameter, as opposed to the maximum of 7 GTSs in the CFP, and a total maximum of 16 slots during CAP and CFP imposed by the IEEE 802.15.4 MAC standard. Moreover, we also allow the complete removal of the inactive period, which is not contemplated by the standard. These changes provide the desired increased versatility in adjusting latency in channel access and slot-size adjustments.

2) The use of a scheduling mechanism at the NM for the assignment of GTS slots instead of the FCFS request-based scheme in the IEEE 802.15.4 MAC specification. Note that these modifications do not require changing the overall structure of the IEEE 802.15.4 MAC protocol, but only adjustments on the maximum allowed number of superframe slots, and the GTSs scheduling methodology. The modified superframe structure is presented in Fig. 3. For more details on the GTS modification and implementation details, see [38].

C. Proposed Implementation

Here, we present the scheduling policies for the three proposed communication mechanisms.

1) Event-Based Communication: Under the event-based implementation, the time instants at which communication needs to occur are not known beforehand. We propose the use of a static TDMA scheme in which GTSs are reserved for each control loop in the network. Communication is then established at a particular GTS (assigned to sensor node i) only if the corresponding condition (4) is not satisfied for node i. This TDMA mechanism may introduce a delay between event generation and transmission of measurements, as a sensor may have to wait a certain time from the triggering of an event until a transmission in its assigned slot. Nevertheless, this delay is bounded and can be accommodated as presented in Section II.C.

In order to choose the B.I. length and the number of GTSs assigned to each control loop, the worst-case inter-event time for each triggering condition needs to be considered. The time between two consecutive slots assigned to node i must be lower than the minimum inter-event time \( \tau_{\text{min}} \) [given by (9)] of the condition of node i. This guarantees that no more than one transmission is needed for node i between two consecutive GTSs allocated to node i. Notice that, since the schedule is static, the GTSs that are not used cannot be reassigned to other nodes. The next mechanism overcomes this drawback.

2) Predictive Communication: A dynamic scheduling scheme can be used in the case of predictive implementations since a future control update time can be known in advance. In order to allow for efficient usage of the available network resources, we propose to schedule the messages in the network according to an Earliest Deadline First (EDF) approach, which is known to be optimal for time-constrained schedules [39]. Under this policy, the NM reads the estimate of the next event time \( \tau_{n+1} \) for node i (given by \( g_{n+1} \)) and assigns a GTS to this node so that its message is sent no later than \( \tau_{n+1} \). In other words, the event time represents the deadline for the control-related message. Notice that the event times have to be adjusted since transmissions can only occur during the CAP.

As in the case of event-based implementations, \( \tau_{\text{min}} \) has to be considered to choose the length of B.I. in order to guarantee schedulability of all the messages under worst case conditions. For space reasons, details on the schedulability conditions are omitted, and we refer the interested reader to [40].

3) Hybrid Communication: The hybrid communication mechanism utilizes the same scheduling policy defined for the predictive implementation, where GTSs are scheduled in an EDF fashion. Additionally, no GTSs are provided for the event-triggered messages since these are only granted access during the CAP, for “best-effort” data transmission.

V. EXPERIMENTAL SETUP

In order to evaluate the performance of the proposed aperiodic communication mechanisms, we built a laboratory process with a wireless network shared by two control loops and several independent monitoring nodes transmitting auxiliary messages, with no hard deadlines. The control loops are regulating two double-tank processes [41], where the tanks are collocated with the sensors and actuators and communicate wireless with a controller node. Fig. 4 shows the setup of two double-tank systems and eight independent monitoring nodes. Each double-tank is composed of one sensor and one actuator node. The controller node is also the NM in our setup. A scheduler node is added and connected to the NM. This unit performs scheduling computations for each mechanism, reducing the computation load of the NM.

A. Double-Tank System

The double-tank system consists of a pump, a water basin, and two tanks of uniform cross sections. Fig. 4 depicts the experimental apparatus and a diagram of the physical system. The liquid in the lower tank flows to the water basin. A pump is responsible for pumping water from the water basin to the upper tank, which flows to the lower tank. The sensing of the water levels is performed by pressure sensors placed under each tank. One wireless sensor node interfaces the sensor with an ADC, in order to sample the pressure sensor values for both tanks. The
plant actuation is made through the DAC of the wireless actuator node which actuates in the pump motor.

The linear model of the double-tank system obtained by linearizing its nonlinear model \[41\] around an operating point \(L_{10}, L_{20}\) is given by

\[
\Delta L_1 = -\frac{a_1}{A_1} \sqrt{\frac{g}{2L_{10}}} \Delta L_1 + \frac{K_p}{A_1} \Delta V_p
\]

\[
\Delta L_2 = \frac{a_1}{A_2} \sqrt{\frac{g}{2L_{10}}} \Delta L_1 - \frac{a_2}{A_2} \sqrt{\frac{g}{2L_{20}}} \Delta L_2
\]

(11)

where \(a_i\) is the outflow diameter of upper and lower tanks, \(A_i\) is the diameter of the upper and lower tanks, \(g\) is the gravitational acceleration in \(\text{cm/s}^2\), \(V_p\) is the voltage applied to the pump motor, \(K_p\) is the pump motor constant, and \(L_1\) and \(L_2\) are the height of the water in the upper and lower tanks, respectively. Additionally, \(\Delta L_1 = L_1 - L_{10}\), \(\Delta L_2 = L_2 - L_{2c}\), and \(\Delta V_p = V_p - V_{pu}\) represent the incremental values of the state and the input with respect to the operating point.

The goal of the experiment is to control the water level of the lower tank \(L_2\) by adjusting the motor voltage \(V_p\) accordingly. Tracking of a reference signal \(r(t)\) can be achieved by using feedforward tracking, with the control input defined as

\[
u(t) = K \hat{x}(t) + M r(t)
\]

(12)

where \(\hat{x} = \Delta L_1, \Delta L_2\) and the state-feedback matrix \(K\) is assumed to be chosen so that the closed-loop system matrix \(\bar{A} = A - BK\) is Hurwitz. Matrix \(M\) is calculated to ensure setpoint tracking of the undisturbed closed-loop system for a constant command signal \(r(t) = \bar{r}\).

In order to apply the aperiodic implementations proposed earlier, the state \(\hat{x}(t)\) must be converging to the origin and \(u(t)\) must be a state-feedback controller. This is achieved by shifting the system’s origin to the reference value we wish to track. If we assume that the reference is constant, we have the new continuous-time state-space system

\[
\Delta \dot{x} = A \Delta x + B \Delta u,
\]

\[
\Delta u = K \Delta x
\]

(13)

for appropriate values of \(A\) and \(B\), where \(\Delta \hat{x}(t) = \hat{x}(t) - \bar{r} = [\Delta L_1, \Delta L_{1ref}, \Delta L_2, \Delta L_{2ref}]\), and \(\Delta L_{i\text{ref}}, \text{ for all } i = 1, 2\), is the steady-state value of the upper and lower tank and \(\Delta u(t) = u(t) - M \bar{r}\), which achieves \(\lim_{t \to +\infty} |\Delta x(t)| = 0\). By selecting the desired reference value of the lower tank \(\Delta L_{2\text{ref}}\), the upper tank reference \(\Delta L_{1\text{ref}}\) follows by solving the state-space equations in steady-state, i.e., \(\Delta \hat{x} = 0\).

In order to guarantee robustness of the predictive scheme with respect to disturbances \[34\], an upper bound on the inter-sampling times \(t_i\) needs to be imposed. We fix that bound in 10 s. The performance function \(S(t)\) in \(5\) is defined by \(R = 0.1Q\) and \(Q\) is selected as the identity matrix, for all mechanisms. The state-feedback matrix \(K = \{-0.39, -0.95\}\). We compute the minimum inter-transmission time \(\tau_{\text{min}}\) for this system \(9\) using \[34, \text{Lemma 4.1}\], which, for this physical system, gives a minimum time \(\tau_{\text{min}} = 1\) s. Hence, the inter-transmission times \(\tau_k\) for the control-related messages will be in the range \([1, 10]\) s. However, these times may be (conservatively) adjusted to be allocated at a GTS.

A periodic implementation of the control loops is implemented for comparison purposes. The sampling period of the periodic implementation is set to 0.64 s (the closest value from below to 1 s that the protocol allows), given by \(9\), since stability has to be guaranteed under all possible conditions.

B. Communication Network

The wireless sensor platform chosen for this experiment is the Telos platform \[36\]. These nodes are equipped with a 250-kbps 2.4-GHz Chipcon CC2420 IEEE 802.15.4 compliant radio and on-board sensors. The operating system used is TinyOS \[42\].

The implementation of the protocol used in our setup is based on \[43\] with the modification presented in Section IV-B, and detailed in \[38\].

MAC Parameters: The number of CAP slots and GTSs are defined in Table II for each of the communication mechanisms. Moreover, S.D. = 323.1 ms, B.L. = 646.3 ms and each of the 11 slots has a duration of 29.4 ms. When performing feedback control of the double-tank system, two slots for sensing and actuation communication must be defined for the mechanisms. Therefore, the minimum number of GTSs to be defined must be larger or equal to four.

Auxiliary messages from monitoring nodes are scheduled during the available GTSs for the event-based and predictive mechanisms, while in the hybrid mechanism monitoring nodes communication takes place during the CAP.

VI. EXPERIMENTAL RESULTS

We now provide a description of the performed experiments and the obtained results with respect to control performance and energy efficiency as well as the network bandwidth utilization of the proposed implementations.

The initial water level of the lower tank is set to 5 cm and the reference \(\bar{r} = 10\). An input disturbance of magnitude 1 V is applied continuously to the pump actuation starting at time...
Fig. 5. Experimental results for event-based communication. The upper plot depicts the evolution of the water tank level and middle plot the control input values for event-based mechanism (red) and a periodic controller (blue). Upper (dashed–dotted line) and lower (solid line) water levels are presented.

$t = 130$ s which will allow an analysis on how well each mechanism rejects disturbances. The experiment has a total duration of 220 s. The expected upper bound on the communication and computation delay is set to $\Delta_t = 35$ ms and will be compensated by each communication mechanism.

### A. Control Performance and Energy Consumption

The control performance and energy efficiency is evaluated for one double-tank system. With respect to control performance, we analyze both the time response of the water levels and the Integral of the Absolute Error (IAE) of the lower tank water level, which is calculated as $\text{IAE} = \int_0^\infty r - \Delta L_2(s) \, ds$. The energy efficiency of each communication mechanism is given by the wireless sensor battery lifetime expectation. For this calculation, we sum the total current consumption of the wireless node over the complete experiment and repeat it until a full consumption of 2900 mAh of battery capacity.

1) Event-Based Communication: The event-based communication mechanism is implemented with $T = 0.64$ s as a new measurement is acquired 5 ms before the start of the GTS allocated to the sensor. In this case, the time delay in the access of the communication channel will be $\Delta_n = 0.64$ s, as this is the time between consecutive GTSs allocated to the same control loop. Fig. 5 shows the time response and inter-transmission times of one double-tank system for event-based and periodic mechanisms. It is observed that both control implementations track the reference signal with similar behavior. From Table III, IAE analysis show that the event-based scheme outperforms the periodic implementation. A faster rise time is achieved, followed by a fine adjustment of the water flow when closer to the reference. Additionally, the disturbance is efficiently rejected. Even though the number of transmissions of the event-based scheme is only 14.1% of the periodic, the battery lifetime increase is of 54.4% and not 70%, as it could be expected if only the number of transmissions would consume energy. This difference originates from the fact that the wireless nodes still need to turn on the radio and $\mu C$ to receive beacon messages at each B.I. and spend energy during the inactive period. Thus, high reductions in the number of transmissions do not imply the same ratio of energy savings.

2) Predictive Communication: In order to provide the same performance guarantees as the event-based mechanism, the predictive mechanisms is implemented with $T = 0.64$ s. Fig. 6 shows the time response and inter-transmission times of the double-tank system for the predictive and periodic mechanisms. As in the previous case, both control implementations track the reference signal with similar behavior. From Table III, IAE analysis show that the predictive scheme outperforms the periodic and event-based schemes during the transient but has a much worse performance when rejecting the disturbance. This occurs due to the fact that the sensor node is only active at scheduled transmission times and not at every superframe as the periodic and event-based schemes. Since the event-based mechanism and predictive share the same performance criterion, both are expected in theory to have similar behavior, in the absence of disturbances. Different performances before the introduction of the disturbance can be explained by model inaccuracies and noise affecting the real plant. The number of transmissions using this scheme is 9.8% of the periodic, and lower than the event-based mechanism. This can be explained using the above arguments, due to the noise affecting the sensor readings. The battery lifetime is increased by 58.6% compared with the periodic scheme, while maintaining good control performances.
and slow acquisition, the implementation of the disturbance rejection phase. From Table III, the IAE during the transient is kept close to the predictive scheme for both hybrid implementations as expected. The benefits of using the hybrid scheme tracks the reference signal and rejects the disturbance. The inter-transmission times $\tau_k$, are depicted for the case in which the transmission was generated by the event-based (blue circle) or the predictive mechanism (red star). As seen in the figure, only predictive transmissions take place during transient, and event-based transmissions occur during the disturbance rejection phase. From Table III, the IAE during the transient is kept close to the predictive scheme for both hybrid implementations as expected. The benefit of using the hybrid scheme becomes clear when the disturbance occurs. In this case, event-based transmissions occur when rejecting the disturbance. In addition, the $\text{Hybrid}^F$ has a very low battery life duration since the $\mu$C is kept computing for all times (mode 3 in Table I) and never sleeps. In the $\text{Hybrid}^S$ case, the event-based component will “continuously” check if (8) is violated throughout the whole superframe. On the other hand, in the slow implementation $\text{Hybrid}^S$, (8) is checked once during at the beginning of the CAP. Fig. 7 depicts the results for the implementation of $\text{Hybrid}^F$. The implementation of $\text{Hybrid}^S$ showed a similar behavior. Moreover, the hybrid mechanism tracks the reference signal and rejects the disturbance.

The inter-transmission times $\tau_k$, are depicted for the case in which the transmission was generated by the event-based (blue circle) or the predictive mechanism (red star). As seen in the figure, only predictive transmissions take place during transient, and event-based transmissions occur during the disturbance rejection phase. From Table III, the IAE during the transient is kept close to the predictive scheme for both hybrid implementations as expected. The benefit of using the hybrid scheme becomes clear when the disturbance occurs. In this case, event-based transmissions occur when rejecting the disturbance. In addition, the $\text{Hybrid}^F$ has a very low battery life duration since the $\mu$C is kept computing for all times (mode 3 in Table I) and never sleeps. In the $\text{Hybrid}^S$ implementation, the battery life increases to the same levels as the other aperiodic schemes since the node is set to sleep if no transmission takes place. The number of transmissions of the $\text{Hybrid}^S$ is 10.1% of the periodic, lower than the event-based scheme and close to the predictive scheme. Note that a higher battery consumption is obtained by the hybrid mechanism when compared to a predictive scheme since the triggering condition is verified at every superframe.

3) Hybrid Communication: The hybrid communication mechanism was implemented with two different measurement acquisition periods in its event-based component: a fast acquisition with $T = 10$ ms ($\text{Hybrid}^F$) and slow acquisition every $T = 0.64$ s ($\text{Hybrid}^S$). In the $\text{Hybrid}^F$ case, the event-based component will “continuously” check if (8) is violated throughout the whole superframe. On the other hand, in the slow implementation $\text{Hybrid}^S$, (8) is checked once during at the beginning of the CAP. Fig. 7 depicts the results for the implementation of $\text{Hybrid}^F$. The implementation of $\text{Hybrid}^S$ showed a similar behavior. Moreover, the hybrid mechanism tracks the reference signal and rejects the disturbance.

The inter-transmission times $\tau_k$, are depicted for the case in which the transmission was generated by the event-based (blue circle) or the predictive mechanism (red star). As seen in the figure, only predictive transmissions take place during transient, and event-based transmissions occur during the disturbance rejection phase. From Table III, the IAE during the transient is kept close to the predictive scheme for both hybrid implementations as expected. The benefit of using the hybrid scheme becomes clear when the disturbance occurs. In this case, event-based transmissions occur when rejecting the disturbance. In addition, the $\text{Hybrid}^F$ has a very low battery life duration since the $\mu$C is kept computing for all times (mode 3 in Table I) and never sleeps. In the $\text{Hybrid}^S$ implementation, the battery life increases to the same levels as the other aperiodic schemes since the node is set to sleep if no transmission takes place. The number of transmissions of the $\text{Hybrid}^S$ is 10.1% of the periodic, lower than the event-based scheme and close to the predictive scheme. Note that a higher battery consumption is obtained by the hybrid mechanism when compared to a predictive scheme since the triggering condition is verified at every superframe.

B. Network Bandwidth Utilization

The network bandwidth utilization is characterized by how well the network is shared among the wireless nodes. To evaluate the network bandwidth utilization of each mechanism we define two message deadline types for the soft messages, which represent different traffic patterns that could be found in real WSANs. Each soft message has a size of 64 bytes.

- Slow traffic: Slow periodic transmissions, with period $T_m = 5\text{B.I.} = 3.3$ s, through the whole experiment.
- Bursty traffic: Fast periodic transmissions, with period $T_m = 1\text{B.I.} = 0.64$ s, during $25\text{B.I.} = 16$ s, starting at $t = \{0, 120, 200\}$ s and slow periodic transmissions during the rest of experiment.

We analyze the latency experienced by these nodes in each of the mechanisms, where by latency we mean the time between the each transmission is generated by the application and an acknowledgment was received for that particular message. Fig. 8 depicts the latency analysis for both traffic patterns. For each mechanism, it is shown the minimum, maximum, and mean value of the latency for all of the eight nodes during the experiments. These values are the averages of three experimental runs. By using a bursty traffic pattern, the latency increases in all schemes, with a higher impact in the event-based mechanism as it is based on a static scheduling mechanism. In this case, the queue of soft messages is large, since only six slots of the superframe are available to be shared among eight monitoring nodes. The periodic scheme latency results are the same as the event-based scheme, since static scheduling is also performed. For the predictive scheme, the benefit of using a dynamic scheduling mechanism is clearly observed. By adjusting the GTS scheduling as a function of the control requirements, more space is available for the monitoring nodes to transmit. The hybrid mechanism was evaluated with eight, ten, and twelve monitoring nodes, but no differences in the latency values were observed. This mechanism shows the most efficient network bandwidth utilization since its latency is low, when comparing with the other schemes and is in the interval $[2, 40]$ ms. Each node is able to transmit messages during the CAP, where several other nodes may attempt to transmit. However, no GTS scheduling queueing will occur in this case. Naturally, there is an advantage to allow monitoring nodes to transmit soft messages during the CAP, instead of GTSs.

VII. CONCLUSION

In this work, we have proposed aperiodic implementations of control systems that are specially designed for WSANs. We
provided a joint design of the aperiodic sampling technique, the wireless MAC protocol and a scheduling algorithm that together guarantee a required control performance while efficiently using the network resources. In order to implement these mechanisms, we also identified limitations of the current IEEE 802.15.4 MAC protocol and propose slight modifications to increase its flexibility and enable our implementations.

Experimental results demonstrated the efficiency of the proposed communication mechanisms with respect to control and communication performance. All of the mechanisms achieve set-point tracking and disturbance rejection, with closed-loop control performances close to the ones obtained with a traditional periodic paradigm. Finally, we illustrated how these improvements translate in terms of energy savings and network bandwidth utilization. While in the present paper we focus on the linear systems case, we remark that nonlinear systems can be addressed in a similar fashion [12], [15].
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