Abstract—The quickest change detection problem is to detect an abrupt change event as quickly as possible subject to constraints on false detection. Unlike the classical problem, where the decision maker can access only one sequence of observations, in this paper, the decision maker chooses one of two different sequences of observations at each time instant. The information quality and sampling cost of the two sequences of observations are different. We present an asymptotically optimal joint design of observation scheduling policy and stopping time such that the detection delay is minimized subject to constraints on both average run length to false alarm (ARLFA) and average cost per sample. The observation scheduling policy has a threshold structure and the detection scheme is a variant of the cumulative sum test where the detection statistic stochastically crosses the threshold that is used to switch observation modes. We further study the decentralized case in a multi-channel setting. We show that if each sensor uses the proposed observation scheduling policy locally and the fusion center uses the $N_{\text{sus}}$ algorithm, by which the center declares the change when the sum of the sensors’ local detection statistics crosses a certain threshold, the detection delay is asymptotically minimized for any possible combination of the affected sensors subject to constraints on both global ARLFA and average cost per sample at each sensor node. Numerical examples are given to illustrate the main results.
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I. INTRODUCTION

Motivations: The quickest change detection with observation scheduling arises when multiple data streams about the monitored target are available but not all of those can be accessed at each time instant by the decision maker. In addition to determining the stopping time when the change event is declared, the decision maker needs to enhance the information quality of the observations taken using appropriate scheduling policy. This problem can be motivated by the following two examples. The first one is the detection with controlled sensing [1]–[6], where the detection system can adaptively control the information quality of observations used for decision making. For example, in clinical trials [4], patients may respond with different information about a drug treatment. For ethical reasons, the patients should be carefully and adaptively chosen over the period of a trial (usually several months or years), and the number of patients involved should be as small as possible. The second motivating example is the problem of detection with sensor networks [7], [8]. Consider the example of anomaly detection with different types of sensors, say proximity sensors and cameras. The sensors communicate with the central decision maker via wired or wireless channels. Obviously, the information quality of observations by proximity sensors and cameras are different. The cost of each sampling, including sensing energy consumption, bandwidth required to transmit, the computation load of data processing, of the observations by these two types of sensors is also different. Due to cost constraint, the decision maker thus needs to schedule its sampling attention. Note that even if there are only one type of sensors, the decision maker still may need to decide how many or which group of sensors to be activated.

The classical quickest change detection has been extensively studied, see the textbooks [9], [10]. In the classical problem formulation, the information quality of the observations is fixed and the decision maker only needs to determine the optimal stopping time. Recently, the quickest change detection with sampling constraints has attracted attention [1], [2], [11]–[13], where the decision maker needs to decide whether or not to sample at each time instant. The most relevant work is [1], where the authors proposed an asymptotically optimal data efficient CuSum algorithm called DE-CuSum algorithm. The DE-CuSum algorithm was studied in the sensor networks and multi-channel setting by the same authors in [2], [13]. Inspired by [1], [2], we consider the setting of observation scheduling, where, instead of sampling or not, the decision maker has to choose among multiple available observations. Take the intruder detection problem for example, at each time instant the decision maker has to decide to use the cheap proximity sensors or to activate the expensive cameras. Premkumar and Kumar [14] studied the optimal sleep–wake scheduling policy of wireless sensor networks for quickest change detection. The problem formulation is in the Bayesian setting [15], and since the sensors are homogenous, the observations available by switching on/off some sensor nodes have special structures. Our problem is studied in the minimax setting [16], [17] and the different data streams available have quite general characterizations. The CuSum algorithm with adaptive observations was also studied in the vehicle routing setting [18], where to detect anomalies as quickly as possible, a vehicle collect observations from adaptively chosen regions based on the likelihood of regional anomalies. The problem is fundamentally different from ours in the sense that it does
not explicitly take the cost of observations into account in the problem formulation.

Contributions: In this paper, we formulate the quickest change detection with observation scheduling in the minimax setting. We assume that there exist two sequences of observations with different information about the underlying state and different cost for the decision maker. At each time instant, the decision maker needs to select one of these two sequences of observations. Due to the average cost per sample constraint, the observation scheduling policy needs to be carefully designed apart from the stopping time. We propose an algorithm wherein the observation scheduling policy has a threshold structure with respect to the detection statistic. The detection procedure is a variant of the cumulative sum (CuSum) algorithm [19] and a generalization of the DE-CuSum algorithm proposed in [1], where the detection statistic stochastically crosses that threshold used for the scheduling policy. This observation scheduling CuSum (OS-CuSum) algorithm is proved to asymptotically minimize the detection delay subject to constraints on both the average run length to false alarm (ARLFA) and average cost per sample (Theorem 2). It should be pointed out that though we assume the detection delay subject to constraints on both the average run length to false alarm (ARLFA) and average cost per sample constraint, the observation scheduling policy needs to be carefully designed apart from the stopping time. We propose an algorithm wherein the observation scheduling policy has a threshold structure with respect to the detection statistic. The detection procedure is a variant of the cumulative sum (CuSum) algorithm [19] and a generalization of the DE-CuSum algorithm proposed in [1], where the detection statistic stochastically crosses that threshold used for the scheduling policy. This observation scheduling CuSum (OS-CuSum) algorithm is proved to asymptotically minimize the detection delay subject to constraints on both the average run length to false alarm (ARLFA) and average cost per sample (Theorem 2). It should be pointed out that though we assume that the decision maker chooses one of two sequences of observations at each time instant, the OS-CuSum algorithm can be easily generalized to scenarios where the decision maker can choose \( m > 1 \) out of \( n > m \) sequences of observations. This is because any \( m \) observations taken at the same time can be treated as a single random vector, and the OS-CuSum algorithm can be easily generalized and remains asymptotically optimal in scenarios where the decision maker can take one of \( n \) sequences of observations (Remark 6).

We also study the quickest change detection with observation scheduling in the multi-channel setting [20], where the decision whether or not to stop is made by a fusion center based on multiple data streams collected by different sensor nodes. The sensor nodes affected by the change event is unknown. We assume that each sensor has different sensing modalities and needs to carefully schedule its sensing actions. We propose a multi-channel OS-CuSum (MOS-CuSum) algorithm: each sensor uses the observation scheduling policy locally and the fusion center uses the \( N_{\text{sum}} \) detection procedure proposed in [20], where the detection system stops when the sum of all the sensors’ local detection statistic crosses a certain threshold. With the MOS-CuSum algorithm, the global detection delay is asymptotically (as the global ARLFA goes to infinity) minimized subject to constraints on both global ARLFA and average cost per sample at each sensor node, for any combination of the affected sensor nodes (Corollary 1).

Other Related Works: In the setting of quickest change detection with censoring sensors [21], [22], the sensors sample the observations with fixed information quality at each time instant and only send messages to the fusion center when the sampled observations satisfy certain conditions. The detection with control actions that can shape the information quality of observations taken (e.g., active sensing and sensor selection) has been extensively studied [3], [5], [23]–[25]. All of these works are in rather general settings: hypothesis testing or sequential hypothesis testing, while we focus on the quickest change detection, which is fundamentally different.

Paper Organization: The remainder of this paper is organized as follows. The mathematical formulation of the considered problem is given in Section II. In Section III, we present the proposed algorithm and prove its asymptotic optimality. The observation scheduling in multi-channel setting is studied in Section IV, where an asymptotically optimal algorithm is given. Some numerical examples are provided in Section V and concluding remarks are given in Section VI.

Notations: \( \mathbb{N}, \mathbb{N}_+, \mathbb{R}, \mathbb{R}_+ \) and \( \mathbb{R}_{++} \) are the set of non-negative integers, positive integers, real numbers, non-negative real numbers and positive real numbers, respectively. \( 1_A \) represents the indicator function that takes value 1 on the set \( A \) and 0 otherwise. \( \times \) stands for the Cartesian product. For \( x \in \mathbb{R}, (x)^+ = \max(0, x) \). Let \( X_n^0 \) with \( r, n \in \mathbb{N}_+ \) denote the set \( \{X_r, X_{r+1}, \ldots, X_n\} \). For \( \bar{a}, \bar{b} \in \mathbb{R}^n \), let \( \bar{a} \succeq (>) \bar{b} \) represent that \( a_i \geq (>) b_i, 1 \leq i \leq n \).

II. PROBLEM SETUP

As illustrated in Fig. 1, there are two sequences of observations, \( \{X_k\}_{k \in \mathbb{N}_+} \) and \( \{Y_k\}_{k \in \mathbb{N}_+} \), about the monitored target. At each time instant \( k \), the decision maker samples from either one. It is assumed that the observations before the change time \( \nu, X_{\nu-}^\nu \text{ and } Y_{\nu-}^\nu \), are independent and identically distributed (i.i.d.) with density \( f_X \) and \( f_Y \), respectively. The observations after the change, \( X_{\nu}^\infty \text{ and } Y_{\nu}^\infty \), are i.i.d. with density \( g_X \) and \( g_Y \), respectively. It is further assumed that conditioned on the change time, \( \{X_k\} \) and \( \{Y_k\} \) are independent of each other for any \( k \in \mathbb{N}_+ \).

Let \( I(\cdot||\cdot) \) be the Kullback-Leibler (K-L) divergence [26], i.e., for probability density function (pdf) \( f(x) \) and \( g(x) \),

\[
I(f||g) := \int f(x) \ln \frac{f(x)}{g(x)} dx.
\]

Throughout this paper, we make the following assumption. The assumption is standard [20], [27] and avoids degenerate detection problem.

Assumption 1. The following four quantities are finite and positive: \( I(f_X||g_X), I(g_X||f_X), I(f_Y||g_Y) \text{ and } I(g_Y||f_Y) \).

The schedule at time \( k \) is characterized by a binary variable \( \gamma_k \) as

\[
\gamma_k = \begin{cases} 
0, & \text{if } X_k \text{ is sampled,} \\
1, & \text{if } Y_k \text{ is sampled.}
\end{cases}
\]

We assume that the decision maker must sample either \( X_k \) or \( Y_k \), i.e., \( 1_{\{\gamma_k=0\}} + 1_{\{\gamma_k=1\}} = 1 \). Let \( Z_k \) denote the observation available at the decision maker at time \( k \) : \( Z_k = X_k 1_{\{\gamma_k=0\}} + Y_k 1_{\{\gamma_k=1\}} \). Let \( \theta \) denote the scheduling policy, i.e.,

\[
\gamma_{k+1} = \theta(Z^k_k), k \in \mathbb{N}_+.
\]
with $\gamma_1$ being determined by the a priori knowledge about the system. In addition to the stopping rule (the rule stating when the decision maker declares the change event), the scheduling policy $\theta$ should be determined.

Denote by $P^\theta_\nu$ and $E^\theta_\nu$ the probability measure and expectation when the scheduling policy $\theta$ is used and the change event happens at $\nu$, and denote the same by $P^\theta_\infty$ and $E^\theta_\infty$ when there is no change. It is assumed that each sample $X_k$ incurs cost $c_X$, while each sample $Y_k$ incurs $c_Y$ with $c_Y > c_X$. Let the cost of sampling at $k$ be $c_Z = 1_{\{\gamma_k=0\}} c_X + 1_{\{\gamma_k=1\}} c_Y$. Let $T$ be the stopping time, i.e., $\{T = k\}$ is measurable with respect to the $\sigma$-algebra generated by $Z^k_1$. The following average sampling cost constraint is considered:

$$c(\theta) = \lim_{n \to \infty} \sup_n \frac{1}{n} \sum_{k=1}^{n} c_Z \mathbb{I}[T > n] \leq \bar{c},$$

where $c_X < \bar{c} \leq c_Y$ is a design parameter. The quantity $c(\theta)$ is the average cost per sample before the change event. Note that in the cost (2), which is inspired by the identical metric first proposed in [1] for data-efficient quickest change detection, we do not include the sampling cost for the interval between the actual change event and when it is detected. In practice, this additional cost usually can be neglected, since the detection delay is usually very small compared with the ARLFA. The asymptotic optimality result of the paper does not hold if the total cost is considered.

Given the pair of scheduling policy and stopping time $(\theta, T)$, there are two indices to characterize the detection performance: detection delay and false detection. For detection delay, we use Lorden’s criterion [16]:

$$d_L(\theta, T) = \sup_{1 \leq \nu < \infty} d_L^\nu(\theta, T),$$

$$d_L^\nu(\theta, T) := \text{ess} \sup_{\nu} \mathbb{E}^\theta_\nu[(T - \nu + 1)^+] | Z^\nu_1 |^{-1},$$

with $Z^0_1 := \emptyset$ by convention. The delay $d_L(\theta, T)$ is largest delay one may encounter when the scheduling policy $\theta$ is used. It is considered in the worst-worst case (the least favorable realization of the observations and the change time). We should remark that the asymptotic optimality results (Theorem 2) also hold when Pollak’s criterion [17] is used. It is well known that if $d_L(\theta, T, \nu)$ is finite, false alarm is inevitable, i.e., $P^\theta_\infty(\nu < T) = 1$ [16]. A reasonable measurement of false detection is the ARLFA: $E^\theta_\infty[T]$. Note that $1/E^\theta_\infty[T]$ can be interpreted as the frequency of false alarms.

We aim to find an optimal joint design of scheduling policy and stopping rule such that the detection delay is minimized subject to constraints on both false detection and average sensing cost. This problem is formally stated as follows.

**Problem 1.**

$$\begin{align*}
\text{minimize} & \quad d_L(\theta, T), \\
\text{subject to} & \quad E^\theta_\infty[T] \geq \zeta, \\
& \quad c(\theta) \leq \bar{c},
\end{align*}$$

where $\zeta \geq 1$ is a given lower bound of the ARLFA and $c_X < \bar{c} \leq c_Y$ an upper bound on the average sampling cost.

### III. MAIN RESULTS

In this section, the proposed OS-CuSum algorithm is given and its properties are analyzed. The OS-CuSum algorithm is optimal in the asymptotic regime as the ARLFA goes to infinity. We should remark that it is too difficult to obtain the strictly optimal solution to Problem 1; see the relevant literatures [1], [12], [20]. In practice, scenarios where the probability of false alarm is sufficiently small (i.e., the ARLFA is sufficiently large) are more interesting.

#### A. The Observation Scheduling CuSum Algorithm

Let $a, b$ be given parameters with $0 \leq b \leq a$. The stopping time and the observation scheduling policy are given by

$$T = \inf\{k : s_k \geq a\},$$

$$\theta(Z^k) = \begin{cases} 0, & \text{if } s_k < b, \\
1, & \text{otherwise}, \end{cases}$$

where $s_k$ evolves as

$$s_0 = 0,$$

$$s_k = (s_{k-1} + \ell(Z_k))^+, \quad s_k = \begin{cases} b, & \text{if } s_k \geq b, s_{k-1} < b, \varepsilon_k \leq \rho, \\
0, & \text{if } s_k \geq b, s_{k-1} < b, \varepsilon_k > \rho, \\
s_k, & \text{otherwise}, \end{cases}$$

where $\ell(Z_k) = \ln g_X(Z_k) 1_{\{\gamma_k=0\}} + g_Y(Z_k) 1_{\{\gamma_k=1\}}$ is the log-likelihood ratio of $Z_k$ and $\varepsilon_k \sim \text{unif}(0, 1)$ is uniformly distributed and independent of $X_k$ or $Y_k$.

**Remark 1.** The OS-CuSum algorithm is a variant of the CuSum algorithm with stochastically switching observation modes. If $b = 0$ ($b = a$), the algorithm reduces to the CuSum algorithm with $Z_k = Y_k$ ($Z_k = X_k$), $\forall k \in \mathbb{N}_+$. The random variable $\varepsilon_k$ is introduced to make $s_k$ cross $b$ stochastically, which makes it possible for the OS-CuSum algorithm to satisfy any average sampling cost constraint as well as to attain the asymptotic optimality (see proof of Theorem 2). If $p = 1$, $s_k$ crosses $b$ deterministically and the sampling cost cannot be set arbitrarily by only adjusting $b$.

**Remark 2.** Here we compare our algorithm with the DE-CuSum algorithm proposed in [1]. The DE-CuSum algorithm is a variant of the CuSum algorithm that allows the detection statistic to be negative. When the statistic is negative, it does not update with the likelihood ratio of the observations (and the sensor does not sample) but increases with a constant each time instant. The DE-CuSum algorithm is for the “data-efficient” scenario and one cannot apply it in our case. This is because when the statistic increases with a constant, it does not utilize the information of the observations at all, which will inevitably cause performance deterioration when the ARLFA takes moderate values. Efficiently utilizing the information of both sequences of observations to satisfy the sampling cost constraint as well as to possess good detection performance is challenging for the algorithm design. We thus introduce the stochastic crossing mechanism. We should remark that such stochastic crossing mechanism has not been found in the quickest change detection related literatures. Note that...
not sampling can be viewed as a special observation, of which both the K–L divergence and cost are zero. Our algorithm can be slightly modified to work in the “data-efficient” scenario. One may modify it as follows. Let \( b = 0 \) and the number of the time instants \( s_k \) stays at zero, once it becomes zero, be geometrically distributed with parameter \( p \) that can be adjusted. Note that the undershoot in the statistics is utilized in the DE-CuSum algorithm, while the OS-CuSum algorithm does not use such information. Thus compared to the DE-CuSum algorithm, the OS-CuSum algorithm (specialized to data-efficient scenarios) might suffer from some performance loss.

**Remark 3.** It might happen that our algorithm cannot satisfy the average cost per sample constraint when \( \bar{c} \) is close to \( c_Y \). This is because for any \( b > 0 \), \( \limsup_{n \to \infty} \frac{1}{n} \mathbb{E}_\infty \left[ \sum_{k=1}^{n} 1\{\gamma_k = 0\} \left| T > n \right. \right] > \lim_{n \to \infty} \mathbb{E}_\infty \left\{ s_k = 0 \right\} > 0 \). To cope with this, one can adopt “stochastic restart”, i.e., \( \gamma_{k+1} = 0 \) with certain probability (less than one) whenever \( s_k = 0 \). The main results (Theorems 1–3 and Corollary 1) can be easily generalized to the case with stochastic restart. In practice, however, the more interesting situation is when the average cost per sample constraint is severe, i.e., \( \bar{c} \) is close to \( c_X \). We only study the algorithm with deterministic restart for simplicity of presentation.

In the remainder of this paper, the stopping time of the OS-CuSum algorithm is referred to as \( T_{(a,b,p)} \). Since the algorithm is completely characterized by \((a,b,p)\), to highlight the specific values of these parameters, we also use \( T_{(a,b,p)} \) to represent the algorithm. The properties of the OS-CuSum algorithm are given in the following.

**B. Asymptotic Optimality**

**Theorem 1.** The OS-CuSum algorithm is an equalizer rule, i.e., \( d_L(T_{(a,b,p)}) = d_L^n(T_{(a,b,p)}) \), \( \forall \nu \in \mathbb{N}_+ \).

**Proof:** When \( b = 0 \) or \( b = a \), the OS-CuSum algorithm reduces to the CuSum algorithm. It is well known that the CuSum algorithm is an equalizer rule [10].

When \( 0 < b < a \), following the same reasoning as in proof of Lemma 1 and Theorem 1 in [22], one obtains the desired result.

**Remark 4.** This property is beneficial to reduce the computational burden to determine the parameters of the algorithm. In general, the parameters can only be determined by numerically evaluating the performance indices, which include \( d_L(\theta, T) \). The property of Theorem 1, however, means that for simplicity, one can just let \( \nu = 1 \).

Before presenting the main theorem, we first give a supporting lemma that provides the asymptotic lower bound of detection delay for any scheduling policy and detection procedure. The proof is presented in Appendix A.

**Lemma 1.** For any \( c_X < \bar{c} \leq c_Y \), scheduling policy \( \theta \) and stopping time \( T \), as \( \zeta \to \infty \),

\[
\inf \{ d_L(\theta, T) : \mathbb{E}_\infty^\theta[T] \geq \zeta \} \geq \frac{\ln \zeta}{\max(\mathbb{I}(g_X\|f_X), \mathbb{I}(g_Y\|f_Y))} (1 + o(1)).
\]

**Theorem 2.** For any \( c_X < \bar{c} \leq c_Y \), \( \zeta > 0 \) and \( 0 < b < \ln \zeta \), there exists \( 0 < p^* \leq 1 \) such that \( T_{(\ln \zeta, \ln \zeta, p)} \), satisfies the constraints (4) and (5). What is more, \( T_{(\ln \zeta, \ln \zeta, p)} \) with \( p \in (0, p^*] \) is asymptotically optimal, i.e., as \( \zeta \to \infty \),

\[
d_L(T_{(\ln \zeta, \ln \zeta, p)}) \leq \frac{-\ln \zeta}{\mathbb{I}(g_Y\|f_Y)} (1 + o(1)).
\]

**Proof:** See Appendix B.

**Remark 5.** The mechanism of stochastically crossing \( b \) from below (when \( p < 1 \)) is introduced to satisfy any average sampling cost constraints as well as to attain the asymptotic optimality. This stochastic crossing mechanism increases (compared with \( p = 1 \)) the duration when \( s_k \in [0, b] \), which, alas, inevitably increases the detection delay \( \mathbb{E}_\infty^\theta[T_{(\ln \zeta, \ln \zeta, p)}] \). Fortunately, given \( p \), the increment of \( \mathbb{E}_\infty^\theta[T_{(\ln \zeta, \ln \zeta, p)}] \) generally significantly exceeds that of \( \mathbb{E}_\infty^0[T_{(\ln \zeta, \ln \zeta, p)}] \), which means that the ARLF constraint (4) can be satisfied with a relatively small cost (the detection delay is increased). This can be verified using Wald’s approximation (Page 11, [28]), which is an approximation method that relates the expected sample size with the two thresholds for a two-sided sequential probability ratio test. By Wald’s approximation, \( \mathbb{E}_\infty^\theta[T_{(b,b,p)}] = \frac{e^{b-1} + b-1}{p \mathbb{I}(g_X\|f_X)} \) and \( \mathbb{E}_\infty^0[T_{(b,b,p)}] = \frac{1 + b-1}{p \mathbb{I}(g_X\|f_X)} \).

**Remark 6.** One can see in the proof that the OS-CuSum algorithm can be easily generalized to the scenario where multiple sequences of observations are available. The OS-CuSum algorithm might be modified as follows: the sequence of observations that has the largest K-L divergence, say \( \max(g|f) \), are sampled when \( s_k \geq b \), and any other observations are sampled when \( s_k < b \). It can be verified that the asymptotically optimal detection delay only depends on \( \max(g|f) \).

**IV. MULTI-CHANNEL OBSERVATION SCHEDULING**

In this section, we study the quickest change detection with observation scheduling in the multi-channel setting, which is illustrated in Fig. 2. Suppose that the target is monitored by \( M \) sensors. Denote by \( M = \{1, 2, \ldots, M\} \) the set of sensors. Sensor \( m \in M \) can access \( X_{m,k} \) or \( Y_{m,k} \) and sends a message to the fusion center at each time instant. At an unknown time instant \( \nu \), an event occurs and the distribution of the observations for an unknown subset of the sensor nodes change. Let \( \Xi \subseteq M \) be the set of sensors that are affected. It is assumed that at sensor \( m \in \Xi \), the observations before the change \( X_{m,1}^{\nu-1} (Y_{m,1}^{\nu-1}) \) are i.i.d. with density \( f_{X,m} (f_{Y,m}) \) and
the observations after the change $X_{\infty,m}$, $(Y_{\infty,m})$ are i.i.d. with $g_{X,m}$ $(g_{Y,m})$. For a sensor $m \not\in \Xi$, the observations $\{X_{m,k}\}$ $\{Y_{m,k}\}$ are i.i.d. with density $f_{X,m}$ $(f_{Y,m})$ along the whole horizon. It is assumed that the observations are independent across the sensors. We aim to find the optimal stopping time at the fusion center and the optimal observation scheduling policy for each sensor node.

In addition to the finiteness and positiveness assumption of the K–L divergence of pre-change and post-change distributions at each sensor node as in Assumption 1, for the multi-channel scenario we further assume that the second moment of the K–L divergence of $\{Y_{m,k}\}$ is finite:

$$\int g_{Y,m}(x) \left( \ln \frac{g_{Y,m}(x)}{f_{Y,m}(x)} \right)^2 \, dx < \infty.$$  

(8)

This is a technical requirement for Theorem 3 to bound the asymptotic detection delay. Similar assumptions can be found in [2], [13], [27].

Let $\gamma_{k,m}, \varrho_{k,m}, \theta_{m}, c_{m,X}, c_{m,Y}, c_{m,Z}$ be the corresponding parts of $\gamma_k, \varrho_k, \theta, c_X, c_Y, c_Z$ defined in Section II for sensor $m$. Let $\Theta = \{\theta_1, \ldots, \theta_M\}$ be the observation scheduling policy for the whole sensor network. Denote by $E_{\nu,\Xi}^{\theta}$ and $E_{\nu,\Xi}^{\theta_{m}}$ the probability measure and expectation when the scheduling policy $\Theta$ is used, the change event happens at $\nu$ and the sensor $m \not\in \Xi$ is affected, and denote the same by $E_{\infty,\Xi}^{\theta}$ and $E_{\infty,\Xi}^{\theta_{m}}$ when there is no change. Let $T$ be the stopping time at the fusion center. We consider the constraint on average sampling cost before the change for each sensor:

$$c_{m}(\Theta) = \limsup_{n \to \infty} \frac{1}{n} E_{\infty,\Xi}^{\theta_{m}} \left[ \sum_{k=1}^{n} c_{m,Z} |T > n| \right] \leq \tilde{c}_{m},$$  

(9)

where $c_{m,X} < \tilde{c}_{m} \leq c_{m,Y}$ is a design parameter. Let $Z_k = \{Z_{1,k}, \ldots, Z_{M,k}\}$. The Lorden’s detection delay is given by

$$d_L(\Theta, T) = \sup_{1 \leq \nu < \infty} \mathbb{E}_{\nu,\Xi}^{\Theta_{\nu}}[\nu]^{1/2}.$$  

The problem of optimal joint design of multi-channel observation scheduling policy and stopping rule is stated as follows:

**Problem 2.** For any non-empty $\Xi \subseteq M$,

$$\begin{align*}
& \text{minimize} & & d_L(\Theta, T), \\
& \text{subject to} & & \mathbb{E}_{\infty,\Xi}^{\Theta}[T] \geq \zeta, \\
& & & c_m(\Theta) \leq \tilde{c}_m, \forall m \in M,
\end{align*}$$

(10)

where $\zeta \geq 1$ is a given lower bound of the global ARLFA and $c_{m,X} \leq \tilde{c}_{m} \leq c_{m,Y}$ is an upper bound on average sampling cost for the sensor $m$.

The MOS-CuSum algorithm is as follows. Each sensor runs the observation scheduling policy proposed in Section III locally. The stopping rule $N_{\text{sum}}$ proposed in [20] is used at the fusion center. The details are as follows. The observation scheduling policy at sensor $m$ is given by

$$\theta_m(Z_{m,k}) = \begin{cases} 
0, & \text{if } s_{m,k} < b_m, \\
1, & \text{if } s_{m,k} \geq b_m,
\end{cases}$$  

(11)

where $s_{m,k}$ evolves as

$$s_{m,0} = 0, \quad s_{m,k} = \begin{cases} 
b_m, & \text{if } s_{m,k} \geq b_m, s_{m,k-1} < b_m, \epsilon_{m,k} \leq p_m, \\
0, & \text{if } s_{m,k} \geq b_m, s_{m,k-1} < b_m, \epsilon_{m,k} > p_m,
\end{cases}$$  

with $\epsilon_{m,k} \sim \text{uniform}(0, 1)$ being uniformly distributed and independent of $X_{m,k}$ or $Y_{m,k}$. The stopping time at the fusion center is

$$T = \inf\{k : \sum_{m=1}^{M} s_{m,k} \geq a\}.$$  

**Remark 7.** Because the observation scheduling policy runs locally at each sensor node, the algorithm inherits the scalability of the $N_{\text{sum}}$ procedure, see [20].

In the following, we show the asymptotic optimality of the MOS-CuSum algorithm for any possible non-empty $\Xi$, which is a generalization of the results obtained in [20]. With a little abuse of notation, let $b = [b_1, \ldots, b_m]$ and $p = [p_1, \ldots, p_m]$. To specifically point out the parameters used, as for the OS-CuSum algorithm, we henceforth call the MOS-CuSum algorithm (also the stopping time) $T(a, b, p)$. As in Section III, we assume that $I(g_{Y,m}, f_{X,m}) \geq I(g_{Y,m}, f_{X,m})$, $\forall m \in M$.

**Theorem 3.** For any possible non-empty $\Xi \subseteq M$, finite $b \geq 0$ and $0 \leq p \leq 1$, as $a \to \infty$,

$$d_L(T(a, b, p)) \leq \frac{a}{\sum_{m \in \Xi} \mathbb{I}(g_{Y,m}, f_{X,m})} + o(1),$$

(13)

$$\mathbb{E}_{\infty,\Xi}[T(a, b, p)] \geq 1 + a + a^2/2! + \cdots + a^{M-1}/(M-1)!.$$  

(14)

**Proof:** See Appendix C.

**Remark 8.** In [2], a similar algorithm called DE-Censor-Sum algorithm is studied. In the DE-Censor-Sum algorithm, the DE-CuSum algorithm proposed in [1] runs locally at the sensor nodes and the $N_{\text{sum}}$ procedure in [20] is used at the fusion center. Despite the similarities, the methodology used to bound the asymptotic detection delay of the MOS-CuSum algorithm (i.e., equation (13)) is completely different from that in [2]. We remark that our method is much simpler, and since our method also works in the scenarios studied in [2], it provides another perspective on the asymptotic detection delay of
Corollary 1. Let \( a_\zeta = \ln \zeta + (M - 1) \ln \ln \zeta \). Then for any non-empty \( \Xi \subseteq \mathcal{M} \), \( c_{m,X} < c_{m,Y} \) and finite \( b \), there exists \( 0 < p^* \leq 1 \) such that for any \( p \leq p^* \), as \( \zeta \to \infty \), \( T(a_\zeta, b, p) \) satisfies (10) and sampling cost constraints (11) for any \( c_m \), and also minimizes the detection delay, i.e.,

\[
d_L(T(a_\zeta, b, p)) \leq \frac{\ln \zeta}{\sum_{m \in \Xi} I(g_{Y,m}(f_{Y,m}))(1 + o(1)).
\]

**Proof:** The existence of \( p^* \) such that the sampling cost constraint is satisfied can be easily verified using the similar analysis of the proof of Lemma 5.

By (14), as in Corollary 1 of [20], it is straightforward to show that as \( \zeta \to \infty \), \( T(a_\zeta, b, p) \) satisfies (10).

One can easily generalize Lemma 1 to the decentralized case. That is, given any non-empty \( \Xi \) and \( c_m \), for any \( (\Theta, T) \), as \( \zeta \to \infty \), if \( \mathbb{E}^{\Theta,\Xi}[T] \geq \zeta \), then

\[
d_L(\Theta, T) \geq \frac{\ln \zeta}{\sum_{m \in \Xi} I(g_{Y,m}(f_{Y,m}))(1 + o(1)).
\]

The asymptotic optimality of \( T(a_\zeta, b, p) \) thus follows directly from (13).

### V. NUMERICAL EXAMPLES

In this section, first we illustrate the behavior of the proposed OS-CuSum and MOS-CuSum algorithms through a numerical example. Then we use two examples to illustrate the asymptotic optimality of the OS-CuSum (Theorem 2) and the MOS-CuSum (Corollary 1). Lastly, we compare the OS-CuSum algorithm with two simple heuristic schemes: one periodic scheme and one stochastic scheme.

**Example 1.** To illustrate the OS-CuSum algorithm, it is assumed that \( f_X \sim \mathcal{N}(0, 2), g_X \sim \mathcal{N}(0.75, 2), f_Y \sim \mathcal{N}(0, 1) \) and \( g_Y \sim \mathcal{N}(0, 75, 1) \). We assume that the change event happens at \( k = 50 \) and let \( a = 8, b = 1, p = 0.95 \). For the MOS-CuSum algorithm, it is assumed that \( M = 3 \) sensors are deployed: for \( m \in \{1, 2, 3\} \), \( f_{X,m} \sim \mathcal{N}(0, 2), g_{X,m} \sim \mathcal{N}(0.5, 2) \), for \( m \in \{1, 3\} \), \( f_{Y,m} \sim \mathcal{N}(0, 1), g_{Y,m} \sim \mathcal{N}(0.5, 1) \) and \( f_{Y,2} \sim \mathcal{N}(0, 1), g_{Y,2} \sim \mathcal{N}(1, 1) \). It is further assumed that when the change event happens, only sensors 1 and 2 are affected. Let \( b = [1, 2, 1], p = [1, 1, 1] \) and \( a = 8 \). As illustrated in Fig. 3 and Fig. 4, the underlying mechanism of the observation scheduling policy can be heuristically stated as follows: before the change event happens, at most times the inexpensive observations \( X_k \) (or \( X_{m,k} \)) are sampled to satisfy the sampling cost constraint, while after the change event happens (this period is always quite short, since it is just the detection delay we aim to minimize), the expensive but informative observations \( Y_k \) (or \( Y_{m,k} \)) are sampled at most times to minimize the detection delay. In Fig. 4, one can also see that compared with sensor 1, sensor 2 samples less informative observations \( Y_{2,k} \) due to that \( b_2 \) is larger than \( b_1 \). The detection statistic \( s_{2,k} \), however, eventually dominates \( s_{1,k} \) and \( s_{3,k} \) as illustrated in the bottom plot. Heuristically, it is because \( Y_{2,k} \) contains more information than \( Y_{1,k} \), i.e., \( I(g_{Y,2}(f_{Y,2})) > I(g_{Y,1}(f_{Y,1})) \). We conclude that this example illustrates how the OS-CuSum and the MOS-CuSum algorithms are able to automatically schedule the sampling attention to the appropriate observations and sensors.

**Example 2.** We use the same \( f_X, g_X, f_Y \) and \( g_Y \) as in Example 1. By simple calculation, one obtain that \( 2I(g_X || f_X) = I(g_Y || f_Y) = 9/32 \). The other parameters are as follows: \( c_X = 1, c_Y = 1.5, \bar{c} = 1.1 \). Given constraints on both the
ARLFA and average cost per sample, there exist multiple admissible parameter pairs \((a, b, p)\) for the proposed algorithm. Fix \(b = 0.68, p = 0.95\) and vary \(a\) (sufficiently large) to obtain different ARLFA and delays (as long as \(a\) is sufficiently large, the average cost per sample remains almost the same). As shown in Fig. 5, the experimental curve and the curve for theoretically asymptotic lower bound of detection delay are parallel, which indicates the asymptotic optimality of the OS-CuSum algorithm (Theorem 2), since as \(\zeta \to \infty\), the delay gap is negligible. Note that with the same ARLFA, our algorithm has smaller detection delay than the theoretic lower bound. This is acceptable because \(\ln \zeta / \ln \max\) can is a lower bound of detection delay only in the asymptotic regime. One can find a similar simulation result in Fig. 3 of [12].

**Example 3.** In this example, the asymptotic optimality of the MOS-CuSum algorithm (Corollary 1) is illustrated. It is assumed that \(M = 5\) identical sensors are deployed, and the same \(f_X, g_X, f_Y, g_Y\) as for sensor 1 and 3 in Example 1 are used. It is assumed that sensor 1 and sensor 2 are affected when the change event happens, but the fusion center is not aware of this. We let \(p_m = 1, \forall m\). Note that the value of \(p_m\) only affects the average sampling cost and does not affect the asymptotic optimality of the MOS-CuSum algorithm. As in Example 2, we fix \(b_m\) for each sensor and vary \(a\) to obtain the curve for our algorithm, which is shown in Fig. 6. We use the \(N_{\text{sum}}\) algorithm with fixed observation mode (the observation \(\{Y_{m,k}\}\) is used at each time instant for each sensor) for comparison. Since the \(N_{\text{sum}}\) algorithm is asymptotically optimal [20] and the observation \(\{Y_{m,k}\}\) is more favorable than \(\{X_{m,k}\}\), the detection performance of the \(N_{\text{sum}}\) algorithm with observation \(\{Y_{m,k}\}\) is the limit of our algorithm. Fig. 6 verifies the asymptotic optimality of our algorithm since the two curves are parallel.

**Example 4.** In this example, we illustrate the detection performance of the OS-CuSum algorithm by comparing it with a periodic scheme and a stochastic scheme. In the both schemes, the conventional CuSum algorithm is used as the detection procedure and the observation scheduling policies are independent of the realization of observations. Note that the energy constraint in (2) can be reinterpreted as a bound of the ratio the number of \(Y_k\) to that of \(X_k\). Suppose that \(\limsup_{n \to \infty} \frac{\mathbb{E}_{\theta_0}^{n} \sum_{k=1}^{n} \mathbb{1}_{\{\gamma_k = 1\}} / \mathbb{E}_{\theta_0}^{n} \sum_{k=1}^{n} \mathbb{1}_{\{\gamma_k = 0\}}} \leq q_1/q_2\) (assume that \(q_1/q_2\) is a simple fraction), then the observation scheduling policy for the periodic scheme is give by

\[
\gamma_k = \begin{cases} 
0, & \text{if } k \mod (q_1 + q_2) < q_2, \\
1, & \text{otherwise},
\end{cases}
\]

and the observation scheduling policy for the stochastic scheme is as follows:

\[
\gamma_k = \begin{cases} 
0, & \text{if } \tilde{e}_k \leq q_2/(q_1 + q_2), \\
1, & \text{otherwise},
\end{cases}
\]

where \(\tilde{e}_k \sim \text{unif}(0,1)\) is uniformly distributed and independent of the observations. Let \(f_X, g_X, f_Y\) and \(g_Y\) be the same as in Example 1. Let \(q_1/q_2 = 3/7\). Fig. 7 shows that the OS-CuSum algorithm significantly outperforms the periodic scheme and the stochastic one. It should be noted that as the ARLFA increases, the delay difference between our algorithm and the other two algorithms increases. This is because the OS-CuSum algorithm is asymptotically optimal while the other two are not. The detection difference goes to infinity as the ARLFA goes to infinity.

**VI. CONCLUSION AND FUTURE WORKS**

In this paper, we have studied the quickest change detection with observation scheduling in the minimax setting. Observation sequences with different cost and information quality.
are available at the decision maker, but the decision maker can access only one of them due to various limitations. We considered the Lorden’s criterion for the detection delay. An algorithm was proposed: the observation scheduling policy has a threshold structure and the detection procedure is a variant of the CuSum algorithm where the detection statistic stochastically crosses the threshold used for the scheduling policy. We proved that the algorithm asymptotically minimizes (as the ARLFA goes to infinity) the detection delay for any average cost per sample constraint. We further studied the quickest change detection with observation scheduling in the multi-channel setting. We show that when each sensor uses the proposed observation scheduling policy locally and the fusion center uses the $N_{\text{sum}}$ algorithm, the global detection delay is asymptotically minimized for any average cost per sample constraint for each sensor node and any possible combination of the sensors that are affected by the change event.

Future work includes studying the problem in the Bayesian setting and considering total cost of sampling constraint instead of average cost.

**APPENDIX A**

**PROOF OF LEMMA 1**

Let $I_{\text{max}} = \max(I(g_X||f_X), I(g_Y||f_Y))$. Before proceeding, we first give the following two supporting lemmas. In Lemma 2, we show that for any possible scheduling policy and realizations, the long averaged log likelihood ratio of the available observations is bounded by the term $I_{\text{max}}$.

**Lemma 2.** For any $\nu \geq 1$, realization $Z_{\nu-1}^{\nu-1}$ and scheduling policy $\theta$, as $n \to \infty$

$$\frac{1}{n} \sum_{k=\nu}^{\nu+n-1} \ell(Z_k) \leq I_{\text{max}}$$

holds almost surely under $P^\theta_\nu$.

**Proof:** Define a sequence of random variables $\{k_X(i)\}_{i \in \mathbb{N}^+}$ as

$$k_X(1) = \inf\{k : k \geq \nu, \gamma_k = 0\};$$

$$k_X(i) = \inf\{k : k > k_X(i-1), \gamma_k = 0\}, \forall i \geq 2,$$

and let $\tilde{i}_X(n) = \max\{i : k_X(i) < n\}$. Note that the term $\tilde{i}_X(n)$ is the number of observations $\{X_k\}$ are sampled between time instants $\nu$ and $n$. The quantities $\{k_Y(i)\}_{i \in \mathbb{N}^+}$ and $\tilde{i}_Y(n)$ are defined similarly. Then one can see that for any $Z_{\nu-1}^{\nu-1}$ and $\theta$, $Z_{k_X(i)}(Z_{k_Y(i)})$ are i.i.d. $\{Z_k\}$ of course is not i.i.d., but the dependence of $Z_k$ is captured by the values of $\{k_X(i)\}$ and $\{k_Y(i)\}$ with density $g_X$ ($g_Y$) under $P^\theta_\nu$. The strong law of large number (SLLN) yields that under $P^\theta_\nu$,

$$\lim_{{\tilde{i}_X(n) \to \infty}} \frac{\ell(Z_{k_X(1)}) + \cdots + \ell(Z_{k_X(\tilde{i}_X(n))})}{\tilde{i}_X(n)} \overset{a.s.}{\rightarrow} I(g_X||f_X),$$

$$\lim_{{\tilde{i}_Y(n) \to \infty}} \frac{\ell(Z_{k_Y(1)}) + \cdots + \ell(Z_{k_Y(\tilde{i}_Y(n))})}{\tilde{i}_Y(n)} \overset{a.s.}{\rightarrow} I(g_Y||f_Y).$$

Let $\alpha_X = \lim_{n \to \infty} \frac{\tilde{i}_X(n)}{n}$ and $\alpha_Y = \lim_{n \to \infty} \frac{\tilde{i}_Y(n)}{n}$. Then by Assumption 1, under $P^\theta_\nu$, as $n \to \infty$

$$\frac{1}{n} \sum_{k=\nu}^{\nu+n-1} \ell(Z_k) = \frac{\tilde{i}_X(n)}{n} \sum_{i=1}^{\tilde{i}_X(n)} Z_{k_X(i)} + \frac{\tilde{i}_Y(n)}{n} \sum_{i=1}^{\tilde{i}_Y(n)} Z_{k_Y(i)}$$

$$\overset{a.s.}{\rightarrow} \left\{\begin{array}{ll}
I(g_X||f_X), & \text{if } \tilde{i}_X(n) = 0, \\
I(g_Y||f_Y), & \text{if } \tilde{i}_Y(n) = 0, \\
\alpha_X I(g_X||f_X) + \alpha_Y I(g_Y||f_Y), & \text{otherwise.}
\end{array}\right.$$ 

Note that $\alpha_X + \alpha_Y = 1$, the desired result follows easily. ■

For any $\nu \geq 1$ and given $n$, define

$$t^n_\nu = \arg \max_{t \leq n} \sum_{k=\nu}^{\nu+t-1} \ell(Z_k)$$

as the time that the random walk (with each step taking $\ell(Z_k)$) reaches its maximum between $\nu$ and $n$. Then about the asymptotic behavior of $t^n_\nu$, we have the following lemma.

**Lemma 3.** For any $\nu \geq 1$, realization $Z_{1}^{\nu-1}$ and scheduling policy $\theta$, as $n \to \infty$

$$t^n_\nu \to \infty$$

holds with probability one under $P^\theta_\nu$.

**Proof:** Let $t_\Delta = n - t^n_\nu$. Then by definition of $t^n_\nu$,

$$P^\theta_\nu\{t_\Delta = i\} \leq P^\theta_\nu\left\{\sum_{k=\nu+t^n_\nu+1}^{\nu+n-1} \ell(Z_k) < 0\right\}.$$

By Lemma 2, for any $\nu$, $t^n_\nu$ and $\theta$, as $t_\Delta \to \infty$,

$$\sum_{k=\nu+t^n_\nu+1}^{\nu+n-1} \ell(Z_k) \overset{a.s.}{\rightarrow} \infty,$$

which implies that $P^\theta_\nu\{t_\Delta < \infty\} = 1$. The desired result thus follows. ■

We are ready to prove Lemma 1. By theorem 1 of [29], to obtain (6), it suffices to prove that given an arbitrary scheduling policy $\theta$, for any $\delta > 0$

$$\lim_{n \to \infty} \sup_{\nu \geq 1} \sup_{t \leq n} \sum_{k=\nu}^{\nu+t} \ell(Z_k) \geq I_{\text{max}}(1+\delta)n|Z_{\nu-1}^{\nu-1}|$$

$$= 0.$$ 

(17)
For any $\nu \geq 1$,
\[
\lim_{n \to \infty} \underset{P_{\nu}}{\text{ess sup}} \{ \max_{t \leq n} \sum_{k=\nu}^{n+t} \ell(Z_k) \geq \max_{l=1}^{\infty} (1 + \delta) n \mid Z_1^{-1} \}
\]
\[
= \lim_{n \to \infty} \underset{P_{\nu}}{\text{ess sup}} \{ \frac{1}{n} \sum_{k=\nu}^{n} \ell(Z_k) \geq \max_{l=1}^{\infty} (1 + \delta) \mid Z_1^{-1} \}
\]
\[
\leq \lim_{n \to \infty} \underset{P_{\nu}}{\text{ess sup}} \{ \frac{1}{n} \sum_{k=\nu}^{n} \ell(Z_k) \geq \max_{l=1}^{\infty} (1 + \delta) \mid Z_1^{-1} \}
\]
\[
= 0,
\]
where the second equality follows from Lemma 3 and the last equality follows from Lemma 2. The relation (17) thus follows.

**APPENDIX B**

**PROOF OF THEOREM 2**

This proof is done by relating our algorithm $T_{(\ln \zeta, b, p)}$ to the classical CuSum algorithm $T_{(\ln \zeta, 0, p)}$. The algorithm $T_{(\ln \zeta, b, p)}$ is treated as a sequence of two-sided sequential probability ratio tests (SPRTs) with two different distributions (since the observation modes are switching).

We first show that for any switching threshold $b$, by appropriately choosing the successful crossing probability $p$, the ARLFA of our algorithm can be larger than that of the classical CuSum algorithm with same and arbitrary stopping threshold $a$. What is more, $p$ can be chosen independent of $a$.

**Lemma 4.** For any $0 < b < a$, there exists $0 < \tilde{p} < 1$ such that $\tilde{p}$ only depends on $b$ and for any $p \in (0, \tilde{p})$, $E_{\infty}^\theta[T_{(a, b, p)}] \geq E_{\infty}^\theta[T_{(a, 0, p)}]$.

**Proof:** Let $T_{(a, b, \omega)}^{\nu}$ be the stopping time $T_{c, \nu}^{\nu}$ = inf{$k : s_k \geq a$}, where $s_k$ starts at $\omega \geq 0$ and evolves as
\[
s^{+}_k = (s^{+}_{k-1} + \ell(Y_k)), \quad s^{-}_k = \begin{cases} b, & \text{if } s^{-}_k \geq b, \ s^{+}_{k-1} < b, \\ \tilde{s}_k, & \text{otherwise.} \end{cases}
\]
Note that here the observations $\{Y_k\}$ are used at each time instant. Let $s^{+}_k$ be the detection statistic of the algorithm $T_{(a, 0, p)}$. Note that due to the reset action when crossing $b$ from below and the nonnegative initial value $\omega$ for $s^{-}_k$, for any realization $Y_1^k$ and $k \geq 1$, $s^{+}_k \leq s^{+}_k$, the following thus holds:
\[
E_{\infty}^\theta[T_{(a, b, 0)}^{\nu}] \geq E_{\infty}^\theta[T_{(a, 0, p)}^{\nu}].
\]

Define
\[
\phi = \inf\{i : \sum_{k=1}^{i} \ell(Z_k) < 0 \} \quad \text{and} \quad \psi = \max_{k=1}^{\phi} \ell(Z_k).
\]
Note that $\phi$ is a stopping time indicating how long $s_k$ stays in $[a, b]$ each time when it enters into this interval, and $\psi$ is the value $s_k$ takes when it jumps out. Let $W_{[a, b, \omega]}$ be a stopping time defined in the same manner as $T_{(a, b, p)}$ but with the initial start $s_0 = \omega \geq 0$.

Interpreting both $T_{(a, b, p)}$ and $T_{c, \nu}^{\nu}$ as a sequence of two-sided SPRTs and by Wald’s identity (Page 12, [28]), one obtains that
\[
E_{\infty}^\theta[T_{(a, b, p)}^{\nu}] = E_{\infty}^\theta[T_{(b, 0, 0)}^{\nu}] + E_{\infty}^\theta[\psi < b] \left(1 - \frac{1 - P_{\infty}^\theta(\psi \geq a)}{P_{\infty}^\theta(\psi \geq a)} \right)
\]
\[
\geq E_{\infty}^\theta[T_{(b, 0, 0)}^{\nu}] + E_{\infty}^\theta[\psi < b] \left(1 - \frac{1 - P_{\infty}^\theta(\psi \geq a)}{P_{\infty}^\theta(\psi \geq a)} \right).
\]

Then
\[
E_{\infty}^\theta[T_{(a, b, 0)}^{\nu}] - E_{\infty}^\theta[T_{(a, b, p)}^{\nu}] = E_{\infty}^\theta[W_{[a, b, \omega]}^{\nu}] \geq E_{\infty}^\theta[T_{(a, 0, p)}^{\nu}].
\]

Given $a$ and $b$, both $E_{\infty}^\theta[W_{[a, b, p]}^{\nu}]$ and $E_{\infty}^\theta[W_{[a, b, p]}^{\nu}] < b$ monotonically go to infinity as $p \to 0$, while the other quantities in (21) are unrelated to $p$. Combining (18), we notice that to complete the proof, it suffices to prove the independence of $\tilde{p}$ on $a$. Obviously, both $E_{\infty}^\theta[W_{[a, b, p]}^{\nu}]$ and $E_{\infty}^\theta[T_{(a, b, 0)}^{\nu}]$ are unrelated with $a$. Also one can see that $E_{\infty}^\theta[T_{(b, 0, 0)}^{\nu}] < E_{\infty}^\theta[T_{(b, 0, 0)}^{\nu}]$. We then show in the following that $E_{\infty}^\theta[W_{[a, b, p]}^{\nu}] < b$ can be bounded below by a quantity that is independent of $a$.

\[
E_{\infty}^\theta[W_{[a, b, \omega]}^{\nu}] \geq \int_{b}^{1-p} dE_{\infty}^\theta(\psi \leq \omega | \psi < b)
\]
\[
= \int_{0}^{b} dE_{\infty}^\theta(\psi = 0 | \psi < b) E_{\infty}^\theta[W_{[a, b, p]}^{\nu}]
\]
\[
+ \int_{b}^{1-p} dE_{\infty}^\theta(\psi \leq \omega | \psi < b)
\]
\[
\geq \frac{1 - p}{p} E_{\infty}^\theta[W_{[a, b, 1, 0]}^{\nu}],
\]

where the second equality follows from Wald’s identity. The proof thus is complete.

As in Lemma 4, in the following lemma we prove that $p$ can be chosen independent of $a$ such that the sampling cost constraint is satisfied.

**Lemma 5.** For any $c_X < c_{\bar{c}} \leq c_Y$ and $b > 0$, there exists $0 < \bar{p} < 1$ such that $\bar{p}$ is independent of $a$ and $T_{(a, b, p)}$ with $p \in (0, \bar{p})$ uniformly satisfies the average sampling cost (2) for any $a \geq b$. 
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Proof: Let $\bar{\phi}$ be the limit value $\phi$ takes as $a$ goes to infinity, i.e.,
$$\bar{\phi} = \inf \{i : \sum_{k=1}^{i} \ell(Z_k) < 0\}.$$ 

As in the proof of Lemma 4, by interpreting the algorithm as a sequence of two-sided SPRTs, one can see that for any $T(a,b,p)$,
$$\limsup_{n \to \infty} \frac{1}{n} \mathbb{E}_\infty \left[ \sum_{k=1}^{n} cZ \left| T(a,b,p) > n \right. \right]$$
$$\leq \limsup_{n \to \infty} \frac{1}{n - T(a,b,p)} \mathbb{E}_\infty \left[ \sum_{k=T(a,b,p)+1}^{n} cZ \left| T(a,b,p) > n \right. \right]$$
$$= \frac{cX \mathbb{E}_\infty [W(b,b,p,\psi)] \psi < b]}{\mathbb{E}_\infty [W(b,b,p,\psi)] \psi < b] + \mathbb{E}_\infty (\phi \psi < b) + cY \mathbb{E}_\infty (\phi \psi < b) + \mathbb{E}_\infty (\phi \psi < b)}$$
$$\leq \frac{cX \mathbb{E}_\infty [W(b,b,p,\psi)] \psi < b]}{\mathbb{E}_\infty [W(b,b,p,\psi)] \psi < b] + \mathbb{E}_\infty (\phi \psi < b) + \mathbb{E}_\infty (\phi \psi < b)}$$
$$= \mathbb{E}_\infty [W(b,b,p,\psi)] \psi < b] + \mathbb{E}_\infty (\phi \psi < b) + \mathbb{E}_\infty (\phi \psi < b)}$$
$$:= \bar{\varepsilon}(\theta)$$

where the first inequality follows from the fact that $\gamma_k = 0, \forall k \in [1, T(a,b,p)]$; the first equality follows from the alternating renewal process theory (Page 173, [30]); the second inequality follows from the fact that $\bar{\varepsilon}(\theta)$ is monotonically increasing with $\mathbb{E}_\infty (\phi \psi < b)$ and $\mathbb{E}_\infty (\phi \psi < b)$ as $a \to \infty$. It is well known that $\mathbb{E}_\infty (\phi \psi < b) < \infty$ (e.g., Corollary 2.4, [31]). Then by (22), one completes the proof. ■

We shall prove Theorem 2 now. It is well known that $\mathbb{E}_\infty [T(\ln \zeta,0,a)] > \zeta$ (e.g., Lemma 1, [27]). By Lemma 4 and 5, to satisfy the constraint (4) and (5), one can let $p^* = \min(\tilde{p}, \tilde{\tilde{p}})$. We then focus on (7). To highlight $a = \ln \zeta$, with a little abuse of notation, in the remainder of this proof we rewrite $\phi$ in (19) and $\psi$ in (20) as $\phi(\ln \zeta)$ and $\psi(\ln \zeta)$, respectively. Since
$$\mathbb{E}_\infty [W(b,b,p,\psi(\ln \zeta))] \psi(\ln \zeta) < b] \leq \mathbb{E}_\infty [T(b,b,p)]$$

and given $b$ and $p$, as $\zeta \to \infty$
$$\mathbb{E}_\infty [T(b,b,p)] \to 0,$$

one obtains that
$$\mathbb{E}_\infty [T(\ln \zeta,0,b)]$$
$$= \mathbb{E}_\infty [T(b,b,p)] + \mathbb{E}_\infty (\phi(\ln \zeta))^1 \mathbb{P}_1 \{\psi(\ln \zeta) \geq \ln \zeta\}$$
$$+ \mathbb{E}_\infty [W(b,b,p,\psi(\ln \zeta))] \psi(\ln \zeta) < b] \mathbb{P}_1 \{\psi(\ln \zeta) \geq \ln \zeta\}$$
$$= \mathbb{E}_\infty (\phi(\ln \zeta))^1 \mathbb{P}_1 \{\psi(\ln \zeta) \geq \ln \zeta\} (1 + o(1))$$
$$\leq \frac{\ln \zeta - b}{I(\gamma \| \psi]} (1 + o(1)), \quad \text{as } \zeta \to \infty$$

where the first inequality follows from Wald’s identity and the well established properties of the CuSum algorithm (Page 142 and 159, [10]). The proof is complete.

APPENDIX C
PROOF OF THEOREM 3

A. Proof of equation (13)
In this section, we focus on the proof of equation (13). To this end, we define the following:
$$K^* = \sup \{k : \exists m \in \Xi \text{ such that } \gamma_{m,k} = 0\},$$
$$K^*_m = \sup \{k : \gamma_{m,k} = 0\}, m \in \Xi.$$

Note that after the time instant $K^*$, all the affected sensor nodes consistently use the expensive observations $\{Y_{m,k}\}$. The term $K^*_m$ has a similar meaning, but only for the sensor $m$. In the following lemma, we show that for the MOS-CuSum algorithm $T(a,b,p)$, when $a$ goes to infinity, the expected value of $K^*$ remains finite.

Lemma 6. For any non-empty $\Xi$, $\nu < \infty$ and the MOS-CuSum algorithm $T(a,b,p)$ with any finite $b$ and $0 < p \leq 1$, as $a \to \infty$, there holds
$$\mathbb{E}_\nu^{\Theta,\Xi} [K^*] < \infty.$$

Proof: Note that since
$$\mathbb{E}_\nu^{\Theta,\Xi} [K^*] = \nu + \mathbb{E}_\nu^{\Theta,\Xi} \max_{m \in \Xi} (K_m - \nu)$$
$$\leq \nu + \sum_{m \in \Xi} \mathbb{E}_\nu^{\Theta,\Xi} [K^*_m - \nu],$$

it suffices to prove that as $a \to \infty$,
$$\mathbb{E}_\nu^{\Theta,\Xi} [K^*_m - \nu] < \infty, \quad \forall m \in \Xi.$$ (23)

Just like the $k_Y(i)$ defined in the proof of Lemma 2, for the sensor $m \in \Xi$, we “pick” the time instants the expensive observations $\{Y_{m,k}\}$ are sampled after time $\nu$ by the following:
$$I^*_m(1) = \inf \{k : k > \nu, \gamma_{m,k} = 1\},$$
$$I^*_m(i) = \inf \{k : k > I^*_m(i-1), \gamma_{m,k} = 1\}, \forall i \geq 2.$$ We then define $\varphi_{m,i}$ as the statistic of the CuSum algorithm of these expensive observations, i.e.,
$$\varphi_{m,i} = (\varphi_{m,i-1} + \ell(Z_{m,i}(\varphi_{m,i-1}))^+, i \geq 1$$
with $\varphi_{m,0} = 0$. Then we define
$$I^*_m = \sup \{i : \varphi_{m,i} \leq 0\}, m \in \Xi.$$ Then by Theorem D in [32] and the finiteness assumption of the second moment of the K–L divergences (8), using the path-wise arguments, one obtains that
$$\mathbb{E}_\nu^{\Theta,\Xi} [I^*_m] < \infty.$$ Note that for $K^*_m$, the worst case is that after $\nu$, the detection statistic $s_{m,k}$ goes below $b_m$ each time when it crosses $b_m$ from below and updates with only one expensive observation $Y_{m,k}$. Then by Wald’s identity one obtains that
$$\mathbb{E}_\nu^{\Theta,\Xi} [K^*_m - \nu] \leq \mathbb{E}_\nu^{\Theta} \left[ W(b_m,b_m,p,\psi) \psi < b_m \right] \mathbb{E}_\nu^{\Theta,\Xi} [I^*_m]$$
$$\leq \mathbb{E}_\nu^{\Theta} \left[ W(b_m,b_m,p,0) \right] \mathbb{E}_\nu^{\Theta,\Xi} [I^*_m]$$
$$< \infty.$$ Recall that $W(a,b,p,\omega)$ is defined in the proof of Lemma 4. The proof thus is complete. ■
To prove (13), we define the following stopping time
\[ \hat{T} = \inf \{ k : \hat{s}_k \geq a \}, \]
where
\[ \hat{s}_k = \sum_{i=1}^{k} \sum_{m \in \Xi} \ln \frac{g_{Y,m}(Z_{m,i} + K^*)}{f_{Y,m}(Z_{m,i} + K^*)} + \sum_{m \in \Xi} b_m, \forall k \geq 1. \]

From the definition of \( s_{m,k} \) and \( K^* \), one can see that \( \forall k \geq 1, \hat{s}_k \) is dominated by \( \sum_{m \in \Xi} s_{m,k} + K^* \). What is more, since \( \sum_{m \in \Xi} s_{m,T(a,b,p)} \leq a \), the following holds:
\[ E_{\nu}^{\Theta,\Xi}[T(a,b,p) - K^*] \leq E_{\nu}^{\Theta,\Xi}[\hat{T}]. \]  

(24)

By renewal theory (Page 168, [28]), as \( a \to \infty \),
\[ E_{\nu}^{\Theta,\Xi}[\hat{T}] = \frac{a - \sum_{m \in \Xi} b_m}{\sum_{m \in \Xi} I(g_{Y,m}||f_{Y,m})} + O(1). \]  

(25)

Thus, by Lemma 6, as \( a \to \infty \),
\[ E_{\nu}^{\Theta,\Xi}[T(a,b,p) - K^*] \leq \frac{a}{\sum_{m \in \Xi} I(g_{Y,m}||f_{Y,m})} (1 + o(1)). \]

The proof thus is complete.

B. Proof of equation (14)

In this section, we focus on the proof of (14), which is done using the same reasoning as in the proof of Theorem 1 of [20]. The difference is that the observations at each sensor node in our case cease to be i.i.d. conditioned on the change event. We thus provide the following two lemmas.

Lemma 7. For any \( m \in \mathcal{M} \), \( k \in \mathbb{N}_+ \) and any \( a \in \mathbb{R}_+ \),
\[ \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ s_{m,k} \geq a \} \leq e^{-a}. \]

Proof: Define the quantity \( \hat{s}_{m,k} \) as follows:
\[ \hat{s}_{m,0} = 0, \]
\[ \hat{s}_{m,k} = \left( \hat{s}_{m,k-1} + \ell(Z_{m,k}) \right)^+, \]

where the observation scheduling policy is the same as defined in (12). The difference between \( \hat{s}_{m,k} \) and \( s_{m,k} \) is that \( \hat{s}_{m,k} \) crosses \( b_m \) deterministically and \( \hat{s}_{m,k} \) has no reset action when crossing \( b_m \) from below. Since \( \hat{s}_{m,k} \geq s_{m,k}, \forall k \in \mathbb{N}_+ \), then for any \( a \geq 0 \)
\[ \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ s_{m,k} \geq a \} \leq \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ \hat{s}_{m,k} \geq a \}. \]

Given any scheduling realization for \( s_{m,k}, \gamma_1, \ldots, \gamma_k \), define the following quantities:
\[ \hat{Z}_{m,i} = (1 - \gamma_{k+1-i}) X_{m,i} + \gamma_{k+1-i} Y_{m,i}, \forall 1 \leq i \leq k \]
and \( \hat{s}_{m,k} = \sum_{i=1}^{k} \hat{Z}_{m,i} \). Then it is well known that (see Appendix 2 of [28] or Lemma 3 of [27]) that \( \hat{s}_{m,k} \) and \( \max_{1 \leq i \leq k} \hat{s}_{m,i} \) have the same distribution and
\[ \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ s_{m,k} \geq a \} = \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ \max_{1 \leq i \leq k} \hat{s}_{m,i} \geq a \} = \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ \tau_m(a) \leq k \} \leq \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ \tau_m(a) \leq \infty \} \leq e^{-a}, \]
where \( \tau_m(a) = \inf \{ k : s_{m,k} \geq a \} \) and the last inequality follows from the fact that Wald’s likelihood identity (Page 10, [28]) applies even if the observations are not i.i.d. The proof thus is complete.

Lemma 8. Let \( \tau = \inf \{ k : s_{m,k} = 0, \forall m \in \mathcal{M} \} \) be the first time that the local statistic of each sensor reaches zero simultaneously. Then \( E_{\Theta,\Xi}^{\hat{\nu}}[\tau] \leq \infty. \)

Proof: Let
\[ p_m^* = \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ s_{m,k} = 0 \}, \quad \text{as } k \to \infty. \]

Then as in the proof of Proposition 1 of [20], by renewal theory one can conclude that
\[ E_{\Theta,\Xi}^{\hat{\nu}}[\tau] = \frac{1}{\prod_{m=1}^{M} p_m^*}. \]

It suffices to prove that \( p_m^* > 0, \forall m \in \{1, \ldots, M\} \). Note that since the observations are not i.i.d., the relation (A2) in the proof of Proposition 1 of [20] does not hold. We prove \( p_m^* > 0 \) by treating \( s_{m,k} \) as a homogenous Markov process. Let \( \mathbb{P}^* \) be the equilibrium distribution of \( s_{m,k} \). Since \( I(f_{X,m}||g_{X,m}) > 0 \), there must exist \( 0 < x^* < b_m \) such that \( \mathbb{P}^* \{ f(X_k) \leq -x^* \} > 0 \).

Then
\[ p_m^* > \int_0^{x^*} \mathbb{P}^* \{ f(x_k) \leq -s_{m,k-1} \} \, dx \]
\[ > \int_0^{x^*} \mathbb{P}^* \{ f(x_k) \leq -s_{m,k-1} \} \, dx \]
\[ > \frac{e^{-a}}{e^{-a}} \]
\[ > 0, \]

where the second last inequality follows from Lemma 7. The proof thus is complete.

The outline of the second proof is as follows. By Lemma 7, as in Lemma B1 of [20] one can easily obtain that for any \( k \in \mathbb{N}_+ \) and \( a > 0, \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ \sum_{m=1}^{M} s_{m,k} \geq a \} \leq e^{-a} \sum_{m=0}^{M-1} a_m^m. \) As in Lemma B2 of [20], the whole time horizon of our algorithm can be broken into subintervals (renewed when \( s_{m,k} = 0, \forall m \in \{1, \ldots, M\} \)), between which \( s_{m,k} \) are i.i.d. Combining Lemma 8, one can obtain that for any \( t > 0, \lim_{a \to \infty} \mathbb{P}_{\Theta,\Xi}^{\hat{\nu}} \{ T(a,b,p) > t \} \leq e^{-a} \sum_{m=0}^{M-1} a_m^m. \) Then equation (14) follows using the same reasoning as in Theorem 1 of [20].
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